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Abstract. This paper presents an overview of a line of recent work
on generating non-linear numerical invariants for loops and recursive
procedures. The method is compositional in the sense that it operates
by breaking the program into parts, analyzing each part independently,
and then combining the results. The fundamental challenge is to devise
an effective method for analyzing the behavior of a loop given the results
of analyzing its body. The key idea is to separate the problem into two:
first we approximate the loop dynamics by an abstract machine, and then
symbolically compute the reachability relation of the abstract machine.

1 Introduction

Compositional recurrence analysis (CRA) is a method for generating numeri-
cal invariant for loops [17,25,26]. The goal of CRA is to compute a transition
formula that over-approximates the behavior of the program. CRA analyzes pro-
grams bottom-up, in the style of an effective denotational semantics: we syntac-
tically decompose the program into parts, compute a transition formula for each
part independently, and then compose the results. The composition operators
for transition formulas correspond to the familiar regular expression operations
of sequencing, choice, and iteration.

The essence of the analysis is the iteration operator. Given a transition for-
mula that over-approximates the body of a loop, the iteration operator com-
putes a transition formula that over-approximates any number of iterations of
the loop. CRA accomplishes this by extracting recurrence relations from a transi-
tion formula using an SMT solver, and then computing the closed form of those
recurrences. Using this strategy, CRA can compute rich numerical invariants,
including polynomial and exponential equations and inequations.

This paper gives an alternate account for this strategy, which is based on
extracting an abstract machine that simulates the loop body, and then comput-
ing a closed form for the reachability relation of that abstract machine (thus we
replace “recurrence relations” with the broader notion of “abstract machine”).
Seen in this light, CRA is an answer to the question given some simple model of
computation that admits a closed representation of the reachability relation, how
can we make use of it in program analysis?

Secondly, this paper describes how the compositional approach to program
analysis can be used to analyze recursive procedures [25]. A key idea is to exploit

® This version corrects some errors that appeared in the SAS’18 paper.
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the two-phase structure of the iteration operator: we can detect and enforce
convergence of procedure summaries using widening and equivalence operations
on abstract machines.

The remainder of the paper is organized as follows. §2 gives a short introduc-
tion to compositional program analysis. The technical core of the paper is §3,
which gives a recipe for analyzing loops by computing the reachability relation
of an abstract machine that simulates its body. §4 illustrates how abstract ma-
chines can be used to analyze programs with (recursive) procedures. §5 surveys
related work, and §6 concludes.

2 Outline

We begin by defining a simple structured programming language:

x € Var
e€EExpri=x|necZle +es|eren
ceCondi=e; <es|er=ex|c1Nca|cr Ve | e
P € Program :=x := e | P;; P, | if ¢ then P, else P, |while ¢ do P

Our goal is to compute, for any given program P, a transition formula TF[P]
that over-approximates its behavior. A transition formula is a logical formula
over the program variables Var and a set of primed copies Var', representing the
values of the program variables before and after executing a program. In the
following, we will make use of several different languages for expressing transi-
tion formulas. For the sake of concreteness, we give a definition of polynomial
arithmetic transition formulas, PolyTF, below:

s,t € PolyTerm ::=x € Var | x’ € Var' | y € BoundVar | A\ € Q | s+t | st
F,GePolyTFu=s<t|s=t|s<t|caNca|carnVes|IyeNF|IyeZF

For any given program P, a transition formula TF[P] can be computed by
recursion on syntax:

TF[x :=e¢]=x =eA /\ v =y
y#xeX

TF[if ¢ then P, else P] = (c ATF[P])V (=c A TF[P])
TF[P;; 2] £ 3X € Z.TF[P][Var — X] A TF[P][Var — X]
TF[while ¢ do P] = (¢ A TF[P])® A (=c¢[Var +— Var'])

where (—)® is an iteration operator: a function that computes an approximation
of the transitive closure of a transition formula. Thus, the essential problem
involved in designing a program analysis in this style is to define the iteration
operator.
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3 Approximating Loops with Abstract Machines

This section outlines a general strategy for loop summarization which is based on
decomposing the problem into two: (1) find an abstract machine that simulates
the action of the transition formula, and (2) express the reachability relation of
the abstract machine as a transition formula. We then describe compositional
recurrence analysis as an instance of this strategy. We begin with an example.

Example 3.1 Consider the program P given below

while (i < n) do

i=1i+1
if (y < =z)
Body yi=y+i-1
else
z =z +1i-1

Recall that TF[P] = (i < n A TF[Body])® An < i, where (—)® is an iteration
operator (yet to be defined) and

/s —
TF[[Body]]Ei<n/\i’:i+1/\< (y<zAy =i+lAz Z))

Viz<yAy =yAz =z+1)

The formula F £ i < nATF[Body] defines a transition relation R C Z* x Z*

on the state space Z*, where each vector u = [z Yz n]T corresponds to an
assignment of values to the program variables i, y, z, and n. The behavior of
F is difficult to analyze directly, so instead we will approximate by a simpler
system that is more amenable to analysis. We observe that F' is simulated by
the affine transformation

100 1
f)=[110{xz+ |0
001 0

where the correspondence between the state space of F' (i.e., Z*) and the state
space of f (i.e., Q?) is given by the linear transformation

10007 «— 1st dimension corresponds to i

S = 10110 «— 2nd dimension corresponds to y + z

0001
“~~ 3rd dimension corresponds to n

That is, we have that for every w and «’ in Z* such that w may transition to u’
via F, we have Su’ = f(Su). Phrased differently, we have

~

10007 | 100] [too0] |* 1
Fllo110 32’, —|110| 0110 32’ + 10| or,
0001] |Z, 001] [ooo01] |2 0
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FEi=i+1IAF +Z)=(F +2')+iAn =n. (1)

The analysis of affine systems is classical. We can compute the following
symbolic representation of the transitive closure of the transition relation defined

by f:

k(k+1
Cé(f):3k€N.$/1:x1+kx2+w

ANzy =z +kAzh=ux3
Since f simulates the behavior of F, then cf(f) simulates the behavior of any
number of iterations of F. Thus, if we define

k(k+1
F®:3k€N.y/+z/:y+z+ki+w

ANi'=i+kAn' =n (2)
then we may take TF[P] = F® Ai’ > n’ to be a conservative over-approximation
the behavior of P. 1

3.1 Approximating formulas by machines

Definition 1. An (mxn)-formula is a formula whose free variables range over
m + n free variables x1,...,xm and 2, ...,x.,. For any (m x n)-formula F, we
use R[F] to denote the relation that F represents:

R[F] £ {(u,v) € Q" xQ" : {x1 > U1, ..., Tp = Up, T = V1, ., ) = v} = F}

We call an (n x n)-formula an n-transition formula. We use TF to denote
the set of all transition formulas (for any n).

If Fis an (m x n)-formula and y = y1, ..., ym and z = 21, ..., z,, are vectors
of variables of lengths m and n, we use F(y,z) to denote the result of replacing
each z; with y; and each 2} with z;. If F is an (¢ x m)-formula and G is an
(m x n)-formula, we use F ® G to denote the relational composition of F' and
G:

FoG23Iy.Flx,y) NGy, ) .

We use F' to denote the reversal of F, the (m x £)-formula defined by

v

F & Floy = oy, . o, — o)

Ty T Y Ty ey Ty Y T

Abstract machines Fix some class of abstract machines M, which can be
understood as some kind of discrete dynamical system with a numerical state
space. We suppose that we are given two functions that related abstract machines
to transition formulas:

— v : M — TF, which maps each machine M to its concretization (M), a
transition formula that represents the action of one step of M.

— ¢ : M — TF, which maps each machine M it its closure cf(M), a transition
formula that represents the action of any number of steps of M.
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We assume that for any machine M in M, we have R[y(M)]* = R[cl(M)].t

Ezample 3.2 Let 1-LT denote the set of affine transformations of the form
f(x) = Az + b, where A is a lower triangular matrix with 1’s on the diagonal
(e.g., the function f in Example 1). For any f(x) = Az + b in 1-LT, define
the concretization of f simply as v(f) = 2’ = Ax + b. The readability relation
of an affine transformation in 1-LT can be expressed in polynomial arithmetic
(i.e, PolyTF) and computed in polytime. The procedure is a specialization of the
classical one for computing the reachability relation of an affine transformation
(which in general does not have a closed form in PolyTF)—see [17, §IIL.B] for
details. N

Simulation Simulation relations are a standard approach to relating the be-
havior of dynamical systems [31]. Below we specialize the theory to our setting.

Definition 2. Let F' be an m-transition formula and let G be an n-transition
formula. A simulation formula is an (m x n)-formula S such that for all
(u,v) € R[S], for every uw' such that (u,u’) € R[F], there exists some v’ such
that (v,v') € R[G] and (u’,v") € R[S]. Diagrammatically,

We use S : F IF G to denote that S is simulation formula from F to G.

Example 3.3 Consider Example 1. For ease of reading, we will refer to original
variables ¢, y, z,n of the system rather than their canonical names x1, s, 3, 4.
The simulation between relation between the transition formula F' and the affine
map [ is

S&a)=y+tzAzh=iNah=n.

This is a special simulation in that it is functional (each state of the program
is related to exactly one state of the affine system), but this need not be the
case. For example, suppose that we know (perhaps by running a sign analysis
on the program P) that i is non-negative. Let G = F A i > 0. While we cannot
understand the effect of the loop on y and z as an affine transformation, we can
so understand lower and upper bounds on them: y and z are incremented by at
least 0 and at most i. This abstraction can be realized by the function g € 1-LT

! For our purposes, the weaker hypothesis R[v(M)]* C R[cf(M)] is sufficient. We
use equality to emphasize that M is expected to be a class of machines that is easy
to analyze.
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and simulation T defined by

[1000000]

1 .’Elzi

1100000 0 ANxo=y+z
0010000 0 ATz =n
glx)=10101000| =+ (O T=|ANxg>y
0100100 0 ANxs >z
0000010 0 ANzxg > —y
10000001 10] ANx7 > —2

|

The last ingredient we need to be able to define (although not yet compute)
an approximate transitive closure operator is a way of understanding an (n x m)
simulation formula and a m-transition formula as an n-transition formula. This
is given by conjugation:

Definition 3. Let F be an (m x m)-formula and let S be an (n x m)-formula.
The conjugation of F by S, S F, is the (n x n)-formula defined by

SeF 2vy3y.S(z,y) = (Fy,y')AS,y)

Ezample 3.4 In Example 1, conjugation of f by S yields the formula in Eq (1),
and conjugation of ¢/(f) by S yields the formula in Eq (2). J

Observe that S > F' is the strongest among all n-transition formulas G such
that S is a simulation from G to F. That is, we have

1. S: (S EF)IFF
2. For all n-transition formulas G, we have S : G I+ F if and only if G = S> F.

Moreover, note that R> (S F) = (RoS)> F and id> F = F, where id denotes
an identity relation of appropriate dimension.
Finally, we arrive at the central observation underlying our approach:

Observation 1. Let F be a transition formula, let M be an abstract machine,
and let S be a simulation formula such that S : F'I- M. Let F® = S cl(M).
Then R[F]* C R[F®].

That is: provided we can compute for any transition formula F an abstract
machine M and a simulation S such that S : F'IF M, we can over-approximate
the transitive closure of F with the transition formula S > cl(M).

3.2 Computing (best) abstractions

We now turn to the question of what it means for an abstract machine to be a
best abstraction of a transition formula. Consider again Example 1: the function
f is an affine transformation in 1-LT that simulates the given loop, but might
there be a better one, whose closure yields more precise information about the
loop?
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To investigate this problem, it is convenient to use the language of category
theory. Fix some class of simulation formulas S, which is quotiented by logical
equivalence, contains all identity relations, and is closed under composition (e.g.,
S might be the class of simulation formulas that correspond to linear transfor-
mations as in Example 1). We construct a category TFg where the objects are
transition formulas (or perhaps transition formulas of a certain kind, e.g., for-
mulas expressed in Presburger arithmetic), and the morphisms S : F — G are
simulations belonging to S such that S : F' |- G. Similarly, we may construct
a category of abstract machines Mg similarly where the objects are machines
and the morphisms are S-simulations. The concretization function v can now
be extended to a functor v : Mg — TFg, which maps each machine M in M
to its concretization (M), and maps each simulation S : M — M’ between
M-machines to the same simulation S : v(M) — ~v(M’) between their associ-
ated transition formulas. The closure function ¢f can likewise be extended to a
functor. The question of whether the transition formulas in TF have best ab-
stractions in M with respect to simulations in S can now be phrased as: does
the functor v have a left-adjoint?

Recall that a functor o : TFs — Mg is left-adjoint to v if there is a pair of
natural transformations

— n:1lrps = 7o« (the unit of the adjunction)
— €: a0y = lng (the counit of the adjunction)

such that (1) for all transition formulas F', we have 1,(py = €q(r)o(nr) and (2)
for all abstract machines M, we have 1, ar) = v(ear)ony(ar)- The best abstraction
of a transition formula F' can be conceived of as the pair (a(F),nr) consisting of
an abstract machine «(F') (which machine best captures the behavior of F') and
a simulation ng : F — v(a(F)) (how the machine a(F) captures the behavior
of F). The sense in which («(F),nr) is best abstraction is that for any other
machine M and simulation S, there is a unique simulation S : a(F) — M such

that S = v(S) o np; that is, the following diagram commutes:

v(i\f)
57 )
F o 5(a(F))

As a consequence, we have that there is no other machine and simulation that
yields a better approximation of the transitive closure of a formula F than
(o, nr). This is summarized in the following:

Proposition 1. Let F be a transition formula, let M be a machine, and let
S:F — ~(M) be a simulation. Then np > cl(a(F)) = S>cd(M).

Proof. Let S be the unique simulation S : a(F) — M such that S = v(S) o np.

Since ¢l is a functor, we have a simulation ¢/(S) : cl(a(F)) — c£(M). It follows
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that
cl(a(F)) = cl(S)pcl(M) =S cl(M) .

Conjugating by ng yields

ne > cl(a(F)) | np e (S cl(M))
= (77F O§)>C€(M)
=S>cl(M) .

Summing up, we have the following recipe for summarizing loops:

Let S be a class of simulation relations, TFs be a category |
of transition formulas, Ms be a category of abstract machines, !
a:TFs - Mg, v: Ms — TFs, and ¢/ : Ms — TFs be functors, and |
let n: 1tps = 7 o a be a natural transformation such that :

1. R[et(F)] = RI(F)]* |
2. « is left adjoint to ~y, with unit 7. !
Then the function F'® £ np > cl(a(F)) is an iteration operator. !

If we derive an iteration operator (—)® by following this recipe, then it is
an easy consequence of Proposition 1 that (—)® is monotone: if F' = G, then
F® = G®. This property makes it easier to reason about the behavior of program
analyses.

3.3 Compositional recurrence analysis

We will now present compositional recurrence analysis as a sequence of examples
of this recipe.

Ezample 3.5 The main content of [17, §III, A, B, C] is an algorithm for finding
an affine transformation in 1-LT that simulates a transition formula. We can
give a more fine-grained description of the algorithm by describing the sense in
which it is best.

The input to the algorithm is a linear arithmetic transition formula F'. The
algorithm operates in two steps. The first is to compute a best abstraction of
F as an affine transformation in 1-LT with respect to simulations of the form
x’ = Sx where each row of S is a standard basis vector. The fact that the rows of
S are required to be standard basis vectors is due to the fact that they correspond
to variables that satisfy a recurrence relation. In the light of the perspective of
abstract machines, we see an opportunity for improving the analysis by allowing
S to be an arbitrary linear transformation—computing best abstractions in this
setting is an easy extension of the existing algorithm, and yields a strictly more
precise analysis.
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Having fixed a 1-LT affine transformation f(x) = Ax+b (of some dimension,
say n) and a simulation S with S : F Ik f, the second step of the algorithm is
to compute a best abstraction of F' as a 1-LT affine transformation of the form

o= [39e+
B1I c
with respect to linear simulations of the form x] = Sx A &, > S'x, where x
denotes the vector of variables «f...z], and x/ denotes the vector of variables
Ty, ...y, That is, we allow the affine transformation f to be extended with
additional dimensions (n + 1 through m), which act as upper bounds on linear
terms over the variables of F' (as illustrated in Example 3). This allows CRA
to infer invariant polynomial inequations as well as equations. The fact that the
lower right corner of the transformation matrix g is restricted to be the identity
is a non-trivial restriction: new abstraction techniques are required to lift the
assumption while retaining the property of being a best abstraction. 4

Example 3.6 Affine transformations can be used to capture the relationship
between the pre-state and post-state of a loop body, but information about
the guard of the loop (i.e., relationships between pre-state variables) is lost.
This information can be recovered via a pre-state formula, which is a transition
formula in which only the pre-state variables a1, x2, ... appear [17, §III, D]. The
concretization of a pre-state formula G is G itself, the closure is defined by

cl(G)=3FkeN(k=0A /\ 2’ =2)V(k>0AG).
reX

The abstraction function is «(F) = 3a’.F, which is best with respect to identity
simulations. Post-state formulas can be defined dually.

Given a formula F', we can combine the pre-state, post-state, and affine
transformation abstractions of F', by separately computing the closure of each
abstraction and then conjoining the results. Better still, we can take a kind of
reduced product [14] of the abstractions by synchronizing on the existentially
quantified iteration variable k. This combination yields the compositional recur-
rence analysis described in [17]. _I

Note that although compositional recurrence analysis computes (best) ab-
stractions of linear formulas, the closure operator produces polynomial formu-
las. Before applying the abstraction functions, we first linearize the loop body
formula [17, §IV]. The abstraction function of CRA is not best for polynomial
arithmetic transition formulas (and no non-trivial abstraction function can be,
since integer polynomial arithmetic is undecidable), but the fact that the ab-
straction function is best for linear arithmetic suggests that information is lost
only because of incomplete reasoning about non-linear arithmetic.

Ezxample 3.7 Affine maps capture non-linear behavior where non-linearity is a
function of time, but some systems exhibit non-linear behavior even in a single
step. Solvable polynomial maps are a class of abstract machines that can capture
some such behavior while still being relatively easy to reason about.
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Definition 4 ([35]). 4 function f : Q™ — Q" is a solvable polynomial map
if there exists a partition of {1,...,n}, &1 U--- Uy, with x; Ny; =0 fori #j
such that for all 1 < i < m we have

fy: (@) = Ayt + iy, yio1)

where f,(x) denotes f(x) projected onto the coordinates, x;, A; € QI=:lx=il
and p; € Qa1 ..., zi—1].

The concretization of a solvable polynomial is v(f) £ ' = f(x). The closure
cl(f) of f is defined to be the reachability relation of f—[26] gives an algo-
rithm for computing a closed form representation of the reachability relation of
a solvable polynomial map in a logic involving polynomials, exponenentials, and
also operators in the Berg’s operational calculus [5], which can be treated as
uninterpreted function symbols by an SMT solver.

The abstraction algorithm presented in [26] begins by computing a conjunc-
tion of polynomial equations and inequalities that are entailed by the formula.
Since the logic is undecidable, we can make no guarantees about the quality
of this approximation (however, it is best in the sense that, if the formula is
expressed in linear arithmetic, then we compute the convex hull of the formula).
A simulating solvable polynomial map is then extracted from this system of
equations and inequalities in two steps, just as in [17]. The first step computes
the best abstraction of a transition formula as a solvable polynomial map with
respect to simulations of the form &’ = Sx. The abstraction is best under the
assumption that the input transition formula is of the form A[_, p;(z,z’) = 0,
where each p; is a polynomial and such that

1. For every polynomial p(x, ') such that F' = p(x,x’) = 0, we have p in the
ideal generated by {p1,...,pn}
2. F is total—for every u there exists some v such that F'(u,v) holds.

Similarly to [17], we then extend this solvable polynomial map with additional
dimensions to capture inequalities. However, the algorithm for computing in-
equalities makes use of polyhedral widening, so it need not be a best abstrac-
tion. J

4 Control flow and Recursive Procedures

This section explains how the style of analysis in §2 can be extended to a more
realistic program model that has unstructured control flow and recursive pro-
cedures. The foundation is the algebraic view of program analysis pioneered by
Tarjan, who developed an efficient algorithm for computing solutions to intrapro-
cedural program analysis problems [39, 40]. The extension to the interprocedural
setting is based on [25], which exploits abstract machines to compute approxi-
mations of recursive procedures.

We begin by formulating a new program model on top of the simple program-
ming language defined in §2. Let Proc denote a finite set of procedure names.
Define a syntactic category of instructions:
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x € Var e € Expr c € Cond p € Proc
Instr::= = := t | assume(c) | assert(c) | call p
A control flow graph G = (V, A, en, ex) consists of a finite set of nodes V', a finite
set of instruction-labeled edges A C V' X Instr x V', a distinguished entry vertex
en, and a distinguished exit vertex ex. A program P = {Gp}peproc consists of a
collection of control flow graphs indexed by procedure names.

The link from the effective denotational semantics of §2 to this program
model is through the medium of path expressions: regular expressions that
represent paths through a program. For our purposes, we may define a path
expression to be a regular expression over the alphabet of instructions:

E € PathExp ::= instr € Instr | Ey + E2 | E1E2 | E* | 0| 1

Suppose that we fix an iteration operator (—)® : TF — TF that over-
approximates the transitive closure of a transition formula. Then given a path
expression F and a summary map S : Proc — TF that maps each procedure
to a transition formula, we can define a transition formula TF[E](S) that over-
approximates the paths in the path expression:

TF[x := e](S)2x' =en J\ ¥ =y

y#x€Var
TF[assume(c)](S) = c A /\ ¥ =x
xEVar
TF[assert(c)](S) = TF[assume(c)](S)
TF[call p](S) £ S(p)
TF[E; + Es](S) = TF[E.](S) vV TF[E2](S)
TF[E, E5](S) = TF[E](S) © TF[E](S)
TF[E"](S) = TF[E](S)®
TF[1](S) = TF[assume(0 = 0)](S)

TF[0](S) = false

Tarjan gave an efficient algorithm for the single-source path expression prob-
lem: given a control flow graph G, = (V,, 4, eny, ex,), compute for each vertex
v € V a path expression Pg, [en,,v] representing the set of all paths from en,
to v in Gp. A summary for the procedure p may be computed by evaluating
TF[Pg,[eny, ex,]](S), or we prove that an assertion (u, assert(c),v) never fails
by checking that TF[Pg, [en,, u][(S) A=(c[X — X']) is unsatisfiable. The naive
definition of TF[—] given above may use exponentially many transition formula
operations due to repeated sub-path expressions. By using memoization or path
compression, only linearly many operations are needed [39].

4.1 Interprocedural analysis

Tarjan’s algorithm assumes that we know how to compute a transition formula
for each instruction in the programming language. For a language with procedure
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calls, this means that we require as input a summary map S : Proc — TF.
For programs without recursive procedures, we can use Tarjan’s algorithm to
compute the summary map: first place the procedures in reverse topological
order pi,...,pn (so that if p; calls p; then j < ¢), and then compute

So = Ap.false
Si = Si—i{pi = TF[Pg, [eny,, exp,]](Si-1)}

The summary map S,, maps each procedure to a transition formula that over-
approximates its behavior.

For programs with recursive procedures, however, this process does not work.
For recursive procedures we can always fall back on iterative techniques for re-
solving fixed point equations [13] (as we did in [17]), but this is not a very
satisfying solution: we have a methodology for designing powerful invariant gen-
erators for loops (§3), and we would like to be able use this same methodology
to analyze recursion.

The first important development in this direction was the work of Reps et
al. [34], which showed that Tarjan’s algorithm could be used to compute sum-
maries for programs with linear recursion (i.e., in each path through each pro-
cedure, there is at most call instruction). The intuition behind their approach
is illustrated in Figure 1. Any path that contains a single function call, say
a(call bar)b, can be thought of as a pair consisting of a prefiz a—a path from
entry to the call, and a continuation k—a path from the call to exit. Call the
pair consisting of a and b a tensored path, and write it as a ® b. We can construct
a call graph CG where the vertices are the procedure foo and bar and there is an
edge from foo to bar labeled with the tensored path a ® b (corresponding to the
path in foo that calls bar) and similarly an edge from bar to foo labeled d ® e.
We also add a base vertex to the graph, and draw an edge from each procedure to
base representing the path on which there is no recursive call. Tarjan’s algorithm
can be used to compute for each procedure a regular expression over an alphabet
of tensored paths that represents the tensored paths from that procedure to exit.

*

P oglfoo, base] = ((a®b)(d®e))" (c®1) + ((a®b)(d®e))" (a@b)(f®1)
P cglbar, base] = ((a@b)(d®e))" (c@1) + ((a@b)(d®e))" (a®b)(f® 1)

=
—
~

These regular expressions represent the language of interprocedural paths through
their respective procedures, where each tensored path (for instance, the path
(a@b)(d®e)(a®@b)(d®e)(c®1) which belongs to P cg[foo, base]), can be un-
derstood as an interprocedural path by reading the prefiz of each tensor left-to-
right followed by the continuation of each tensor right-to-left (that is, the path
adadcebeb).

We can use transition formulas to represent the behavior of a program along
a path; we can also use them to represent the behavior of a program along a
tensored path, by using twice as many variables: one set of variables for the
prefix, and one set for the continuation. That is:
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Prefix

€Nfoo ENpar
N ~J
=S U1 =S

¢ call bar call foo foo  bar

| o e

bz e
€Zfoo ETbar
Continuation - base -
(a) Procedure foo (b) Procedure bar (c) Call graph CG

Fig.1: A schematic recursive program with two procedures foo and bar, along
with its call graph labeled with tensored paths. Instructions labeling non-call
edges are abstracted away by letters.

Definition 5. Given two n-transition formulas F and G, their tensor product
F ® G is defined to be the (2n)-transition formula

FRGEFA (Gla; — 517;1+i7517i = xn-‘ri]?:l)

Observe that we have (F; @ G1) ® (Fr ® Go) = (F} © F») @ (G2 ® G1), so that
composition of transition relations respects the left-to-right prefix, right-to-left
continuation interpretation of tensored paths.

Summaries for the procedures foo and bar may thus be obtained by recursion
on the regular expression of tensored paths, using the tensor product of tran-
sition formulas to interpret tensored paths, and finally converting the tensored
transition formula back into a transition formula using the following detensor
operator, which connects the prefix and continuation into a transition formula
representing an ordinary path:

D(T) 2 (EI:C'. (F A /\ x = x;_‘_n)) A
i=1

That is, we have

S(foo) £ D(TF[P cel[foo, base]])
S(bar) 2 D(TF[P cg[bar, base]])

(omitting the S argument to TF[—] since call graph path expressions are free
of calls).

Unfortunately, this idea does not extend to non-linear recursive procedures,
so in the general case we must fall back on iterative methods for solving se-
mantic equations. Naive application of the iterative method requires designing
an equivalence relation and widening operator for transition formulas. However,
this is at odds with our goal of generating invariants in expressive logics, for
which such operations are not readily available.
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[25] gives an alternate approach, which again exploits abstract machines.
The idea is that we can use widening and equivalence operators at the level
of abstract machines rather than transition formulas. Abstract machines have
simpler structure than general transition formulas and are more amenable to
this kind of operation.

Ezample 4.8 In [17], the iteration operator extracts an affine transformation f
and a linear simulation S. S >~(f) is a formula of a particular kind: a convex
polyhedron. Widening operators for convex polyhedra are well known [15]. 1

Ezample 4.9 In [26], the iteration operator extracts a solvable polynomial map
f and a linear simulation S. The formula S~(f) is a conjunction of polynomial
equations and inequations. Such formulas can be represented precisely by the
wedge abstract domain, presented (along with its widening operator) in [26].

The idea behind [25] is simple: each time we apply the iteration operator & to
a transition formula F', we will compute an abstract machine that simulates F'.
Rather than using widening to ensure the convergence of the sequence of proce-
dures summaries for each procedure, we use widening to ensure the convergence
of the sequence of abstract machines for each loop. Soundness and termination of
this approach relies on the property that every recursive call is contained inside
some loop. Obviously, this need not be the case for the original program, but [25]
gives an alternative algorithm to Tarjan’s path expression algorithm that can be
used to obtain tensored path expressions for each procedure that do satisfy this

property.

5 Related work

5.1 Abstract machines with closure

This section surveys a selection of work that, seen through the lens of §3, com-
putes closure operators for some class of abstract machines.

Linear machines (Discrete) linear dynamical systems are a well-studied class
of machines, in which the state space is a vector space and the state evolves
by applying a linear transformation—i.e., the transition formula of a linear dy-
namical system is of the form x’ = Ax. A formula representing the reachability
relation of such a machine can be computed via symbolic matrix exponentiation:
cl(A) = Ik € Nx' = AFx. A symbolic representation A¥ can be expressed in
terms of exponential-polynomials, where the base of each exponential term is
drawn from the eigenvalues of A. However, since the eigenvalues of A may be
complex, it is desirable to consider simpler closed forms.

The question of when the reachability relation of an affine dynamical system
can be expressed in Presburger arithmetic was answered by Boigelot [8]. Boigelot
gave a procedure for computing A* under the assumption that the multiplicative
monoid generated by A, {A’ : i € N}, is finite. Boigelot gives necessary and
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sufficient conditions for an iterated affine map to be definable in Presburger
arithmetic, and also Presburger arithmetic extended with a single function V.
mapping each integer z to the greatest power of r that divides z. Boigelot also
considers the case that the linear map is equipped with a polyhedral guard
(which can restrict the number of times the linear map is iterated), in which case
his conditions are necessary but not sufficient. Finkel and Leroux [18] extends
further to guards defined in Presburger arithmetic.

Jeannet et al. developed a technique for over-approximating the behavior of
linear dynamical systems, which is based on approximating the exponential of
the real Jordan form of the transition matrix by an abstract domain of template
polyhedron matrices [24].

An affine program consists of a finite graph where each edge is labeled by an
affine transformation. A special case of interest for our purposes is with only one
vertex: such an affine program corresponds to a transition formula of the form

w’:A1x+b1v-~-\/x’:Amx+bm (3)

Haase and Halfon gave a polytime procedure for computing a Presburger for-
mula defining the reachability relation of affine programs for which each tran-
sition matrix is diagonal and has either 0 or 1 on the diagonal (i.e., an integer
vector addition system with states and resets) [20]. Miiller-Olm and Seidl give
a procedure for computing the smallest affine space that contains the reachabil-
ity relation of affine programs [32]. Hrushovski et al. [21] gives a procedure to
compute the smallest algebraic variety that contains the reachability relation.

Ultimately periodic relations The transitive closure of difference-bound relations
[12,11] and octagon relations [9] has been shown to be definable in Presburger
arithmetic, and computable in polytime [27]. The theory of ultimately periodic
relations unifies work on linear systems and difference-bound/octagon relations
[10].

Polynomial machines A solvable polynomial machine is a dynamical system
with a transition formula of the form

x' = D1 (ZC) VeV = pm(m) (4)

where each p; is a solvable polynomial map. Rodriguez-Carbonell and Kapur
[35] showed how to compute an algebraic variety that contains the reachability
relation of a solvable polynomial machine with a real spectrum. Kovacs improves
upon this result, giving an algorithm for computing the smallest algebraic va-
riety that contains the reachability relation of a solvable polynomial machine
(without spectral assumptions), and further extends the technique to a broader
class of machines with non-polynomial assignments [28]. The class of machines
is extended even further in subsequent work by Humenberger et al. [22,23].

5.2 Symbolic abstraction and abstract machines

Approximating programs by finite state machines using predicate abstraction is
a classical technique in software model checking [19,4]. Kroening et al. [29] and
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Biallas et al. [6] present techniques for approximating the transitive closure of
loops using predicate abstraction.

Sinn et al. have considered the problem of computing approximations of
programs using vector addition systems [37] and difference-bound constraints
[38] in the context of resource bound analysis. The technique is based on guessing
a set of norms (integer-valued functions of the program state), which amounts
to finding a linear simulation.

Recurrence analysis Recurrence analysis is a family of program analysis tech-
niques initiated by Wegbreit, which approximate the behavior of loops by ex-
tracting recurrence relations from the program and computing their closed forms
[43]. It is closely related to the approach presented in this paper, with recurrence
relations serving an analogous role to abstract machines. Recurrence analysis is
a particularly prevalent technique in resource bound analysis, where the ability
to compute non-linear expressions representing resource usage (e.g., time com-
plexity) is crucial [16,3,1,7].

Symbolic Abstraction There has been a body of work on computing best approx-
imations of a logical formulas within abstract domains. For a thorough overview
of symbolic abstraction in program analysis, see [41, 33]. Here we highlight a few
instances in which symbolic abstraction yields a complete instance of the recipe
from § 3:

— Difference bound / octagonal relations: the best abstraction of a transition
formula as a difference bound or octagonal relation with respect to identity
simulations can be computed using optimization modulo theories [36, 30].
Transitive closure can be computed using the methods of [12, 11,9, 27].

— Lossy sums: the best abstraction of a transition formula in the form x’ <
x + b with respect to linear simulations can be computed using symbolic
abstraction in the domain of convex polyhedra [17,42], and the method of
Ancourt et al. for finding linear recurrence inequations from polyhedra [2].

6 Conclusion

Abstract machines give a mechanism for developing compositional program anal-
yses that generate precise numerical invariants. There are two categories of work
that are directly related to advancing this paradigm:

— Inventing new classes of abstract machines that admit effective closure op-
erators, and which model interesting phenomena in dynamical systems.

— Developing techniques for computing best abstractions of transition formulas
by abstract machines. E.g., there are a number of models (some of which
referenced in §5) for which the best abstraction problem has not yet been
investigated.
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