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400 hours of video are uploaded to YouTube every minute
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Capture temporal cues

(while handling correlations)
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Allocate computation




FOrego expensive annotation

(while embracing ambiguity)

Agreement over Agreement over
spatial boundaries in Images: temporal boundaries in videos:
96-98% above 0.5 IOU 76% above 0.5 10U

|Papadopoulos et al. ICCV 2017] [Sigurdsson et al. ICCV 2017]
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Groundtruth
BodyBend
BodyContract
ClapHands
FistPump
HammerThrow
HammerThrowRelease
HammerThrowSpin
HammerThrowWindUp
PickUp
Run
Sit
Squat
Stand
Throw
Walk



Some desired modeling properties

» Capture temporal cues

» Effectively handle correlated examples
* Provide an interpretable notion of memory

* Operate in an online manner



Current approaches

« Two-stream networks [Simonyan et al. NIPS 2014]: incorporates
motion through optical flow

« Computationally intensive!

« C3D [Tran et al. ICCV 2015]: Operates via 3D convolutions on
groups of video frames

« Memory intensive

 Jends to oversmooth

- Recurrent networks, e.g., Clockwork RNNs [Koutnik et al. ICML
2014]: Maintain memory of “entire” history of video

« History not easily interpretable

« Training requires SGD on correlated data



Predictive-corrective networks

* Key idea: Inspired by Kalman Filtering

* SUPPOSe our images and action scores evolve
smoothly, as with a linear dynamical system:

Actions x; = Ax;_1 + noise
Frames y: = Cx; + noise

* Can create improved estimates of action scores by:

Xt = X1+ 9y, — ¥y o
——Prediction
—_correction

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]



Predictive-corrective instantiation

correction

Xt =X¢1+ 9y, — ¥y .
——Prediction
—__Correction

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]



De-correlate data (conv4-3 layer)

VGG-16 activations Our corrections

Zt4+1
Zt+1

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]



Visualizing the corrections

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]



1o summarize

Observe t=1 Correct

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]



Results

Per-frame classification (mAP)

______________ THUNMOS _ MuliTHUMOS

Single-frame 34.7 25.4

Two-stream 36.2 27.6 8.9

LSTM (RGB) 39.3 28.1 7.7
Predictive-Corrective 38.9 29.7 8.9

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]
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Back to predictive-corrective

Frames FC8

£=0 NN (f ]
prediction

................

correction

e Can save computation by ignoring the frame
if correction is too small (~2x savings)

e But still need to look at every frame!

[Dave, Russakovsky, Ramanan. “Predictive-Corrective Networks for Action Detection.” CVPR 2017]
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Efficient video processing

Running Talking
[start end] [start ... end]



Efficient video processing

Running

[start end]

“Knowing the output or the final state... there is
no need to explicitly store many previous states”

[N. I. Badler. “Temporal Scene Analysis

Talking
[start ... end]

.. 1975]



Efficient video processing

Running Talking
[start end] [start ... end]

“Knowing the output or the final state... there is
no need to explicitly store many previous states”

“Time may be represented in several ways... The
Intervals between ‘pulses’ need not be equal.”

[N. . Badler. “Temporal Scene Analysis

.7 1975]



Our model for efficient action detection

Output

<> Frame model

Input: A frame

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



Our model for efficient action detection

Output:
Output Detection instance [start, end]
Next frame to glimpse

Frame mode|

Input: A frame

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



Our model for efficient action detection

Output:
Output Output Detection instance [start, end]

/ Next frame to glimpse

Frame mode|

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



Our model for efficient action detection

Output:
Output Output Output Detection instance [start, end]

/ Next frame to glimpse

Frame mode|

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



Our model for efficient action detection

Output

Output

Output

-

Output:
Detection instance [start, end]
Next frame to glimpse

Recurrent neural network
(time information)

Convolutional neural network
(frame information)

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



Our model for efficient action detection

Output

Output

Output

-

Optional output:

Detection instance [start, end]
Output:

Next frame to glimpse

Recurrent neural network
(time information)

Convolutional neural network
(frame information)

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



(/

Output

Ccross-entropy
classification loss

Output Qutput

-

L(D,G) = Las(di,yi >0)+v »  Lioc(ds,gy,)

1:Y; >0 L > distance
localization loss

Optional output:

Detection instance [start, end]
Output:

Next frame to glimpse

Recurrent neural network
(time information)

Convolutional neural network
(frame information)

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]




Train a policy using REINFORCE

Output

=

Output

Qutput

Optional output:

Detection instance [start, end]
Output:

Next frame to glimpse

Recurrent neural network
(time information)

Convolutional neural network
(frame information)

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]




Accuracy Efficiency

Interpretability

[Yeung, Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



v Accuracy Efficiency

Detection AP at IOU 0.5
Dataset
State-of-the-art  Our result
THUMOS 2014 14.4 17.1
ActivityNet sports 33.2 36.7
ActivityNet work 31.1 39.9
Interpretability

Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]



v Accuracy

Detection AP at IOU 0.5
Dataset
State-of-the-art Our result
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Y Efficiency

Glimpse only 2% of video frames
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v Accuracy

Detection AP at IOU 0.5
Dataset
State-of-the-art  Our result
THUMOS 2014 14.4 17.1
ActivityNet sports 33.2 36.7
ActivityNet work 31.1 39.9
Interpretability

Y Efficiency

Glimpse only 2% of video frames

Samping Detection AP at IOU 0.5

Uniform 9.3
Our glimpses 17.1
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v Accuracy Y Efficiency

Glimpse only 2% of video frames

Detection AP at IOU 0.5
Dataset State-of-the-art Our result Samping Detection AP at IOU 0.5
THUMOS 2014 14.4 17.1 Uniform 9.3
ActivityNet sports 33.2 36.7 Our glimpses 17.1
ActivityNet work 31.1 39.9 e
| ARRAN RRAAR BAN 0 DURNRANRRUARRRRRANN RRRUDUNAD  BURRDRAGRRRRRARRARDRACNRDAGAARRARAAAARL

Y Interpretability

Ground truth

Detections

Glimpses

Frames

Russakovsky, Mori, Fei-Fei. “End-to-end learning of action detection from frame glimpses in videos.” CVPR 2016]
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Capture temporal
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cues using a S —— cheaply and while
Kalman filter ——t—— embracing

ambiguity
e Competitive with two-stream Inference
without optical flow Focus Computation
e Simplifies learning by on a small subset of
decorrelating the input key frames

e Only looks at 2% of frames
while maintaining accuracy

¢ Uses RL to learn where to
look and when to output

[Yeung, Russakovsky, Mori, Fei-Fel.

CVPR 2016]



Challenges of videos @ scale
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L apeling videos IS expensive

* Takes signiticantly longer to
label a video than an image

* [emporal bounds even more
expensive — and ambiguous

 How can we practically learn
about new concepts in video?

Below is a link to a video of one or two people, please watch each video and answer the
questions.

» This HIT contains multiple videos, each followed by few questions. The number of videos
and questions is balanced such that the task should take 3 minutes.

« Make sure you fully and carefully watch each video so you do not miss anything.
This is important.

It is possible that many of the actions in this HIT do not match. It is important to verify an
action is indeed not present in the video.

Check all that apply! If there is any doubt, check it anyway for good measure.

« Read each and every question carefully. Do not take shortcuts, it will cause you to
miss something.

’ —— 005 v @

v|Check here if someone is Taking a picture of something in the video
v|Check here if someone is interacting with cup/glass/bottle in the video
If checked, how? (Select all that apply. Use ctrl or cmd to select multiple):

Drinking from a cup/glass/bottle

Holding a cup/glass/bottle of something
Pouring something into a cup/glass/bottle
Putting a cup/glass/bottle somewhere
Taking a cup/glass/bottle from somewhere
Washing a cup/glass/bottle

Other

Check here if someone is interacting with laptop in the video
Check here if someone is interacting with doorknob in the video
Check here if someone is interacting with table in the video
Check here if someone is interacting with broom in the video
Check here if someone is interacting with picture in the video

[Sigurdsson, Russakovsky, Farhadi, Laptev,

Gupta. “Much Ado About Time: Exhaustive
Annotation of Temporal Data.” HCOMP 2016]




L earning new concepts
from Image search

Google  kngasee

Reasonably clean



L earning new concepts
from video search

Taking a selfie

A
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Poses!

Leaming

selfie

How To Take A Selfie

How To Take A Perfect Selfie And Edit For
Instagram (Facetune + VSCO Cam) |..

Ta ke \nl‘ "C'-l:"v‘v' 1 views

Sellie v TWITTER: wws twitlar com/Mulat

Z years ago + 1751
OFPEN MEEEE 1)
seifie! )ifelt s intle

Woman falls off Foresthill Bridge while taking

HOWTO TAKE THE

mdatiolee SNAPCHAT: Mulaticlee
e SOUNDCLOUD

How to Take the PERFECT Selfie + Flattering

tips & tricks for taking the perfect

Very very noisy

PERFECT SELFIE K/

Manny The Selfie-Taking Cat

BuzzFeed\
1'|t|, » 535704 views
This Cat Takes Better Selfies Than You For more Manny selfies, follow

Syoremahm ¢ InStagram Check Oul MOone awesome

HOW TO TAKE THE PERFECT SELFIE

Nika Ercul
stagram: NikaErcul)] - Mips.instagram. comynikaercul)/ Subscribe for

more videos like this every week! NEW CHANNEL

Woman FALLS off California's tallest bridge taking
SELFIE

SHOW
 days 890 + 3955 views
VIDED: Woman falls off California’s tallest bridge trying 1o take a selfie as

her rescwe shines gt on mindiess new Instagram

2 yoars 9o + 323062446 vie

Watch as DER UNDEE TAKES OVER THE CHANNEL AGAIN BUT WITH

SSUNDEE'S PHONEN WHAT WILL THE DAMAGE

ws




Balancing diversity
VS. semantic drift

* \Want diverse training examples

* But too much diversity can also lead to semantic dritt

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Prior approaches

 NEIL [Chen et al. 2013, Chen et al. 2015] incorporate
learned relationships between objects

« OPTIMOL [Li et al. 2007] uses rule-based heuristics (e.q.
entropy)

 Semi-supervised approaches (e.g. [Joachims et al. 1999],
[Zhu et al. 2002], [Zhou et al. 2004]) optimize globally over
a fixed-size dataset

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Overview of approach

) |
Update
classifier
Update — !
state L SN ﬁ

Current Boomerang
positive set  on a beach

Boomerang

T

Select new
positives

T

j -

You TUbe Boomerang Boomer.ang |
on a beach music video
Candidate web

queries
(autocomplete)

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Overview of approach

Negative
set

) |
Update
classifier

T
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Current Boomerang
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Boomerang

j -
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[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Overview of approach

Negative
< | set
Update
classifier
Update !
state ¥ 7 SN -:}
Eval on
reward set Current Boomerang
Boomerang ; - positive set  on a beach

T

j -

Iraining Select new
v reward "
X : v rope positives
You T“he , |Boomerang  Boomerang Q'fam'tng ¢
onabeach  music video gen
Candidate web
queries

(autocomplete)

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Reward Incorporates
classifier uncertainty

Generally correct and similar Generally correct and dissimilar
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[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Testing on Sports1M

Classes: 300 for training, 105 for testing
Videos: YouTube for training, Sport1M-test for testing

Seed 64.3
Label Propagation [zhu and Ghahramani. ICML 2002] 67.2
Label Spreading [zhou et al. NIPS 2004] 67.3
TSVM [Joachims ICML 1999] /2.5
Greedy 74.7
Greedy w/ clusters [ala NEIL & OPTIMOL] 74.3
Greedy w/ KL-divergence 74.7
Ours 77.0

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]



Testing on Sports1M

Netball drills for juniors | ' Netball nz vs australia.

Greedy classifier Ours

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]




Testing on Sports1M

Bobsleigh

Mario & sonic at the sochi 2014 olympic winter games 4 man bosleigh Bobsleigh pov

Greedy classifier Ours

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]




Novel classes

Taking a selfie

Taking a selfie

ok il

Taking a good selfie

,-'— l

Taking a selfie song Taking a selfie underwater

Greedy classifier Ours

[Yeung, Ramanathan, Russakovsky, Shen, Mori, Fei-Fei. “Learning to learn from noisy web videos.” CVPR 2017]
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look and when to output

Learning

Use noisy web
search results to
learn new concepts

e Determines how to select
positive examples with RL

e Avoids expensive
annotation

[Yeung, Ramanathan, Russakovsky,

Shen, Mori, Fei-Fei. CVPR 2017]
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- N &=
cues using a = ——— search results to
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Kalman filter S learn new concepts
e Competitive with two-stream ‘ nference e Determines how to select
without optical flow Focus computation positive examples with RL
e Simplifies learning by on a small subset of e Avoids expensive
decorrelating the input key frames annotation

P (o)
[Dave, Russakovsky, Ramanan. On_ly lOOk.S aJF Z.A) of frames [Yeung, Ramanathan, Russakovsky,
CVPR 2017] while maintaining accuracy Shen, Mori, Fei-Fei. CVPR 2017]

¢ Uses RL to learn where to
look and when to output

[Yeung, Russakovsky, Mori, Fei-Fel.

CVPR 2016]






