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Abstract

Internet Service Providers (ISPs) are the core buildingkdmf the Internet, and play a crucial
role in keeping the Internet well-connected and stable,elsas providing services that meet the
needs of other ASes (and their users). As a result, an ISR gifigrent roles in its operation: (1)
as part of the Internet, an ISP is expected to help keep thabhetwork stable; (2) when interact-
ing with neighboring networks, an ISP faces diverse requanmats from different neighbors about
the kinds of routes they prefer; and (3) internally, an ISBdseto maintain and upgrade its own
network periodically, and wants avoid disruptions durihgde operations as much as possible.
As the Internet has become an integral part of the world’smoamications infrastructure, today’s
ISPs face a number of routing management challenges atdifessent scopes, which include: (i)
maintaining the stability of thglobal Internet while meeting the increasingly demands for pro-
viding diverse routes from its customers, (ii) supportingrenflexible routing policy configuration
in bilateral contractual relationships with itgeighborsand (iii) making network maintenance and
other network management operations in tlosn networks easier and less disruptive to routing
protocols and data traffic.

This dissertation takes a principled approach to addrg¢bse challenges. We propose three
abstractions that guide the design and implementation o§ystem solutions. First, we propose
the abstraction of a “neighbor-specific route selectiorbjgm” and a corresponding “Neighbor-
Specific BGP” (NS-BGP) model that capture the requiremertdustomized route selection for
different neighbors. Since one ISP’s route selection d@tsscould cause the global Internet to
become unstable, we prove the conditions under which tleerlat is guaranteed to remain stable
even if individual ISPs make the transition to this more téiroute-selection model. Second, we
model policy configuration as a decision problem, whichrsfn abstraction that supports the rec-
onciliation of multiple objectives. Guided by this abstran and the Analytic Hierarchy Process, a
decision-theoretic technique for balancing conflictingecbves, we designed and implemented a

prototype of an extensible routing control platform (Moepis) that enables an ISP to select routes



for different neighbors individually and make flexible teadffs among policy objectives through
a simple and intuitive configuration interface. Finally, prepose the abstraction of the separation
between “physical” and “logical” configurations of routgnghich leads us to the design and proto-
type implementation of “virtual router migration” (VROOM3 new, generic technique to simplify
and enable a broad range of network management tasks, fammeud maintenance to reducing
power consumption. Collectively, the contributions of thesertation provide simple system solu-
tions for an ISP to autonomously manage its routing moreldlgxind effectively without affecting

global routing stability.
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Chapter 1

Introduction

Since its commercialization in the early 1990s, the Intehas experienced exponential growth
and phenomenal success. Evolving from the then governovenéd and -operated NSFNet ac-
cessible only by academic researchers in the U.S., todatgsiet consists of tens of thousands of
independently operated networks that offer communicatemices to billions of people around

the globe.

Many of these networks in the Internet are Internet ServiogiBers (ISPs), which offer other
networks (i.e., their customers) access to the Internetle@uwely acting as the “core” of the
Internet, ISPs play a crucial role in keeping the Interneli-a@nnected and stable, as well as
providing network services that meet the needs of otheronitsy(and their users). All the services
offered by ISPs fundamentally rely eouting, the process of discovering paths in a network along
which to send traffic to reach other destinations.

Managing routing is essential in ISPs’ network operatiory. ddnfiguring the many routers
in its network, an ISP implements policies that reflect itsibass relationships with neighboring
networks, and adjusts routing protocols to select pathsadasirable properties. If an ISP is able to
provide the paths that meet its customers’ needs (e.g. dtamcty / stable / secure) and manage its

network to provide reliable service, it is likely to becormmmercially successfully by retaining



existing customers and attracting new ones. However, iS&Tails to properly manage its routing,
it will eventually lose its customers.

In spite of its obvious importance, today’s ISP routing ngeraent practices are surprisingly
primitive. For example, even though different networksapdhay have very different preferences
for the kinds of paths they would like to use (e.g., a finanaistitution may prefer the most secure
paths that do not traverse any untrusted networks, wherpesvaler of online gaming or voice-
over-IP service may prefer paths with the lowest laten@day’s ISPs simply are not capable of
providing such customized routing services—a router iy aflbwed to select ainglebest path
and only that path may be offered to its neighbors. Even wWithrbuting operations that can
be done today, the configuration practices are usually dayiptcomplicated, error-prone, and
disruptive. For example, even tasks as routine as plannedenance of routers causes disruption
to routing protocols and user traffic. Despite the fact tisRd typically spend 3-5 times more
money on network operation than on equipment [75, 74], amaiaB0% of the money spent on
operation is spent on network management [60], most of mktaatages are caused by operators
errors rather than equipment failure [60].

Given that the current routing management practices ateibatiequate and overly-complex,
addressing both problems at the same time is a challengikgRather than proposing new point
solutions to these problems, this dissertation takes aipted approach: we first identify the
root causes of the various problems in today’s ISP routingagament, and then propose a set of
principles to treat these root causes. Using these presigé a guide, we design and implement
system solutions that offer ISPs more flexibility in realgirouting policies and, at the same time,
are simple, intuitive to configure, and minimize disruptidie system solutions we propose can
be autonomously deployed by individual ISPs without chaggfe format of any routing protocol
messages or requiring collaboration with neighboring ASes

We first give a high-level overview of ISP routing managemenintroduce the goals ISPs

try to achieve by managing routing in their networks. We thestuss three big challenges ISPs



face today in meeting these goals in Section 1.2, and surmendré major contributions of this

dissertation in Section 1.3.

1.1 An Overview of ISP Routing Management

The Internet is a network of tens of thousands of indepemgdemined and operated networks
known asAutonomous SystenfASes). To achieve and maintain global connectivity, th&Ses
share reachability information by using@uting protocolas the “common language”—the Bor-
der Gateway Protocol (BGP) [80]. BGP is a path-vector protto&very BGP route contains a
complete AS-level routing path (i.e., AS path) to reach aofetestinations (e.g., a block of IP
addresses known as “prefixes”). BGP is also a single-patiogob Even if a router learns mul-
tiple paths to reach a particular destination (as is oftenctise for edge routers of large ISPs), it
must select ainglebest route and may only announce this best route to neigidboouters. Two
adjacent ASes exchange their best routes through throaghettige routers. Besides BGP, each
AS also runs an internal routing protocol (“Interior GatgwRrotocol”, or IGP) to disseminate
reachability information about destinations within itdwerk. Together, IGP and BGP ensure an
internal router of an AS knows how to send traffic first to anesduuter of the network (via an
IGP path), in order to reach its final destination many ASshapay (via a BGP path).

Being an AS that provides Internet access to other neighbohkSes, an Internet Service
Provider (ISP) plays three different roles in its operatidie different requirements associated
with these roles add to the complexity of the routing manag@rmroblem an ISP deals with every

day.

1.1.1 AnISP’s Role in The Global Internet

First of all, as a participant of the global Internet, an 1S3 the obligation to keep the Internet

stable. Given the way BGP works, the routes chosen by one &8igactly affected by the routes



chosen and announced by its neighbors, which, in turn, &eetatl by their neighbors’ decisions.
As a result of this “chain effect” of route selection and pagption, any local routing changes
introduced by one ISP can have a global impact on the stabiiithe Internet. Unfortunately, the
BGP protocol itself does not guarantee routing stabili, [®4, 49], and there is tension between
the flexibility of local path selection and global stabiliyyoperties [49, 43, 42]. Certain local
configuration changes may lead to permanent global routdat&mn—an anomalous situation
in which a set of ASes announce, withdraw and then re-anresome routes indefinitely—that
can cause significant disruption and performance degmadéd data traffic in many networks
(including the ISP that causes the oscillation) [63, 64]erEfiore, an ISP has the responsibility and
incentive to make sure that any changes an ISP introducesltal routing policy configuration

do not undermine the stability of the global Internet.

1.1.2 An ISP’s Interaction With Its Neighbors

Each ISP is an independent entity with its own economic @sier Since the commercialization
of the Internet in the early 1990s, ISPs have formed an ecanecosystem that is built on dif-
ferent bilateral business relationships between a paiemhboring ASes, among which the two
most common ones are “customer-provider” relationshipk‘peer-to-peer” relationships. In the
“customer-provider” relationship, a customer AS pays is/mler AS for connectivity to the rest
of the Internet, whereas in the “peer-to-peer” relatiopspeer ASes carry traffic between their
respective customers free of charge (if the two peers exgheoughly equal amounts of traffic).
These financial arrangements have a direct influence on hes s&ect and export routes. For
example, an AS has the incentive to prefastomer routegi.e., routes learned from a customer)
over peer or provider routes in route selection, as the fotmeags it revenue. Due to similar
financial reasons, an AS only exports customer routes teegsspor providers (as it gets paid by
the customers to do so), but does not export peer or providees to other peers or providers (so

that it does not carry other peer or provider traffic for free)
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Thanks to these business relationships and the pursuitobeatc interests, the competition
for customers among ISPs has had a significant contributitivetincreasing availability and price
reduction of Internet access. Today, as the Internet stgparincreasingly wide range of appli-
cations (from real-time applications such as Voice-oveahd online gaming to security-sensitive
applications such as online shopping and online bankimylSR faces diverse requirements from
different customers about the kinds of routes they want. etample, customers in the financial
industry may prefer the most secure routes (e.g., routésithaot traverse some untrusted ASes),
whereas customers hosting interactive applications litime gaming or voice-over-IP may prefer
paths with low latency. If such options were available, theght be willing to pay a higher price
to have the routes they want. Yet there are many other cussont® may be perfectly happy with
whatever paths the ISP provides at a relatively low pricetottay’s competitive market environ-
ment, an ISP has strong incentive to meet these diversereegemts in order to be more attractive

to its customers.

1.1.3 An ISP’s Responsibility in Managing Its Own Network

Finally, an ISP needs to manage its network well to achievagmerformance with relatively
low cost. Network management involves a range of tasks d@ieturouting policy configuration,
planned equipment maintenance and upgrades, new seryilog/oeent, etc. Due to their different
goals, these tasks interact with routing in very differeanietimes opposite) ways. Routing pol-
icy configuration is thectiveprocess of tuning the routing protocols to realize the 1®BSness
relationships with its neighbors and other objectives.(@wpid traffic congestion on any network
links). On the other hand, the goal of planned maintenanicetiave the job done with distle dis-
ruption to the routing protocols and user traffic (which isedtly affected by routing) as possible.
In fact, the service level agreements (SLAS) an ISP signs igtcustomers as part of the contract
specifies the maximum downtime its service is allowed to h&reen that planned maintenance is

performed frequently in large ISPs (e.g., on a daily basiskfficient, non-disruptive mechanism

8



is especially desirable. Moreover, all network managenssits should introduce as few human
errors (e.g., mis-configured routing policies) as possiagethese errors could significantly im-
pact the perceived performance of an ISP’s immediate neigtdnd beyond, and may even cause

global routing instability.

1.2 Challenges in ISP Routing Management

Almost all routing management tasks in an ISP are handleditfr routingconfigurations As a
result, the difficulties network operators face in configgrtheir networks precisely indicate the
problems in today’s ISP routing management practices. Antloese difficulties, we observe three
big problems that are most important and challenging: (Inymeseful routing policiesannotbe
realized (through configuration), (2) policies that can &aized arehard to configure, (3) many
(re)configurations routinely performed by network opersireunnecessargnd cause disruption

to routing protocols and data traffic.

1.2.1 Many Useful Routing Policies Cannot Be Realized

Large ISPs today usually learn multiple interdomain roditeghe same destination at different
edge routers [103]. Despite this great opportunity to sedéterent routes for different neigh-
bors, and the strong incentives from both the ISPs and thstomers to have customized routing
service, such flexible routing policies simply cannot bdized today. In the current routing ar-
chitecture, routers are restricted to selecting only orst mute per destination, and may only
propagate that route to its neighbors. As a result, evenliS&nas a whole learns multiple routes
for a destination, each individual router may not see manghefavailable routes, significantly
reducing the number of alternative routes it can choose.from

In addition to the “route visibility” problem routers havéhe BGP decision process, which

selects the best route for each prefix, is also highly resteic It imposes a strict ranking on



the attributes of BGP updates, where the “local preferematgibute has strict priority over the
“AS-path length” attribute and so on. This makes policiet 8irike a trade-off between different
policy objectives (e.g., business relationships vs. Btalor security vs. performance) impossible.
Moreover, the BGP decision process selects routes onlyllmasthe attributes of the BGP updates,
falling short of realizing routing policies that, for exalaprequire using outside measurement data.

Finally, the transition from the current “one-route-fits-aoute selection model to the more
appealing customized route selection model is an ambisbifs with many questions to be an-
swered, such as “Will it require changes to the BGP protdctan individual ISPs make this
transition alone without requiring cooperation from ndighng domains?” However, besides all
the system design and implementation issues, an arguably fomadamental and important ques-
tion should be answered: “Would such increased flexibilityndividual ISPs’local policies cause
the global routing system to become unstable?” Given the importanggatifal routing stability,

a clear answer to this question is crucial to know if any inweraent to policy flexibility and cus-
tomized route selection would be safe and useful in pracHosvever, the answer is not obvious,
and may even seems a bit pessimistic at first glance. This&use even without customized route
selection, today’s BGP can easily oscillate, dependindnerdcal policies ASes apply in selecting
and exporting routes [63, 64, 49, 47].

Over the years, researchers have developed a reasonablyigderstanding of the trade-offs
between local flexibility and global stability [49, 47, 432,885]. Rather than relying on Internet-
wide coordination, researchers searched for practicatcaints on local policies that would ensure
global stability. The best known BGP stability conditionrs #he “Gao-Rexford conditions” that
specify constraints on an AS’s preferences in selectintesiits export policies, and the topology
of the network it is in [43]. The “Gao-Rexford” conditionsfiect common business practices
in today’s Internet, which may explain why the interdomamuting system is generally stable
in practice. However, these conditions may be too restadir ISPs to offer customized route

selection. In particular, an ISP may want to violate its fprence condition” to (1) have different
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preferences for different neighbors and (2) prefer peerrovigder routes over customer routes
for some (high-paying) customers. Whether such violationl cause global routing to become

unstable is an important unanswered question.

1.2.2 Many Policies Which Are Realizable Are Hard To Configue

Besides the many useful policies that cannot be realizeaytalde current routing architecture and
configuration interface also make many routing policie$ #ina feasible today notoriously hard to
configure, for two major reasons.

First, there is a mismatch between the level at which royiolgies arespecifiecand the level
at which they arémplementedoday. On the one hand, an ISP’s routing policies stata$tdevel
objectives, i.e., how the network as a whole should behaveth® other hand, policies are often
implemented by configuring individual routers, making raab routing policies aouter-level
operation. This mismatch raises the question of how a diged collection of routers can realize
a network-wide policy. In practice, network operators ameéd to retrofit AS-level policies into
router-level configurations. Techniques necessary t@gaaiting in large ISPs (with hundreds of
routers) introduce additional challenges to this processking the job of “translating” policies
into router configurations even more daunting and errong@ran fact, this mismatch has been
shown to be the root cause of many common policy violations@ctice [81].

Second, the current BGP configuration interface forces &slfolicy objectives (e.g., busi-
ness relationships, traffic management) to be specified intariwined and unnatural way. BGP
uses a step-by-step decision process that compares afadite routes one attribute at a time,
eliminates routes that are less preferred, and stops wieea ifonly one best route left. Among
all the attributes affecting the outcome of route selectamy the “local preference” attribute (at
the first step of the decision process) is completely coetidly the local AS. As a result, network
operators are forced to use it for many different purposes.ekample, it is common practice to

use “local preference” (LOCALIPREF) to realize business relationship policies, wheréoousr
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routes are assigned with higher LOCAIREF value than peer routes, which, in turn, are assigned
with higher LOCALPREF value than provider routes. At the same time, “localepeaice” is
also used for traffic engineering and other policy objestivihe overloading of the BGP attribute

is just one of many “hacks” network operators are forced ®togealize policies via the current

configuration interface.

1.2.3 Many Unnecessary Routing (Re)configurations Cause $uption

In addition to routing configurations that realize certamligies, network operators routinely
(re)configure their routers only tacilitate planned network maintenance. To reduce the impact
to routing protocols and traffic forwarding when a routerdee®® be taken offline for maintenance
(e.g., replacing a broken power adaptor, or fixing a malfionahtg component), itis common prac-
tice to first reconfigure the IGP in the network (e.g., incectie weights of the links adjacent to
the router to make them less attractive) in order to maker atheers to switch to paths that does
not go through this router. After the maintenance, netwg&rators need to configure the IGP
again to restore the routing back to the state before theterance.

In this so-called “cost-in/cost-out” technique [93] bef@nd after planned maintenance, rout-
ing (re)configurations aneot the goal, but merely thimol to reduce the impact of the maintenance
operation. However, this tool, serving as a patchwork topsupplanned maintenance, is far
from satisfactory. Because it involves routing protocalamfiguration, both BGP and IGP have to
reconverge to a new stable state. This is especially haimtbe case of BGP as it converges sig-
nificantly more slowly than IGPs. During the BGP reconvergeprocess, which may take as long
as fifteen minutes [62, 65], traffic being sent through the #&Bnd from neighboring networks
may be lost or experience significant performance degm@aaatioreover, planned maintenance is
a routine operation that happens frequently in large ISBg1d_unnecessary and disruptive routing
reconfiguration as a tool for such basic tasks not only sicanifly increases the cost of network

management (especially such operations are often cordlsetei-manually), but also introduces
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more opportunities for configuration errors.

This dissertation focuses on addressing these three iengarhallenges that mainly concern
how an ISP manages its routing while interacting with itgghbors. There are other network
management tasks an ISP performs in isolation from oth&rorks, such as managing how traffic
is sent through its network (i.e., traffic engineering) andwing security (e.g., by detecting and
blocking anomalous traffic), etc. Other work provides mogtaded treatment on these topics [8,

38, 40, 58, 101, 66, 61, 89, 112, 18].

1.3 Contributions

In this dissertation, we take a principled approach to agking these limitations and challenges
of today’s routing practices, in an effort to enable induad ISPs to realize more flexible local

policies without affecting global stability and simplifputing management operations such as
policy configuration and planned maintenance. We propase tibstractions that guide the design

and implementation of our system solutions, and make thiagemaontributions.

1.3.1 A Customized Route Selection Model With Improved Staibity

First, we propose the abstraction of a “neighbor-specifiteselection problem” and a corre-
sponding “Neighbor-Specific BGP” (NS-BGP) model that caggithe requirement of customized
route selection for different neighbors. As a modest exten® BGP, NS-BGP enables a much
wider range of local policies without compromising glob@lslity. Whereas a conventional BGP-

speaking router selects a single “best” route (for eachirbsin prefix), NS-BGP allows a router

to customize the route selection on behalf of each neightmsrexample, one neighbor may prefer
the shortest route, another the most secure route, and gttaarthe least expensive route. Sur-
prisingly, we prove that the much more flexible NS-BGP is guéged to be stable under much

lessrestrictive conditions on how routers “rank” the candidatetes. We also show that it is safe
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to deploy NS-BGP incrementally, as a routing system with igdadeployment of NS-BGP is

guaranteed to be stable, even in the presence of failurethedtopology changes [105].

1.3.2 A System for Flexible Routing Configuration With Intuitive Interface

Second, we propose the abstraction of “policy configuraéi®a decision problem of reconciling
multiple objectives”. Guided by this abstraction, we haesigned and implemented a prototype
of an extensible routing control platform (Morpheus) thapgorts NS-BGP, and enables a single
ISP to safely realize a much broader range of routing paisighout requiring changes to the un-
derlying routers or the BGP protocol itself [103]. Morphalisws network operators to: (1) make
flexible trade-offs between policy objectives through aghed-sum based decision process, (2)
realize customer-specific policies by supporting multiplete-selection processes in parallel, and
allowing customers to influence the decision processes(3ncbnfigure the decision processes
through a simple and intuitive configuration interface lobse the Analytic Hierarchy Process, a
decision-theoretic technique for balancing conflictingesbves. Implemented as an extension to
the XORP software router [110], our Morpheus prototypeeystan support a large number of
different policies simultaneously while handling the highe of BGP updates experienced in large

ISPs.

1.3.3 A Technique for Managing Network Changes Without Disuption

Finally, we propose the separation between “physical” dadi¢al” configurations of routers as
a way to solve many network-management problems that ievdianges to physical equipment
in the network. This abstraction leads us to the design aotb{ype implementation of “virtual
router migration” (VROOM), a new, generic technique thatidg unnecessary changes to the log-
ical topology by allowing (virtual) routers to freely movw® one physical node to another [104].

In addition to simplifying existing network-managemergks like planned maintenance and ser-
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vice deployment, VROOM can also help tackle emerging chghs such as reducing energy con-
sumption. We present the design, implementation, and atraluof novel migration techniques
for virtual routers with either hardware or software datgs (where packets are forwarded). Our
evaluation shows that VROOM is transparent to routing proi®and results in no performance
impact on the data traffic when a hardware-based data plarseds

Collectively, the contributions of this dissertation picer simple and effective systems solu-
tions for an ISP to autonomously provide customized routxtien services to its neighbors, and
handle a range of existing and emerging network manageraeks twithout disrupting routing
protocols or data traffic. And these benefits are achievedapip without affecting the stability of
the global Internet.

Chapter 2, 3 and 4 describes NS-BGP, Morpheus and VROOM il detspectively. Chapter 5

presents the integrated view of the Morpheus and VROOM sys#and concludes the dissertation.
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Chapter 2

Neighbor-Specific BGP (NS-BGP): More
Flexible Routing Policies While Improving

Global Stability

2.1 Introduction

The tens of thousands of independently operated ASes imthenkt have different preferences
for the kinds of paths that should carry their traffic. Forrepde, an online gaming provider
may prefer paths with low latency, whereas a financial iastih may prioritize security over
performance. Unfortunately, in today’s BGP, each routkrcie and advertisessanglebest route,
limiting an AS’s ability to offer customized route selegctitor its neighbors. As we show in this
chapter, with simple extensions to the protocol, a routetctoffer different interdomain routes to
different neighbors. However, greater flexibility in seleg routes should not come at the expense
of global stability—a perennial concern with today’s rawgtisystem. In this chapter, we prove
a surprising result: comparing to conventional B&Bsrestrictive conditions on local routing

policies are sufficient to ensure global stability, when & i8 allowed to select different routes
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for different neighbors.

2.1.1 A Case for Neighbor-Specific BGP

In today’s BGP [80], each router selects a single best rquée destination) and only this route
can be announced to its neighbors. Twenty years after BGHimgaproposed, this “one-route-
fits-all” design has become a frustrating limitation to hniet Service Providers (ISPs) that want
to capitalize on their network connectivity by offering tasized route selection service to their
neighbors. We argue that such flexible route selection (wwve dub “neighbor-specific BGP,” or

“NS-BGP”) is beneficial for three main reasons:

e Many ISPs have rich path diversity. ISPs offering transit service usually connect to many
neighboring ASes, often in multiple locations [70, 68]. Example, ISP Z in Figure 2.6
has four different router-level paths to D, through thrdéedent neighboring ASes. Various
studies have quantified the rich path diversity seen by |[EB&s. For example, at least 2%
of all the ASes (which are likely to be tier-1 or tier-2 ISPayh ten or more unique AS paths
for certain destinations [70]. A survey conducted in ApA0DZ on the NANOG mailing list
shows that 5-10 router-level paths per prefix is quite commdarge networks, with some
prefixes having more than 20 different paths [71]. A detagadly of an individual ISP
reported an average 06 router-level paths for each prefix [97]. These statisticswaygest

that large ISPs often have many downstream routes to chomse f

¢ Different paths have different properties. The many alternative routes a large ISP has can
have different security and performance properties. Iihloases, rich path diversity brings

benefits.

Security: Prefix and sub-prefix hijacking, in which a prefix/sub-prefixannounced by an
AS that does not legitimately own it, can cause serious, eNsastrous, damage (e.g., in

case of online banking) to network users [59]. It was regestibwn that path diversity from
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a richly connected provider (e.g., tier-1) alone can be edigctive in helping its customers
resist prefix/sub-prefix hijacks, as it is very hard to hijadkthe routes seen by a large

ISP [108, 59].

Performance: Path performance (e.g., delay, loss, etc.) is another itapofactor ISPs

should take into account when selecting routes, espediadige ISPs that host real-time
applications, such as voice-over-IP, video conferencargonline gaming. However, the
current BGP decision process considers little about patfomeance: the only relevant
metric—AS-path length—is a poor indicator of path perfonoa [87, 91, 92]. As a re-

sult, alternative BGP paths often have significantly bepterformance than the default
paths [30]. Large ISPs can select better performing pathigw®raging their path diver-
sity [30]. Although some intelligent route control prodsieixist for multi-homed enterprise

networks [23], there is no similar counterpart solutiondargke carrier ISPs.

Different neighbors may want different paths. Different neighbors of an ISP may have
very different requirements on the types of routes they w&otr example, financial insti-
tutions may prefer the most secure paths (e.g., paths tbat &raversing untrusted ASes,
such as ASes known to censor traffic), while providers ofratdve applications like online
gaming and voice over IP may prefer paths with low latencgutth options were available,
they might be willing to pay a higher price to have the patheytivant. Yet some other
neighbors may be perfectly happy with whatever paths thept8#des for a relatively low

price.

Unfortunately, although large ISPs have the path divelsity strong economic incentive
to provide customer-specific routes, they do not have thenm&ado it today—the BGP
decision process selects the same best route for all custaraenected at the same edge

router, precluding the “win-win” opportunity for large ISRnd their customers.
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Ideally, an ISP would be able to offer different routes tdetént neighbors, regardless of
whether they connect to the same edge router. Fortunately,reeighbor-specific route selection
is possible without changing the BGP message format or thenegghboring ASes exchange
route announcements. As a result, an individual ISP carpentgently deploy NS-BGP and offer
value-added route-selection services. All the changeaginefor an AS to deploy NS-BGP are

within its own network and practically feasible, as disagsm Section 2.5.

2.1.2 Stability Concerns of Greater Flexibility

Despite the benefits of greater flexibility, enhancemen®@® should not come at the expense
of global stability. In fact, evemwithoutneighbor-specific route selection, today’s BGP can easily
oscillate, depending on the local policies ASes apply ied@lg and exporting routes [49, 48].
Over the years, researchers have developed a reasonaldyugderstanding of the trade-offs
between local flexibility and global stability [43, 42, 4G]3Rather than relying on Internet-wide
coordination, researchers searched for practical cantdtran local policies that would ensure
global stability. In practice, policies are typically corasned by the business relationships between
neighboring ASes [43]. For examplecastomerAS pays itsprovider AS for connectivity to the
rest of the Internet, wheregmeer ASes carry traffic between their respective customers ffee o
charge. These financial arrangements affect how ASes sadecexport routes, and how new

relationships form:

e Prefer customer routes over peer or provider routes (prefeence condition): When se-
lecting a route for a destination, an AS prefers a (reverereating) route through a cus-

tomer over routes through a peer or provider.

e Export only customer routes to peers or providers (export cadition): An AS can ex-
port routes through any neighbor to its customers, but cdy eéxport routes through its

customers to its peers and providers. That is, an AS provrdesit services only to its
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customers.

e No cycle of customer-provider relationships (topology codition): No AS is its own (di-
rect or indirect) provider. That is, the AS-level topologged not contain any cycle of

provider-customer edges.

Collectively, these three properties (known as the “Garfétd conditions”) ensure the interdo-
main routing system converges to a stable state withougjordination [43].

The “Gao-Rexford” conditions reflect common business [rastin today’s Internet, which
may explain why the interdomain routing system is generstifiple in practice. However, these
conditions may be too restrictive for ISPs to offer custadizoute selection. In particular, ISPs
may want to violate th@reference conditioto (1) have different preferences for different neigh-
bors and (2) perhaps even prefer peer or provider route®foe ghigh-paying) customers. There-
fore, we ask the following natural questiorigvould violating the prefrence condition lead to rout-
ing instability in NS-BGP?"and“What sufficient conditions (the equivalent of the Gao-Rekf
conditions) are appropriate for NS-BGPAnswering these questions is crucial to know if cus-
tomized route selection is possible without sacrificingoglostability, and without imposing oner-

ous restrictions on how ASes exploit the extra flexibility.

2.1.3 Relaxing the “Prefer Customer” Condition

In this chapter, we prove that timeoreflexible NS-BGP requires significantlgssrestrictive con-
ditions to guarantee routing stability. Specifically, tipeefer customer” preference condition is no
longer needed. Instead, an AS can freely ch@sgexportable” path (i.e., a path consistent with
the export condition) for each neighbor without comprongsglobal stability. That is, an AS can
selectany routefor a customer, andny customer-learned roufer a peer or provider. Intuitively,
this is because in NS-BGP, a route announced to a peer orderosd no longer dependent on

the presence or absence of amgn-exportablde.g., peer- or provider-learned) routes chosen for
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customers (as illustrated in the example in Section 2.3d3mfigure 2.2).
This condition provides new understanding of the longéwald fundamental trade-off between
“local flexibility” and “global stability” in interdomainouting. We make three main contributions

in this work:

e An NS-BGP model that captures neighbor-specific route seleand also simplifies the

modeling of export policies. (Section 2.2)

e A proof of a sufficient condition for NS-BGP stabiliy that ied only on the export and

topology conditions. (Section 2.3)

e Observations that (1) the above NS-BGP stability cond#tiare robust to failures and other
topology changes, (2) NS-BGP can be safely deployed by ithadk ASes incrementally,
(3) compared to BGP, NS-BGP’s is less prone to routing anesalich as “BGP wedgies”.

(Section 2.4)

We also discuss the practical issues associated with dagldys-BGP in Section 2.5, includ-
ing dissemination of alternative routes within an AS, usitmgneling to ensure incoming packets
(from a neighboring AS or the ISP’s own local hosts) travéingechosen paths, and different mod-
els of providing customized route selection. In additiostiadying stability issues about NS-BGP,
we were also curious about the implications of neighbocsjgaoute selection on recent theoret-
ical results about thancentive compatibilityf BGP [67, 44]. We show in Section 2.6 that, as in
conventional BGP, rational ASes have an incentive to liauatiee paths they are using in NS-BGP.
Yet, we argue that this does not affect our positive reseljsuirding NS-BGP stability. Section 2.7

presents related work, and Section 2.8 summarizes theerthapt
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2.2 Neighbor-Specific BGP (NS-BGP)

In this section, we formally present Neighbor-Specific BBS{BGP). NS-BGP inherits every-
thing from conventional BGP (from the message format to tlag wmessages are disseminated
between ASes) except for the way it selects routes and howages are disseminated within the
AS. We first present a formal model of neighbor-specific ragection, and then define the no-
tion of stable path assignmeim preparation for the analysis of NS-BGP stability projgertin
Section 2.3. Finally, we highlight the key novel featurested NS-BGP by contrasting it with

conventional BGP.

2.2.1 Preliminaries

In our NS-BGP model, the topology of an interdomain routipstem is described as &8 graph
G = (V,E), where the set of vertices (nodég)represents the ASes, and the set of edfjes
represents links between ASés.consists of. source node$1, ..., n} and a specialestination
noded to which all other (source) nodes attempt to establish a. péfhis formulation makes
sense as routes to different destination ASes/prefixesamputed independently.F consists
of directededges. That is, if nodes andv have a bi-directional link between them, we have
{u,v} € F and{v,u} € E, where{u,v} is the directed edge from to v, and{v,u} is the
directed edge from to w.

Similar to [48], we define @ath P in GG as either the empty path, denotedhpr a sequence of
nodes(vy vg_1 ... vg), k > 0, such that for each £ > i > 0, {v;,v; — 1} € E. Each non-empty
pathP = (v vi_1 ... vo) has a direction from itérst nodev;, to itslast nodev,. For eachy € V,
Pv denotes the set @il simple paths (i.e., paths that do not contain repeated htigshasy as
the first node and as the last node, plus the empty pathf P = (v v ... vy d) is in P?, then
the nodev, is called thenext hopof v in path P. For each{u, v} € E, P{**} denotes the set il

simple paths that haviu, v} as the first edge (i.ey, as the first nodey asu’s next hop) andl as
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Figure 2.1: NS-BGP vs. BGP: for NS-BGP, ranking functigrranks all possible simple paths for
edge{u, v}, or equivalently, for node’s neighboru (starting from the highest ranked); for BGP,
ranking function\” ranks all possible simple paths for nodéstarting from the highest ranked).
the last node, plus the empty pathit is easy to see that, for any non-empty patke P, there
is a corresponding patR’ ¢ P{“} such thatP’ = (u v)P. Here we uséu v)P to denote the
operation of adding a new first edge, v} to the pathP that starts at node, so that the new path

P’ starts at node, traverses the edde:, v}, and then follows patl® from v to d. Collectively, we

usePi*} to denote the set d?’ = (u v) P for all P € P¥ and{u,v} € E, plus the empty path

2.2.2 Neighbor-Specific Route Selection Model

As mentioned in Section 2.1, BGP uses a “one-route-fitsrallte selection model that requires
a router to select a single best route for all neighbors. ®aach router uses a single “ranking
function” to select the best route for all its neighbors, Bsven in Figure 2.1(b). In NS-BGP,
we enable customized route selection by allowing a routesetect routes on a per neighbor or
(equivalently) per edge-link basis. Unlike convention&@mB this new route selection model allows
each router to haveultipleranking functions and use a different ranking function teseroute
for a different neighbor, as shown in Figure 2.1(a). For diaity, we use “nodes” to denote ASes
(instead of routers) in the following model. We discuss thecpcal issues of how to realize this

AS-level route selection model in Section 2.5.
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Edge-based ranking functions:In the NS-BGP route selection model, for each efige) }, there
is aranking function\?, defined ovefP{“*}, which represents how nodeanks all possible paths
for edge{u, v} (or equivalently, for neighbon) to reachd. If P, P, € Pl and\Y(P)) <
AU(P,), then P, is said to bepreferred overP;. We require\! to impose a strict order (with no
ties) over all paths ifP{“*}, asv must select a single best path for

In NS-BGP, each source node= V repeatedly solves the followirmgute selection problem

whenever it receives an update of the set of available pattiegtination node:

Definition 1 (Route selection problem)Given a set of available patif8’ C PV to destinationd,
choose a best path frofi "} = (u,v)P? for each edgdu, v} according to the ranking function

AL

As the name “Neighbor-Specific BGP” suggests, differenesdg, v} and{w, v} that point
to v from different neighbors andw can have different ranking functiong and\?,, respectively.
For example, in Figure 2.1(a), node 1 has two different nagkinctions for the two edg€®, 1}
and{3, 1} (or equivalently, for its two neighbors 2 and 3}, = ((21d) > (213 d) > ¢) (from
the most preferred path to the least preferred path)and ((31d) > (312d) > ¢). Nodes 2

and 3 are similar.

Policy abstraction: Since the set of available paths includes the empty path (P{**}), the
ranking function\! can also model’s export policyfor « (in addition to modeling’s route
selection policy foru). This is because if’s export policy does not allow announcing a pdth

to u, it is equivalent to make’ less preferred than the empty pathn the ranking function, i.e.,
AU(P) < A\!(¢e). For instance, in Figure 2.1(a), if nodés node 1's customer whereas both nodes 2
and 3 are node 1’s peers or providers, node 1 could rank theygrathe higher than all the paths
learned from node 3 inl to enforce the “no transit service for peer or provider” expmlicy,

e.g A\ =((21d) >e>(2134)).
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2.2.3 Stable Path Assignment

Section 2.2.2 defines the route selection model ewredividual node uses in NS-BGP. We now
define thecollectiveoutcome of the route selection processes run by the indiVidodes — the

path assignment.

Definition 2 (Path assignmentAn NS-BGPpath assignmens a functionr that maps each edge
{u,v} € E to a pathr({u,v}) € P1“} 7({u,v}) = ¢ means tha{u, v} is not assigned a path

to d.

Definition 3 (Consistent path assignmen#8 consistent path assignmesta path assignment for
which the following statement is true: For eagh, v} € E, if 7({u,v}) has{v, w} as its second

edge (right afteu, v}), thenm({u, v}) = (u,v)7({v, w}).

Definition 4 (Stable path assignmen#) path assignment is stable at edgéu, v} if the following

two statements are true: (%) is a consistent path assignment, (2) For every efigev} € E, if

m({u,v}) # (u,v)r({v, w}), thenky((u, v)r({v, w})) < A, ({u, v}).

This definition implies that, if a path assignment of edaev} is stable, it will not change
given any possible available routes. For example, in Figutéa), a stable path assignment for all

edges is shown in Table 2.1.

Table 2.1: An example of stable path assignment for the systewn in Figure 2.1(a)

Edge | Stable path of the edglk Edge | Stable path of the edge
{1,d} (1d) {2,d} (24d)

{3,d} (34d) {1,2} (124d)

{1,3} (13d) {2,1} (214d)

{2, 3} (23d) {3,1} (314d)

{3,2} (324d)
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2.2.4 BGPvs. NS-BGP

Our model differs from the conventional BGP model [48] in thkowing three respects.

Ranking function(s): node-basedvs. edge-based:The conventional BGP model requiredo
use a single ranking functiokt’ for all neighbors, as shown in 2.1(b), offering little fledity for
nodew to select the path that best meets an individual neighbeesinin contrast, the NS-BGP
model allows each eddg:, v} to have a separate ranking functiafy which allowswv to provide

customized route selection for individual neighbors, asaghin Figure 2.1(a).

Path assignment: node-baseus. edge-basedin the conventional BGP model, evergdev gets
assigned one path(u). As a result, all ofu’s neighbors learn the same path fram. Whereas in
the NS-BGP model, evergdge{u, v} is assigned a path({u,v}). This allows every node to
simultaneouslytilize up tok paths to forward traffic from its neighbors as well as its oveffic,

wherek is the number of nodes € V' such thaf{u, v} € E.

Export policy modeling: separatevs. integrated: Although conventional BGP supports per
neighbor export policies, it uses a single ranking functdrto select routes for all neighbors.
As a result, export policies must be modebaparatelyfrom the route selection process. Such
separation is no longer necessary in the NS-BGP model, aswr®a@xport policy for neighbor
u can be conveniently incorporated in the ranking functijn For example, ifu is v's peer or
provider, in the ranking function®?, v can simply rank the empty pathhigher than all peer- or

provider-learned paths to implement the “no transit serfac peer or provider” export policy.

LIn practice, an AS usually consists of multiple routers heafcwhich may learn different paths. Thus, neighbors
connect to the AS atlifferentedge routers might learn different paths, due to “hot potatding”. Nevertheless,
NS-BGP provides a far more flexible and systematic way for Aeprovide customized route-selection service,
independent of whether neighbors connect to the same edt@ mr not.
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2.3 Sufficient Conditions for NS-BGP Stability

The “Gao-Rexford” conditions [43] state that, if all ASeddav the export, preference, and topol-
ogy conditions, BGP is guaranteed to converge to a stahie. skrtunately, we find that much
lessrestrictive conditions are sufficient to guarantee cormecg under thenore flexibleNS-BGP.
Specifically, the “prefer customer” condition is no longe&eded in NS-BGP—individual ASes
can freely choosany“exportable” routes without compromising global stalyilitn this section,
we first define the notion dIS-BGP safetywhich implies that an NS-BGP routing system always
converges to a stable path assignment. We then rel@rated Dominancépresented in [86]),
the machinery we use in our proof. We next present simple pleshat illustrate why NS-BGP
requires less restrictive conditions for safety than catie@al BGP, before presenting the proof

of our safety result.

2.3.1 Formal Definition of NS-BGP Safety

For any policy-based (non-shortest-path) routing prdt¢sach as BGP or NS-BGP3afetyis a

top concern, as persistent route oscillations can significanpact end-to-end performance, and
even threaten the reachability of network destinationsPB&etycan be loosely defined as a rout-
ing system that always converges to a “stable” state. Reweatlla stable state is a path assignment
that does not change given any possible route announcenddnis, once a system is in a stable
state, it will never experience any further changes (predithe network topology and every node’s
routing policy remain the same). To formally define NS-BGfeawe first need to introduce the

notion of “AS activation sequences”.

AS activation sequencesAs in conventional BGP, the routing outcome of NS-BGP istbhibp-
by-hop, as knowledge about how to reach a destinatipropagates throughout the network. The

process begins whahannounces itself to its neighbors by sending update mess&gem this
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moment forward, every noderepeatedly picks a path for each edgev} € E, based on the most
recent updates of routes d&at received from its neighbors. As in [49, 48], the networlassumed

to beasynchronousThat is, edges can laetivated(i.e., get assigned new paths) at different times,
and update messages can be delayed or even lost (as long asdhetransmitted eventually). We

refer readers to [48] for a thorough explanation of this aByonous environment.

Definition 5. An NS-BGP routing system is safe if it always converges taldespath assignment

from any initial path assignment, and for any AS activatieqience.

2.3.2 Iterated Dominance

It was observed in [86] that all known conditions that gusearthe safety of conventional BGP
(e.g., “No Dispute Wheel” [48] and the “Gao-Rexford” condits [43]) share a common struc-
ture [86], referred to adterated Dominance This property is related to the notion of dominance-
solvability in game theory [76]. Iterated Dominance is amenlying structure of a routing in-
stance, which will enable us to show that, for any activaequence, NS-BGP is bound to con-
verge to ainiquestable state. Informally, Iterated Dominance means tidinge advances, nodes’
feasible choices of routes gradually become more and moitetd, until eventually every node’s
route is fixed. Thus, Iterated Dominance provides us the m&apresent &onstructive and
general, proof for NS-BGP safety.

We shall later show that the commercial setting considareatlis chapter is simply a special
case of Iterated Dominance. To define Iterated Dominancédirstaequire the following defini-

tions:

Definition 6 (Consistent paths I)We say two path$; and P, are consistentf the following
statement holds: For every edge j} that is on bothP, and P, the suffix of?; that leads frony
to d is identical to the suffix of; that leads frony to d. In addition, two paths are also consistent

if they that do not share any common edge.
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Definition 7 (Consistent paths ll)Let? = {P;,..., P} be a set of paths id:. We say that a

path@ in G is consistent witlP if it is consistent with every path iR.

Definition 8 (Feasible paths)Let? = { P, ..., P.} be a set of paths id;. We define the set of

feasiblepathsQ givenP to be the set of all paths i@ that are consistent witl®.

Definition 9 (Iterated Dominance)We say thatterated Dominancéolds if there exists an order

over all edges irG: e1,...,ep (e; € E, 1 < i < |E|), for which the following three statements
hold:
e There exists a set of patt#3,, ..., I, ,, such that for every <i < |E|, P, is a path tod

that hase; as the first edge.

e Foreveryl <i < |E|, P,, = ¢;P,, forsomed < k < i. (We define, to be the empty path
€).

e Foreveryl < i < |E

(P P}

, P., is e;'s most preferred path in the set of feasible path given

Intuitively, this definition means that once the paths assitfo edges that come before a certain
edge are fixed, that edge’s path is its most preferred feagéih. Iterated Dominance has the nice
property that, if it exists in a routing system, it trivialiynd intuitively induces convergence to a

stable path assignment.

Proposition 2.3.1. If Iterated Dominance holds for an interdomain routing enste, then NS-
BGP is safe for that routing instance. Moreover, NS-BGP gbveonverges to a unique stable

path assignment.

Proof. The proof immediately follows from the Iterated Dominanceperty. If Iterated Domi-
nance holds then there must be an order over the edges, ¢z such that, forevery < k < |E|

an edgee;. can be assigned its most preferred feasible path (giverethat. , e;,_; are assigned
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P.,...,P.,), regardless of what paths are assigned g, . .., ¢/z. Thus, we can simulate the ex-
ecution of an activation sequence of NS-BGP, which showsthigarouting system must converge
to a unique stable path assignment:

At some point in time:; will learn of its most preferred patR.,. From that moment forward,
e, will stick to the pathP,, (which, by the definition of Iterated Dominance, is alwaysikable
to e;). Now, considekr,. Oncee;’s path is fixed, by the definition of Iterated Dominanegcan
get its most preferred feasible pafth,. Therefore, from some moment in time onwards (when an
update message containiflg, reachess,), e,’s path will be fixed and never change. By definition
of Iterated Dominance, we can continue iteratively fixinigestedges’ paths until every edge has a
fixed path. Observe that the resulting path assignmentlestaecause after each edgeyets its

path P,,, it will never switch to other paths. 0J

2.3.3 Examples of Safe NS-BGP Systems

Before presenting the formal proof of our main result, wet firse an example to illustrate why
safety might be easier to achieve for NS-BGP than for comweat BGP. Figure 2.1(b) shows a
routing system in which BGP will always diverge, which isledlBGPBAD GADGET [48]. In this
example\!, A2 and\? are the ranking functions of nodé&s2 and3, respectively. It is easy to con-
struct an activation sequence (presented as a sequendh afssggnments) according to the rank-
ing functions, for example:({ d), (2d), (3d)) — ((12d), (2d), (3d)) —|((1 2d), (23 d) (3 d))

—((1d), (23d),(3d)) = ((1d), (23d),(31d)) —((1d),(2d), (314d))— ((124), (24d),

(31d)) —((124d),(2d),(3d)) —|((22d), (23d)(3d)). (An underlined path indicates that it

has changed from the previous path assignment.) Noticéhtbalird path assignment is the same

as the last path assignment. Therefore, the system wiliraento oscillate and never terminate.
To see how NS-BGP can help in cases like this, we transforimedGP routing system in

Figure 2.1(b) to an “equivalent” NS-BGP system in Figurg&)1This is an “extreme” example in

that we assume every node is willing to select paths for eactning edge (i.e., each neighbor)
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customer ——> provider == ====- » traffic

Figure 2.2: Why NS-BGP does not need the “preference camditind can safely allow nodes to
choose any exportable routes: the dotted arrows denotedhle path assignment, in which every
nodei (: = 1,2, 3) makes the direct patfi, d} available to its clockwise neighbor while using a
different path itself.

completelyaccording to the edge’s (or equivalently, the neighboggking function. For example,
when selecting best path for ed{ 1}, nodel in Figure 2.1(a) uses a ranking functidhthat is
essentially the same as nogle ranking function\? in Figure 2.1(b). The only difference is that,
since)\} is defined oveP{?!} whereas\? is defined overP?, only a subset of the paths iP? that
begin with edgg[2, 1} (e.g.,(2 1 d) and(2 1 3 d)) are included im\l. We omit the empty path
for simplicity. It is easy to see that the transformed BEBAD GADGET in Figure 2.1(a) becomes
an NS-BGPGOOD GADGET, i.e., a routing system in which NS-BGP will always convetga
unique stable path assignment. In this case, the uniquéegtath assignment for all edges is:
(1d),(2d),(3d),(12d),(13d),(214d),(23d),(314d),(32d)).

This example illustrates why safety might be easier to oldtai NS-BGP than for conventional
BGP. In practice, however, relying on such completely “ssHI' routing policies is unrealistic.
This prompts us to investigate the safety conditions forB@? in a more realistic commercial
setting that accounts for the business relationships legtwSes. For example, consider Fig-

ure 2.2, where node is a customer of nodel 2 and3. Node3 is a customer of nodek and
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2, and nodel is a customer of node. It is easy to see there is no “customer-provider” cycle
in the graph so the topology condition holds. We also requagesl, 2 and3 to adhere to the
export condition and export only customer routes to peerzaviders. Now we compare BGP
and NS-BGP and analyze why the “prefer customer” conditsomeicessary in conventional BGP
but redundant in NS-BGP. First, note that the ranking fuomch; prefers provider-learned route
(3 2 d) over customer-learned routg d), violating the preference condition for the regular BGP.
As a result, (not surprisingly) the routing system is a B GADGET.

A key observation about the instability of the BGP systemiguFe 2.2 is that thavailability
of route(1 3 d) to nodel is dependent upon thenavailabilityof route(3 2 d) to node3—if route
(3 2 d) is available ta3, it will choose route(3 2 d) over (3 d), and announce no route to notte
whereas if routé3 2 d) is not available ta, it will choose routg3 d) and announce it to node
(since(3 d) is a customer-learned route). Things work differently in-BSP. NS-BGP ensures
that a route announced to a peer or provider does not charsgel lom the presence or absence
of any non-exportablge.g., peer- or provider-learned) routes. That is, in thkisngple, node3
learning(3 2 d) (a provider-learned route) should not affect whether rddrports(3 d) to node
1 (which is also a provider). Fundamentally, this is becaus&lS-BGP, node3 can announce a

different route(3 d) to nodel than the route it selects for its own traffic, namé2 d).

2.3.4 Safety Conditions for NS-BGP

To prepare for our analysis, we first define some terminol¥gysay that an edge= {u,v} € F

is acustomer edg# v is u’s customer. Similarly, we say that an edge: {u, v} is apeer edger
aprovider edgef v is u’s peer or provider, respectively. Observe that the “No @ungr-provider
cycle” topology condition in the “Gao-Rexford” guidelinean now be interpreted as stating that
there must be no cycles in the graph containing only cust@uges or only provider edges. Also

observe that the “Export only customer routes to peer origess” condition means that if a path
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P contains a customer edge or a peer edge, then all edges thatafter that edge (towards the
destination) must also be customer edges, allowing us tplgidisregard all other types of paths

in our analysis.

Lemma 2.3.2.If the Topology and Export conditions hold for an NS-BGP imgiinstance, then

Iterated Dominance holds for that routing instance.

Proof. We shall show that an order over edges..., ¢/g|, as in the definition of Iterated Domi-
nance, exists. Obviously, we can setto be any edge of the forfw, d} ({u,d} € E) as(u d)

is the only path that edge hasdo So by setting?., = (u d), we have found an edgg that fits
the definition of Iterated Dominance. The rest of the proaighhow to prove the existence of an
edgee,, as required by the definition of Iterated Dominance. Thessarathod can then be applied
recursively to fincks, . . ., eg (thus concluding the proof).

If there is another edge of the forfu, d}, we can now set, to be that edge for the same
reason as before. We shall now show how to fin@s in the definition of lterated Dominance, if
this is not the case. Informally, the proof shall now procbgdteratively applying the following
procedure: Fix an edge Go over its most preferred feasible route (given) until reaching the
edge before last;. If edgel; fits the description of; then we are done. Otherwise, we apply the
same procedure @, moving to the edge before last érs most preferred feasible path, called
(which we regard as a new candidate taebe Thus, we create a sequence of edges, . ... We
show that this procedure eventually reaches an edge thtiditsescription oé, (thus concluding
the proof), because otherwise the “No customer-provideletwill be violated (a contradiction).

Formally: Lete # e; be some arbitrarily chosen edge. L@t be e’s most preferred path
among all feasible paths given, . For ease of exposition, we first consider the case in whish
a customer edge.

Now, to finde,, we shall construct a series of eddes . ., [;, . . . in the following manner: Let
(7 j d) be the two-edge suffix aP, (i.e., the last two edges aoR. are{i, j} followed by {j, d}).

We setl; to be{i, j}. If [; prefers(i j d) over all other feasible paths, then we canesab bel;
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andP,, to be(i j d) (and are done). If, howevds,’s most preferred feasible path, is not(i j d),
we then consider the two-edge suffix@f and set, to be the first of these two edges. Fgrwe
repeat the same process we went througli;fofhat is, eithet, prefers the two-edge suffix of
over any other feasible path (in which case weegdb bel;, and are done), or we move onito
(which is the first edge ok’s most preferred path’s two-edge suffix). We continue thiscpss,
constructing a series of edggs. . ., lx, . . .. If this process terminates then we must have reached
an edge that fits the description«f

We prove that this process must terminate by showing thatdbes not terminate, we will
reach a contradiction to the topology condition (“No custotprovider cycles”).

First, observe that for any edgjeén the series of edgés, . . ., i, . . ., there exists a path between
l; andl;;, that consists only of customer edges. To see why this is ¢taresider;. We assumed
thate was a customer edge. Therefore, by the export conditionpattyassigned te must only
consist of customer edges. Singas on such a path, it must be a customer edge. Using the same
argument, we know thd{ can only be assigned paths consisting of only customer edgjase
I3 is, by definition, on such a patly & most preferred feasible path), we have shown that the path
between; andl, consists of customer edges only, so the claim holdg fdMe can now repeat the
same argument fds, I3, etc.

Now, if the process does not terminate, then, since the nuofleglges is finite, some edge
will eventually appear twice in the sequenge. .., [, .... Consider the subsequencelpf .., [;
(betweenl;’s first and second appearance). Because any two conseedties in this cyclic se-
guence have a path between them that consists of only custalges, there must exist a customer-
provider cycle (i.e., a cycle of only customer edges).

The cases in whichis a peer edge or a provider edge are handled similarlyisifa peer edge
then the edge that comes after it must be a customer edgee sartte arguments as before apply.
If e is a provider edge then the process described before wikiego through a customer edge or

a peer edge (in which case, once again, the arguments abplyg aplead to a cycle of provider
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Figure 2.3: Tightness of the NS-BGP safety conditions

edges. O
We are now ready to prove the safety conditions of NS-BGP:

Theorem 2.3.3(Safety Conditions of NS-BGP)f the Topology and Export conditions hold then

NS-BGP is safe. Moreover, NS-BGP always converges to a @sigible path assignment.

Proof. Lemma 2.3.2 shows that the topology and export conditioassafficient to guarantee
Iterated Dominance. Therefore, by Proposition 2.3.1, NG&?Bs safe, and always converges to a

unique stable path assignment. O

2.3.5 Tightness of the Safety Conditions

In this subsection we show that our NS-BGP safety conditemes“tight”, in the sense that a
relaxation of either the topology condition or the expomdition might result in persistent NS-
BGP oscillations.

Consider the example depicted in Figure 2.3. This exampideaviewed as an adaptation of
the well-known BGFBAD GADGET instance described in [48] and Figure 2.1(b) to the neighbor
specific BGP setting. The top two preferred paths in eddeg}’s, {3,4}’s, and{5,6}'s ranking

functions are listed (from top to bottom) in the figure. We tthe rest of the paths in the ranking

35



functions for simplicity, as they play no roles in this exdeprhe business relationships between
the ASes are described in the figure (where the arrows paint frustomers to their providers).
Observe that the topology condition holds as there are ntwwes-provider cycles. If we as-
sume that the export constraint also holds then, by Theor8r8,2his NS-BGP routing system is
guaranteed to converge to a unique stable path assignment.

What happens if the export condition is removed (i.e., niddveed)? We claim that the system
will then have no stable path assignment and so will oseililatlefinitely. Observe that if node
follows the export condition, it cannot export path3 4 d) to nodel, making path(1 2 3 4 d)
unavailable to nodé. Similarly, paths(3 4 5 6 d) and(5 6 1 2 d) are not available to nodes
and5, respectively. But if the export condition is not followeaHese paths will become available.
Assume, to lead to a contradiction, that a stable path as&ghexists when the export condition
is removed. Observe that ed§é, 2} must either get the patti 2 d) or (1 2 3 4 d) in this path
assignment (as it will not settle for a less preferred padéimits second preferred path?2 d) that
is always available). Let us first consider the possibiligtf 1, 2}'s path in this stable assignment
s (1 2 d). If that is the case, thefi5, 6} must be getting the pattb 6 1 2 d). This means that
node5 will not announce5 6 d) to node4 (because nodéannounces6 1 2 d), rather thar(6 d),
to nodeb). Therefore, edgég3, 4} is assigned the patt8 4 d), which, in turn, means that edge
{1,2} can get its most preferred path 2 3 4 d). Now we have a contradiction—eddé, 2}
has an available patfi 2 3 4 d) which it prefers over the path it is assigned in the stablé pat
assignmentl 2 d). Observe that if, instead, we assume that edge} gets path{(1 2 3 4 d) in the
stable path assignment, then edge4} must get path{3 4 d) in the stable path assignment. We
can continue this inference process like above and evéytealch a similar contradiction to edge
{1, 2}'s assigned path.

We have shown that without the export condition, not only & BIGP safety not guaranteed but
there might not even be a stable path assignment to which t@averge. We make the observation

that this is also the case if we remove the topology condifamile leaving the export condition
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alone). Consider the same example, only with the followingifess relationship changes: make
nodes3, 5, and1 customers of nodex 4, and6, respectively. Observe that the topology condition
no longer holds as we now have a customer-provider cycles(2 - 1 — 6 — 5 — 4 — 3).
Also observe that pathd 2 3 4 d), (3456 d), and(5 6 1 2 d) are nowallowed by the export
condition as a result of the changes in the business resdtips we made. Therefore, we can use
the same analysis as above to show that no stable path assigexists if the topology condition

is removed.

2.4 Practical Implications

In this section we discuss three practical implicationshef NS-BGP safety conditions presented

in Section 2.3. Specifically, we show that:

1. Our NS-BGP safety conditions are robust, in the senseftbgthold even in the presence of
topology changes (e.g., the addition and removal of noddfahnks due to new business

contracts, creation, merger, or disappearance of ASespriefailures, etc.).

2. It is safeto deploy NS-BGP incrementally. Global routing stabilisyguaranteed even if
only some of the ASes run NS-BGP, while others continue t(3GR. Moreover, the global

routing system is still guaranteed to converge tmajuestable path assignment.

3. By allowing arbitrary ranking of exportable paths, NSiB@aturally supports the important
class of “backup” business relationships (i.e., an AS r@arbackup provider) and is less

prone to “Wedgies” [45] than conventional BGP.

Our NS-BGP safety conditions also provide useful guidances6lving the stability prob-

lems of internal BGP (iBGP) within an AS.
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2.4.1 Safe Under Topology Changes

We have shown is Section 2.3.4 (Theorem 2.3.3) that if theltmyy and export conditions hold for
a routing instance, then NS-BGP is guaranteed to convergetable path assignment. However,
does this result still hold in the presence of topology clesffgWe make the observation that our
NS-BGP safety conditionare robust in the presence of topology changes.

We first consider topology changes that result in traovalsof edges and/or vertices from
the graphG in our model. Such changes can happen due to network fai{args equipment
failures, fiber cuts) or business relationship changes, (@gnination of a existing BGP peering
relationship). We observe that, if the topology conditiod ¢ghe export condition hold for a routing
instance, they cannot be violated by removing edges andraces from the network. Hence, after
the removal of certain edges and/or vertices, we will end il &new routing instance for which
these two conditions still hold. By Theorem 2.3.3, NS-BGfegeof the new routing instance is
guaranteed.

Similarly, when there are topology changes that resultéatiditionsof edges and/or vertices
from the graph in our model (e.g., due to the establishment of a new AS or aB®W® peering
relationship), we note that our proof of Theorem 2.3.3 kollds for the new routing instance after
the topology changes, as long as they do not violate theagyand export conditions. That is,
the new vertices and/or edges do not create “customergeo\iycles and they follow the “export
only customer routes to peer or provider” export policy. ceii\Ses have economic incentive to

follow the two conditions, the new routing instance is gnéead to remain safe.

2.4.2 Safe in Partial Deployment

The proof of the NS-BGP safety conditions in Section 2.3 asJall ASes in the network run
NS-BGP, i.e., dull deploymenbf NS-BGP. However, the actual deployment of NS-BGP will cer

tainly startincrementallyas any AS that has deployed NS-BGP individually can imntetjistart
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offering customized route-selection services withoutadmration. Therefore, a natural question
is whether the NS-BGP safety conditions still hold ipartial deploymenscenario (with some
“early adopter” ASes running NS-BGP, while other ASes stifining conventional BGP)?

As we shall now show, the answer to this questiolYsS That is, NS-BGP can be (under
reasonable and realistic assumptiongsyementally- and partially-deployedithout causing per-
sistent protocol oscillations. We observe that, using ttecesame techniques we have used to

prove Theorem 2.3.3, we can actually prove a much more genestat?:

Theorem 2.4.1.1f topology and export conditions hold for a routing systehen, even if some
ASes are running NS-BGP while other ASes are still runnin@,B( long as the preference con-
dition applies tathe ASes running conventional BG#is not needed for ASes running NS-BGP),

the routing system will always converge to a unique stabth pasignment.

That s, as long as the ASast running NS-BGRrefer customer routes to other routes in their
route selection, the system will remain safe. We note thatrésult holds trueegardlessof the
number of ASes that are not running NS-BGP, aeghrdlessof the locations of these ASes in the
network. This result therefore generalizes both Theoré18Zwhich considers cases in whial
ASes are running NS-BGP) and the “Gao-Rexford” conditiar3} {which apply to cases in which
all ASes are executing BGP).

We also observe that, by the same arguments as in Sectidnghd.2.4.3, the above safety
conditions of a partial NS-BGP deployment still hold in thhegence of network topology changes,

and a routing system with even partially deployed NS-BGP maerience fewer BGP Wedgies.

2.4.3 Safer With Backup Relationship

As we know, if all ASes follow the “Gao-Rexford” conditiona, BGP routing system is guar-

anteed to be stable. However, the “Gao-Rexford” conditimmly apply to routing systems with

2We omit the details of the proof as it follows similar linestbé proof in Section 2.3.4.
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the two most common business relationships (“customerigheo’ and “peer-peer”). Yet, it has
been increasingly common for ASes to establish a third débssiness relationships—“backup”
relationships—to prevent the loss of network connectiatier a failure. The introduction of
backup relationships can cause a routing system to havetbhtesstates (i.e., two stable path
assignments), and result in a type of routing anomaly knanaBGP Wedgi¢45]. We first recall
the notion of BGP Wedgies, and then explain why backup aiahips in an NS-BGP routing

system are less likely to result in BGP Wedgies.

BGP Wedgies: The term “BGP Wedgies”, coined in [45], refers to the follogiproblem with
BGP: It is common for an AS to have two (or more) upstream mlend to avoid a single point
of failure in network connectivity. In such cases, the ASallyuplaces a relative preference on
the two links its providers use to reach it: one link is defimsdhe “primary” (preferred), while
the other one is defined as the “backup” link. A backup linkniended to be used only when the
primary link is temporarily unavailable, therefore is tygily much less well-provisioned in terms
of bandwidth. It is expected that once the primary link igeesd, all traffic should switch back
from the backup link to the primary link. BGP Wedgies are aatwus situations in which, even
after a failed primary link is restored, the BGP state of tating system does not “flip back” to
the intended state that existed before the link failure.

Consider the example of a Wedgie in conventional BGP, as showigure 2.4. AS/ is a
customer of ASes and3, AS 1 is a customer of AR, and ASe2 and3 are peers. Ag chooses
to use the link{d, 3} as the primary link and the linkd, 1} as the backup link. Ag instructs
AS 1 to use path{1 d) only when there is no other path available (e.g., using th® B@nmmunity
attribute to mark the pathl d) as “backup only” in its route updates). Assume that the pabi
BGP state is such that all ASes are forwarding their traffid$od along the pattil 2 3 d). Ob-
serve that this state is stable (as A8oes not announce path d) to AS 2 when path(1 2 3 d)

is available). Now, assume that ligR, d} goes down for some reason. Since the gath3 d) is
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primary link

backup link

customer ——> provider peer -------- peer

Figure 2.4: A BGP Wedgie: A3 will not switch back to pathi2 3 d) after the primary link{3, d}
is restored from a failure.

no longer available, A$ will announce patti1 d) to AS 2, which will in turn announce it to AS

3. In the end, traffic to ASI is forwarded along the patf3 2 1 d). Once link{d, 3} is restored,

a BGP Wedgie occurs: although ASwill announce path3 d) is available again, AS will not
switch back from its current customer-learned pa@Hh d) to a less preferred peer-learned path
(2 3 d), and will not announce the path 3 d) to AS 1. As a result, ASl (and2) will keep using

the backup link even though the primary link has become alvkdlagain.

NS-BGP helps prevent Wedgies:Let us revisit the example described above. Notice that the
Wedgie example in Figure 2.4 witlot occur if the routing system runs NS-BGP, because2AS
will have AS 1's ranking function (in this case\? = ((1 2 3 d) > ¢), and selects a path for AS
1 on its behalf. So when linKd, 3} is restored, A will learn the path(3 d) from AS 3 again
and announce the paf 3 d) to AS 1 becausé1 2 3 d) is 1's most preferred path. Once AS
learns this path, it will withdraw the backup pathd) from AS 2 and AS2 will switch back to
use(2 3 d). Therefore, the system will be restored to the originaksthat existed before the link
failure.

As we have seen, NS-BGP prevents Wedgies in certain cagesdbld have been a problem

under conventional BGP. However, NS-BGP is not totally imlmato Wedgies. To see this, con-
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primary link

backup link °

customer ——> provider peer -------- peer

Figure 2.5: An NS-BGP Wedgie: ASes 2 and 3 will not switch biaxke path through the primary
link {5, d} after it is restored from a failure.

sider the example in Figure 2.5. Assume that ASasd3 make their preferences known to their
provider AS4. In the normal case, all the ASes send their traffic through{lb, d}. If {5, d} fails,
then all ASes send traffic throudh, d}. After {5, d} is restored, AS will learn path(4 5 d) from

AS 5. But it will not announce the this path to neithizor 3, because it has previously announced
more preferred paths to AS(path(4 3 1 d)) and AS3 (path(4 2 1 d)). Hence, ASI will never
learn of the restoration di, d} and therefore will never withdraw the pathd). This results in a

Wedgie.

2.4.4 Preventing Instability in Internal BGP

We note that our NS-BGP safety results, while primarily @ddmg economic- and engineering-
related issues imterdomainrouting, also have implications for routingthin an AS. In practice,
an AS is itself a complex network consisting of multiple rnstin different geographic locations.
In backbone networks, these routers exchange routingnvetion using a variant of BGP known
asinternal BGP(iBGP). Since having an iBGP session between each pair tér®does not scale,

most large backbones usrute reflectorsor confederationso impose a hierarchy for distributing

42



BGP routing information. A router configured as a route réfleselects a best route on behalf of
its client routers, obviating the need for the clients tomtein so many iBGP sessions or learn so
many BGP routes. However, previous work has shown thatgiergiroute oscillation can easily
occur inside an AS [10, 51, 50], due to the complex interactdiBGP and Interior Gateway
Protocols (IGPs) like OSPF and IS-IS.

The dissemination of routes between route reflectors, atwielea route reflectors and their
clients, parallels the business relationships betweers Aseterdomain routing [51]. In partic-
ular, the relationship between a route reflector and its)\tdien iBGP is much the same as the
relationship between a provider AS and its customer ASes|aiy, the relationship between two
route reflectors is much the same as the relationship betpeenASes in interdomain routing.
Depending on how the routers in the AS “rank” the routes theeyéarned, oscillations can re-
sult. In fact, a solution to this problem is to impose a “preftaute-reflector client” condition [51],
analogous to the “prefer customer” Gao-Rexford conditi@n. practice, this imposes strict re-
strictions on the IGP configuration, to ensure that routecédks are topologically “close” to their
clients.) Our results for NS-BGP suggest another, moreldlexsolution—allow route reflectors
to announce different routes to different iIBGP neighbangpadrticular, a route reflector could dis-
seminate any client-learned route (such as the clientdghroute with the closest egress point)
to its route-reflector peers, and any route (such as the soitibethe closest egress point) to its
route-reflector clients. This small modification to iBGP wbprovably ensure iBGP convergence

without imposing any restrictions on the IGP configuration.

2.5 Deployment Issues

In this section, we discuss the implementation issues itogieyg NS-BGP in practice. First, we
describe how an AS can correctly forward traffic from differ@eighbors (and from within its

own network) along different paths. We then discuss how $seafninate multiple routes to the
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edge routers of an AS to enable flexible route selection.llyinge present three models an NS-
BGP-enabled AS can use to provide different levels of custedroute-selection services. When
deploying NS-BGP, an AS can handle all these issues by #sibut requiring any changes from

neighboring ASes, as no BGP message format or external BEBPREconfiguration are needed.

2.5.1 Neighbor-Specific Forwarding

NS-BGP requires routers to be able to forward traffic fronfedént neighbors along different
paths. Fortunately, today’s routers already provide swagabilities. For example, the “virtual
routing and forwarding (VRF)” feature commonly used for Kkgrotocol Label Switching Virtual
Private Networks (MPLS-VPNSs) supports the installatiomliffierent forwarding-table entries for
different neighbors [77].

Since an AS typically consists of many routers, traffic @ntgfrom variousngressrouters of
the AS must be forwarded to the corregressouters. In conventional BGP, this is achieved in a
hop-by-hop fashion to ensure that all routers in the AS atgréerward traffic to the closest egress
point that has one of potentially multiple “equally goodsbpaths to the destination. For example,
in Figure 2.6, ifR5 learns one path fronk3 and another path fronkR4 to D, and the two routes
are considered “equally good” in BGP’s route-selectioncpss, it will choose to use the closest
egress point (according to the IGP distances). Howeves,dpproach no longer works in NS-
BGP, as traffic entering the AS at the same ingress point méwbedifferent neighbors (ingress
links), and thus may need to be forwarded to different egpessts, or different egress links of
the same egress point. Fortunately, ASes have an efficiarttsoavailable—encapsulation (or
tunneling). Many commercial routers deployed in today’snoeks can perform MPLS or IP-
in-IP encapsulation/decapsulation at line rate. To pmwdstomized forwarding for neighbors
connected at the same edge router, the tunnels need to bguwedfifrom ingresséinks (rather
than ingress routers) to egrdss (rather than egress routers). For example, in Figure1&

and C2’s traffic can be tunneled fronk1 to R6 and R7 (that connect to the same egress point
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Figure 2.6: AS Z has multiple interdomain routes for destaraD

R3) independently. To avoid routers in neighboring domaingrtato decapsulate packets, egress
routers need to remove the encapsulation header beforsngehd packets to the next-hop router,
using technique similar to the penultimate hop popping.[Z&milar to transit traffic originated
from other ASes, traffic originated within the AS itself cdaabe forwarded to the correct egress

links using tunneling.

2.5.2 Route Dissemination Within an AS

A prerequisite for an edge router to provide meaningful tooszed” route-selection services is
that it needs to have multiple available routes to choosa ff@herwise, all its neighbors would
inevitably receive the same route). Unfortunately, the \B&P routes are disseminated within
today’s ASes makes such “route visibility” often impossibFor example, in Figure 2.6, the AS
Z as a whole learns four routes to D from four different neigipedge routersik6, R7, RS,
R9). However, as BGP only allows a router to select and annoarsaegle route for a destination,
router R5 will only learn two of the available routes, one froR8 and R4. Even worseR1 and

R2 will only learn the one route selected 5. For similar reasons, in large ASes where route
reflectors are commonly used for better scalability, mogeeawuters have significantly reduced
visibility of BGP routes [94].

Two different approaches can be used to provide better nositglity to the edge routers of
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an AS—a distributed approach and a (logically) centraliaed. In the distributed approach, a
router in the AS needs to be abledisseminatenultiple routes (per destination) to each neighbor.
For backwards compatibility, this can be achieved by usingfipie internal BGP (iBGP) sessions
between routers. The BGP ADD-PATH extension, which supptbre dissemination of multiple
routes (per destination) through one BGP session [56], m#ke dissemination process much
more efficient. It is worth noting that, depending on how mtlekibility an AS plans to provide,
notall available routes need to be disseminated. For exaniale AS decides to have a couple of
notions of “best routes” (e.g., best of all routes, and béstistomer-learned routes), it only needs
to disseminate at most two routes per destination (one aftwiiust be a customer-learned route).
Different ASes can make different trade-offs between therlowad of disseminating more routes
within their own networks and the benefit of providing moretes to their neighbors to choose
from.

Alternatively, an AS can also improve its route visibility bsing a logically-centralized Rout-
ing Control Platform (RCP) [15, 97, 103]. In this case, an A deploy a set of servers in its
network, each of which has a complete view of all availablé®BGutes. These servers then select
routes on behalf of all the edge routers and install the t&daoutes to the respective routers. This
logically-centralized approach can provide completeeausibility to the route-selection process
with good scalability and performance [15, 97, 103]. As tlesick for more flexible route selec-
tion grows, an RCP-like approach starts to make more semssejmposes less burden on route

dissemination within an AS than the distributed approach.

2.5.3 Control Over Customized Selection

A big motivation of NS-BGP is to enable individual ASes to yide customized route-selection
services to their neighbors. Therefore, an NS-BGP-enabfdeeds to take its neighbors’ pref-
erences of routes into account when selecting routes. Herdescribe how an AS can control

the amount of customer influence over its route-selectiocgss, and how the customized route
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selection can be realized.

An AS i can use different models to grant its neighbatifferent levels of control over the
ranking function/\j.. For example, AS could adopt &'subscription” model, in which it offers
several different services (ranking functions) for itsgiddors to choose from, such as “shortest
path”, “most secure”, and “least expensive”. A neighpdras the flexibility to decide which one
to “subscribe” to, but does not have direct influence on hasvrdnking functions are specified.
Although more flexible than conventional BGP, this modelssithfairly restrictive. For neighbors
that require maximum flexibility in choosing their routesy AS could offer a“total-control”
model. In this model, AS gives neighboyj direct and complete control over the ranking function
\i. Therefore,j is guaranteed to receive its most preferred routes amoiwnd2dlavailable routes.
For neighbors that require a level of flexibility that is intlveen what the previous two models
offer, an AS could adopt a thirdhybrid” model. In this model, neighbgris allowed to specify
certain preference to A&directly (e.g., avoid paths containing an untrusted AS gible). When
determining the ranking functioh;ﬁ for 7, i takes bothy’s preference and its own preference into
account (as the “best route” according jte preference may not be the best ftg economic
interest). Nevertheless,still controls how much influence (“weight”)’s preference has on the
ranking function\’.

In Chapter 3, we describe in detail how these different modah be implemented by using
a new, weighted-sum-based route-selection process wittt@itive configuration interface [103].
When deciding which model(s) to offer, an AS needs to comdide flexibility required by its
neighbors as well as thecalability of its network, as the three service models impose different
resource requirements on the provider’'s network. For exantpe “subscription” model intro-
duces the least overhead in terms of forwarding table smégrdissemination and customized
route selection (e.g., each edge router or RCP server oelgsn® run a small number of route
selection processes). On the other hand, the “total-cBmtrmdel, while providing the finest grain

of customization, imposes the most demanding requirenoerggstem resources and results in the
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highest cost for the provider. Therefore, we expect an AShitg provide such service to a small
number of neighbors for a relatively high price. Since th&tsof offering the three types of service
models are in line with the degrees of flexibility they offeg believe that an AS can economically
benefit from offering any one or more of these models with appate pricing strategy.

It is worth mentioning that the “hybrid” and “total-contfaoinodels can be realized in two
different ways. The simpler way is that the neighbadells the ASi whatA;i to use, sa only needs
to select and export one routetoThe other way is thatannounces all exportable routesji@and
j selects amongst them itself. The latter approach allows tbdide its policy (ranking function)
but requires’s ability to export multiple routes tg, and;’s ability to directly tunnel its traffic to
i's egress links. Finally, the NS-BGP safety conditions @reen 2.3.3) hold regardless of which

one(s) of these three models are used.

2.6 NS-BGP and Incentives

Most studies of BGP make the implicitassumption that ASdisovediently adhere to the protocol.
Recently, there has been a surge of interest in B@&eantive-compatibilitproperties [36, 37, 67,
86, 44], motivated by the fact that ASes are independentientiith different, sometimes com-
peting, economic interests. Given that NS-BGP provideswaintrdomain route selection model,
we are curious about its incentive-compatibility propestiand how these properties compare to
BGP’s. In this section, we examine NS-BGP from a game-thigoperspective, and explore the
possibility of making it incentive compatible. Unfortuedt, we find that, as in conventional BGP,
rational ASes have an incentive to lie about the paths theysing in NS-BGP. Therefore, unlike
the positive routing stability results presented earliethis chapter, the transition from BGP to
NS-BGP doesiot improve the incentive-compatibility properties of a rogtisystem. However,

we argue that NS-BGP (and BGP) will remain stable even intasgnce of protocol manipulation.
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Figure 2.7: A system that is not incentive compatible in l®@&P and NS-BGP

2.6.1 Background: BGP is Not Incentive-Compatible

Informally, saying that “BGP is incentive compatible” meahat if all other ASes are following
the rules of BGP, then the best course of action for an AS istinel same (i.e., it has no incentive
not to do so). We refer readers to [67] for an explanation isfflamework.

Unfortunately, as observed in [67], conventional BGP ismatessarily incentive compatible
even in small networks. This problem is further aggravatedealistic commercial settings in
which ASes might be interested in attracting traffic fromtousers [44] to make more profit. Here
we first illustrate the incentive-related problems with B@&Mhg a simple example. This example
also helps us in our later analysis of the incentive-conbgayi properties of NS-BGP.

Consider the simple example illustrated in Figure 2.7, imciwiall three “Gao-Rexford” safety
conditions hold. Assume that for A§ its main interest is attracting ASs traffic (i.e., making
AS 1 forward trafficdirectlyto AS 3), which is more important than attractig traffic, which, in
turn, is more important than the path it uses to send its anggaffic tod. Further, assume that
3 is bound by business contracts to provide connectivitydaitstomers, and thus must always
announcesomepath to ASed and2. Observe that if ASS announces the patl$ 4 d) (its most
preferred route for outgoing traffic) to A AS 2 will choose path2 3 4 d) and let AS1 get its

most preferred pathl 2 3 4 d). However, if AS3, even though still only using patf3 4 d) to
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forward all the traffic tod, announces the pai{l3 5 d) to AS 2 (but still announces pat(B 4 d)
to AS 1), AS 2 will choose the pathi2 d) and announce it to A$. This way, AS1 will choose
path (1 3 4 d) and forward its traffic directly through AS. This example shows that AScan
improve its gain by announcing a path that inist actually using to one of its customers. This
inconsistency between the path A@announces A8 and actual path it uses to forwa2t traffic

is clearly an anomaly that should not happen (and is not éggddxy AS2).

2.6.2 NS-BGP is Not Incentive-Compatible

We observe that the above counter-example for the incentwgpatibility of BGP can be easily
extended to the NS-BGP setting. Now, assume that ASasd2 made their ranking functions
known to their provider AS. If AS 3 honestly follows NS-BGP, it should announce péiht d)

to AS 2 (as it knows path2 3 4 d) is AS 2’s most preferred path). However, as in the BGP
case, doing that will cause A$to lose AS1’s (direct) traffic. If AS3 ignores AS2’s ranking
function, and announces pdth5 d) to AS2 instead, it will be able to attract ABs (direct) traffic
and improve its gain. This simple example shows that ASes mag incentive to deviate from

NS-BGP even in routing systems where the NS-BGP safety tiondihold.

2.6.3 Not Being Incentive-Compatible Does Not Affect Stabiy

We argue that BGP and NS-BGP not being incentive compatibgeneral doesiot necessar-
ily mean that the respective routing systems will becomealos in the presence of unorthodox
protocol manipulations. That is, while ASes might improegtain kinds of individual gains by
manipulating these protocols, such actions are unlikegffect the global routing stability.

This is because both the BGP safety conditions (the “Gaderékconditions) and the NS-
BGP safety conditions (Theorem 2.3.3) anetivated byanddescriptive ofthe actual economic

interests of ASes, and therefaedlectASes’ behaviors in reality. Hence, an AS does not have an
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economic incentive to violate thexport condition(and carry transit traffic from peers or providers
for free), or thetopology condition(and serve as its own direct or indirect “provider”). Given
these observations, we argue that, while ASes can mangpNM3tBGP in various ways, they

have no incentive (and are unlikely) to break the NS-BGPtgafenditions that guarantee global
routing stability. Nevertheless, the lack of incentive gatbility of BGP and NS-BGP can cause
problems like inconsistencies between the path announgech lAS and the actual path it uses
to forward traffic. Hence, identifying sufficient condit®for incentive compatibility remains an

important research problem.

2.7 Related Work

This chapter has two main areas of related work: more flexitisrdomain route selection and
interdomain routing stability. Recently, there has beemarease in the interest of providing more
flexibility in interdomain route selection, from theoretidormalism and modeling of policy-based
routing with non-strict preferences [20], to stability ciitions of interdomain route selection for
traffic engineering [111], to Routing Control Platform (R&kpe systems that provide various
degrees of customization support in BGP route selectiond96103].

A huge amount of effort has been put into understanding B&alsility properties. Griffiret
al.’s seminal work modeled BGP as a distributed algorithm fdviag the Stable Paths Problem
and derived a theoretic sufficient condition (i.e., “No DugpWheel”) for BGP stability [48]. Gao
et al. proved a set of three practical conditions (i.e., the “GaodBrd” conditions) that guarantees
BGP stability and also reflects the common business praciticeday’s Internet [43]. Gaet al.
later extended their results to cover backup routing witHPBgsotocol extension and preference
guidelines [42]. Feamstet al. explored the trade-off between the expressiveness ofmigakind
interdomain routing safety, and found if ASes are granteith womplete flexibility with export

(filtering) policies (i.e., can violate the export conditiof the “Gao-Rexford” conditions), only
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shortest-paths based ranking can guarantee stability [35]

2.8 Summary

This chapter presents Neighbor-Specific BGP (NS-BGP), taneion to BGP that provides both
greatpractical benefits to ASes that deploy it and néveoreticalcontributions to the understand-
ing of the fundamental trade-off between local policy fléxip and global routing stability. The
NS-BGP model we propose enables individual ASes to offetomnized route-selection services
to neighbors. We prove that, comparing to conventional B3&ss restrictive sufficient condition
can guarantee the stability of the more flexible NS-BGP. @aikty conditions allow an AS to
selectanyexportable routes for its neighbors without compromisiluipgl stability. We also show
that NS-BGP remains stable even in partial deployment andarpresence of network failures,
as long as the stability conditions are followed. We disdhsspractical issues associated with

deploying NS-BGP and show it can be readily deployed by iddial ASes independently.
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Chapter 3

Morpheus: Making Flexible Policies Easier

to Configure

3.1 Introduction

In Chapter 2, we made the case that large ISPs have the veamd the path diversity to meet
the diverse requirements of its customers. We also proved\thighbor-Specific BGP is a safe
model that an ISP could use to realize routing policies thaterflexibletrade-offsamongst many
different objectives, such as implementing businessicglahips with neighboring domains, pro-
viding good end-to-end performance to customers, imppthie scalability of routing protocols,
and protecting the network from attacks [16].

However, theconfigurabilityof ISP networks, i.e., the degree to which networks cacuze
tomizedo implement flexible routing policies, is limited becaugeh® unnatural restrictions that
BGP imposes on the way ISPs select routes. BGP was desigred vl Internet consisted of
a small number of autonomous systems (ASes). Given the weitedtl path diversity within the
small set of ASes, there was little need for a route selegirogess that supports configuration

of flexible routing policies. However, as the Internet stdrto grow and path diversity increased,
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network operators started to demand more flexibility to cam® more complex policies. The re-
sponse from the vendors and standards communities wasramiastal “patchwork” of backward
compatible features to add attributes and steps to the B@Biadie process [1]. (For example,
AS_PATH was introduced in BGP-2, NEXHOP was introduced in BGP-3, and LOCAREF
was introduced in BGP-4.) The outcome was a decision prdabass counter-intuitive and noto-
riously hard to configure. Today, despite the rich path dig@available to large ISPs, configura-
bility is limited by restrictions imposed by virtually eweaspect of policy configuration such as
the routing architecture, the BGP software implementasamal its configuration interface.

For instance, each BGP router selects a single “best” routesich prefix, forcing all neighbor-
ing ASes connected to the same edge router to learn the sateeeven if some customers would
be willing to pay a higher price to use other routes. Withioreeouter, the standard BGP imple-
mentation selects routes only based on the attributes @&t updates, falling short of realizing
routing policies that, for example, require using outsideasurement data. Finally, current BGP
decision process imposes inherent restrictions on theipslan ISP can realize [80]. Consisting
of a series of tie-breaking steps, the BGP decision procasgpares one attribute at a time until
only one best route remains. The ordering of steps imposgarankingon the route attributes,
making it impossible to realize flexible policies that makade-offsbetween policy objectives.
For example, a useful policy that strikes a balance betweesnue and route stability could be:
“If all routes are unstable, pick the most stable path (of d&rygth through any kind of neighbor),
otherwise pick the shortest stable path through a custothen(peer, and finally provider)How-
ever, this seemingly simple policy cannot be realized tottaxddition, policy objectives that are
not part of the original BGP protocol, such as security andopmance, are hard to add into its
decision process, even if the importance of these objecheeomes obvious over time.

Stepping back, we ask the question: “Starting from a cleate show can welesign for con-
figurability?” That is, instead of seeking the best way to configure thetiegi system, we design

a new system with configurability as a first-order goal. To endlle new system practically adopt-
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able, we focus on solutions that do not require cooperatewden domains. Since ISPs are
often business competitors, cooperation among them haggbrotoriously difficult in practice.
This constraint essentially prevents changes tarittexdomainrouting protocol that require col-
laboration of multiple domains. Fortunately, such changesnot necessary—as mentioned in
Section 2.1, large ISPs have a lot of path diversity, and efglysand effectively “act alone” in
applying many flexible routing policies.

To design for configurability, we consider the followirgute selection probleman ISP faces:
Given a set of available route8 = {ry, r,, ..., 7, } for a prefixp, choose a best route for each
router according to a set of criteri@ = {c;, co, ..., ¢ }. The set of criteria (i.e., policy objectives)
includes route characteristics such as stability, segwaitd performance. These criteria may be
conflicting in the sense that no route is the best with resjeeali criteria simultaneously. There-
fore, to design for configurability, the routing system meissure that the network administrator
has the flexibility to make arbitrary trade-offs among thigecia. Our solution to the route selec-
tion problem is a system that we cMlorpheusas it gives ISPs the power to “shape” their routing

policies. Morpheus relies on the following system compasien

e A routing architecture that is responsible for (1) learning the “inputs” and (2)séisiinating
the “outputs” of the route selection problem. The routinghétecture allows a set dflorpheus
serversto choose the best routes from the &t= {ry,ro,...,7,} Of all routes available to the
AS, and ensures that the servers can assign any rolderidependentlyo each neighbor without

restrictions.

e A server software architecture giving the network operators the ability to make trade-offs
among the criteridcy, co, ..., ¢ }. It includes a set opolicy classifiersand one or moreéecision
processesEach classifier tags routes with criteria-specific lab&le decision process computes
a cumulative score as a weighted sum of the labels for eadke emd picks the route with the

highest score. To pick potentially different routes forfeliént neighbor networks (as supported
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by the routing architecture), multiple decision proceggessibly one per neighbor) can run in

parallel.

e A configuration interface through which network operators can configure the decision p
cesses. The straightforward method for a network operatoonfigure a decision process is to
directly specify a weight for each criterion. However, vath a systematic procedure for deter-
mining what the weights should be, this method would be ggrone. Morpheus provides such
a systematic procedure based on the Analytic HierarchyeBso(AHP) [85], which derives the

appropriate weights based on operator’s preferences guotluy objectives.

We have implemented Morpheus as a routing control platfasnsisting of a small number
of servers that select BGP routes in a logically centralizeg. Previous work on centralized
routing platforms [15, 97, 96] has demonstrated that theybeamade scalable and reliable enough
for deployment in large ISP networks without sacrificing kaards compatibility. However, the
previous work mainly focused on tHeasibility of such logically centralized system, stopping
short of addressing the poor configurability of BGP policiesparticular, the previous work did
not identify the necessary supports for configurabilityrrthe routing architecture and proposed
only limited improvements in the BGP decision process asidonfiguration interface.

The rest of the chapter is organized as follows. In Secti@ ®e identify the necessary
changes to the current routing architecture in order to sugfexible policies. We present the
software architecture of the Morpheus server in Sectionaghd give examples on how to config-
ure routing policies through its AHP-based configuratideriface in Section 3.4. Section 3.5 de-
scribes the prototype implementation of Morpheus as eidarie the XORP software router [53].
Section 3.6 presents the evaluation of the prototype Marplserver and demonstrates that the
gain in flexible policies does not come at the expense of bitdyaand efficiency. Finally, we

present related work in Section 3.7 and summarize the chisgpSection 3.8.
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3.2 Routing Architecture

In this section, we present the intra-AS routing architeetof Morpheus, which enables us to
replace the BGP decision process with a new, flexible rodézsen process in Morpheus servers
(Section 3.3). We propose three changes to the way routedisseminated and assigned, and
the way traffic is forwarded within an AS, which provides tHenaate flexibility to the “inputs”
and “outputs” of the route selection problem formulatechi@ Introduction. These changes enable
Morpheus to: (1) have complete visibility of all alterna&tikoutes, (2) assign customized routes to
different edge routers in the AS and neighboring domaind,(@8hassign routes independently of
each other without causing forwarding loops. As a resudtytlute selection process can assign any
available route to any ingress link (i.e., neighbor) indegently. All three architectural features are
incrementally deployable through configuration changesdimnot require hardware or software

upgrades to existing routers.

3.2.1 Complete Visibility of BGP Routes

As discussed in Section 2.1, path diversity is the basis d€pdexibility. However, much of
the path diversity of a large ISP remains unused as routenetdoave complete visibility of BGP
routes [94]. An edge router may learn multiple routes forsémme destination prefix through exter-
nal BGP (eBGP) sessions with neighbor ASes. However, thierean only select and propagate
one best route per prefix to other routers in the AS. As a rgblte are many routes visible to only
one router in an AS. For example, in Figure 2.6, R3 and R4 esarh$ two routes to destination D,
but can only propagate one to R5 (say, the one via R6 and Rigatdeely). R5, inturn, propagates
only one route (say, the one via R8) to R1 and R2. Then, R2 datdearn, and hence cannot use
any of the other available routes (via R6, R7, or R9), evenwfduld have been preferred by the
customer C3 (e.g., to avoid having its traffic go through AS ®)ch loss of visibility gets even

more pronounced in large networks due to the use of routectefte[94]. Although propagating
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Figure 3.1: Morpheus routing architecture: Morpheus gsrpeer with neighboring domains via
multi-hop BGP sessions; edge routers direct interdomaiffidithrough tunnels.

only one route helps limit control-plane overhead, it imggsignificant limitations on flexibility.
Design Decision 1: An AS should have complete visibility of eBGP-learned wtaenable flexi-
ble routing policies.

Morpheus uses a small collection of servers to select BGRsmn behalf of all the routers
in the AS, as shown in Figure 3.1. Morpheus can obtain fulbilisy of all available BGP routes
through (multi-hop) eBGP sessions with the routers in neagimg ASes, as in the Routing Control
Platform [33, 97F Morpheus assigns BGP routes using internal BGP (iBGP) sessietween
the servers and the routers for backwards compatibilite Miorpheus servers also ensure that the
BGP routes propagated to eBGP neighborsarsistentvith the routes assigned to the associated
edge links. For example, in Figure 2.6, if Morpheus assighi$h@ route through R6 to reach D, it
must also propagate the same route to R2 (the edge routerdd8nected to), so that R2 knows
how to forward C3’s traffic to D using the expected path. Sitige architecture uses the BGP

protocol itself to learn and assign routes, it does not meqamy upgrade to the routers in the ISP.

LAlternatively, full visibility of the routes can be obtaidéhrough BGP Monitoring Protocol (BMP) sessions [88]
with the AS’s own edge routers, which is more scalable. Thgsvira which workload is divided among Morpheus
servers and consistency is maintained among them are stmitaose of previous RCP system [15, 97].
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3.2.2 Flexible Route Assignment

Evenwith complete visibility of alternative routes, today’s BGReaging routers cannot assign
different paths to different customers. In Figure 2.6, thie tustomers C1 and C2 connected to
the same edge router R1 may want to use the two different platbsgh the same egress point
R3 to reach D, respectively. To make such policy possible AB must have the ability to (1)
use available paths through aegress linkrather tharegress routérflexibly, and (2) assign those
routes to the ingress linksdependentlywhether or not they connect to the same edge router).
Design Decision 2: An AS should be able to assign any route through any egrdswsliany ingress
link independently.

With full visibility of all eBGP-learned routes, Morpheuarteasily pick the best routes through
any egress link for its customers and edge routers indiidiMorpheus can disseminate multiple
routes per prefix to edge routers in several wagince the edge routers are no longer responsible
for propagating BGP routing information to neighbor ASesrpheus does not need to send all of
the route attributes—only the destination prefix and ney-address are strictly necessary. This
enables a significant memory reduction on edge routers. tgamiving these routes, edge routers
can use the “virtual routing and forwarding (VRF)” featu@mmonly used for MPLS-VPNSs to

install different forwarding-table entries for differecustomers [77].

3.2.3 Consistent Packet Forwarding

With the flexibility of assigning any route through any egrésk to any neighbor independently,
extra care needs be taken in the data plane to avoid intnogl@ieiwarding loops. When a router
has multiple “equally good” routes, it is common practicepick the route through the “closest”

egress point, based on the Interior Gateway Protocol (IGHhts, a.k.a. hot-potato routing. For

2This can be achieved by using the “route target” attributammonly used with VRF in MPLS-VPN [77], or
having multiple iBGP sessions between a Morpheus serveaaratige router. Other options include using the BGP
“add-paths” capability [100].
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example, in Figure 2.6, if the routes to D through link R3-R@ #ink R4-R9 have the same local
preference and AS-path length, and if R1 is closer to R3 thaR4t (in terms of IGP weights),
R1 will pick the route through R3-R6. Hot-potato routing eres consistent forwarding decisions
among the routers in the network. For example, if R1 picksrtlute through R3-R6 to reach D,
other routers on the forwarding path (i.e., R5 and R3) areagiiaed to make the same decision.

However, hot-potato routing introduces problems of its ovirst, it significantly restricts
the policies an AS can realize. For example, in Figure 2.6aRd R2 connect to a common
intermediate router R5. Hot-potato routing forces themde tihe same egress point, rather than
allowing (say) R1 to use R3 and R2 to use R4. In addition, ald@BIchange can trigger routers to
change egress points for many prefixes at once, leadingge teaffic shifts and heavy processing
demands on the routers [93].

Design Decision 3: The routers in an AS should forward packets from the ingnessto its as-
signed egress link.

To achieve this goal, Morpheus relies on IP-in-IP or MPLShils to direct traffic between
edge links. This design choice offers several importanaathges, beyond allowing flexible route
assignment without the risk of forwarding anomalies. FiMbrpheus can rely on the IGP to
determine how traffic flows between ingress and egress yuteducing the complexity of the
Morpheus server and ensuring fast reaction to internallbgyyachanges. Second, Morpheus does
not need to select BGP routes for the internal routers, iaduhe total number of routers it has to
manage. MPLS or IP-in-IP tunneling is readily availablei¢ Irate in many commercial routers,
and a “BGP-free core” is increasingly common in large ISlsMbrpheus, packets are tunneled
between edgénks (rather than between edge routers as is common today). Td esaters in
neighboring domains (e.g., R6 in Figure 2.6) having to deakgte packets, edge routers (e.g., R3)
need to remove the encapsulation header as part of forvgattarpackets, using technique similar

to penultimate hop popping [26].
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3.3 Server Software Architecture

The Morpheus server needs to solverthigte selection problemintroduced in Section 3.1Given

a set of available routeR = {ry,r, ..., 7, } for a prefixp, choose a best route’ according to a set
of criteriaC = {cy, co, ..., ¢} for each neighboring routerThis problem naturally devolves into
two main steps: (itlassifyingthe routes based on each criterion andg@)ectingthe best route
based on the set of criteria, as shown in Figure 3.2. patiby classifietags every received route
based on a single policy objective. Eacision procespicks a best route according to the tags
using a “decision function¥; that is configured to realize a particular routing policy. Aidheus
server can run multiple decision processes in paralleh @aith a different routing policy, to pick

customized routes for different neighbors.

3.3.1 Multiple Independent Policy Classifiers

The introduction of policy classifiers provides flexibility providing a separate attribute for each

policy objective, and incorporating “side information’tanroute selection.
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Separate Attribute for Each Policy Objective

The BGP decision process selects best routes by examinenBGR attribute at a time, e.g., first
“local-preference”, followed by “AS-path length” and so.oAs BGP policies involve more and
more policy objectives, many of them are forced to be redlizg using the same BGP attribute.
For example, to realize the common business relationsHipypaf “prefer customer routes over
peer routes, and prefer peer routes over provider routestpmer / peer / provider routes could
be assigned with local-preference value of 100 / 90 / 80 eetsgely. At the same time, operators
often increase or decrease the local-preference of a routeake it more or less favorable in
the decision process to control the traffic load of certankdi In fact, many other complicated
rules are also overloaded to “local preference” via medmasaisuch as “route-maps” tadirectly
influence BGP’s multi-stage decision process. The lack phse attributes for individual policy
objectives causes policy configuration to become immerg®lyoluted, as the attribute overload
becomes more severe.
Design Decision 4: A Morpheus server should use a separate attribute for eatibypobjective.

Morpheus’ policy classifiers realize this design decisigridgging the routesEach classifier
takes a route as input, examines the route according to #@isgeaicy criterion, and generates
a tag that is affixed to the route as metadata. For examplesiadas-relationship classifier may
tag a route as “customer”, “peer”, or “provider”; a latend¢gssifier may tag a route with the mea-
sured latency of its forwarding path; a loss classifier mgyaaoute with the measured loss rate
of the path; a stability classifier may tag a route with a pgnstore that denotes the instability
of the route (using, for example, a route-flap damping atgori[98]); a security classifier that
detects suspicious routes (e.g., those being hijacked}ageg route as “suspicious” or “unsuspi-
cious” [59].

Each policy classifier works independently and has its ownsfaace, obviating the need to

overload the same attribute. It also makes it easy to extendytstem with a new policy objective
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by adding a new classifier, without changing or affecting arigting ones. Furthermore, when

a new module needs to be incorporated into the system, uggmraeked only be applied to the

Morpheus servers instead of all routers in the AS. Thessaifieisgenerated tags are purely local
to Morpheus, and are never exported with BGP update messagesich, using these tags does
not require any changes to any routers.

By tagging the routes, rather than filtering or suppressiegt, the decision process is guaran-
teed to have full visibility of all valid candidate routex¢ept those that are ill-formed or cannot
be used under any circumstances, e.g., those with loopsiimAB paths). This is in sharp contrast
to the current BGP implementation in which all the routestfa same prefix may be filtered or
suppressed (e.g., in the case of route-flap damping), soreeteaving the decision process with

no route to choose from.

Incorporate Side Information

Another issue that limits the flexibility of routing poligas the lack ofside information Many
useful routing policies require additional informatioraths not part of the BGP updates. For
example, to select the route with the shortest latency testiraggion, we need performance mea-
surement data. (As mentioned in Section 2.1.1, the AS-patth is a poor indicator of path
latency.) In general, side information about route prapsrincludesexternal informatiorsuch
the business relationships with the neighbors, measurtethaém or a registry of prefix ownership,
andinternal statesuch as a history of ASes that originated a prefix (which candeel to detect
prefix hijacking [59]), or statistics of route instabilitiAiowever, there was no systematic mecha-
nism to incorporate side information in routers. Networlei@gtors had to either “hack” their BGP
configurations in an indirect and clumsy way (e.g., tweaKnogite-maps”), or wait for software
upgrades from router vendors (if the need for certain sifle@mmation becomes compelling) and

then upgrade a large number of routérs

3Recently, several RCP-type systems started to offer thigesiability to incorporate side information [96, 97].
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Design Decision 5: A Morpheus server should be able to use external informatiah/ or keep
internal state when determining the properties of routes.

The introduction of policy classifiers makes it easy to ipowate side information as each pol-
icy classifier can have access to different external dataeseontaining the information needed to
classify the routes. For example, the business-relatipasiassifier can have access to up-to-date
information about the ISP’s business relationships witgmaoring ASes through a corresponding
configuration file. A latency classifier and a loss classiféar get measurement information about
path quality from a separate performance monitoring systera reputation system (e.g., A6
is well known to have long latency or a high loss rate). A sigwtassifier can have access to a
registry of prefixes and their corresponding owners.

Different classifiers can also maintain separate intertadks. For instance, a stability classi-
fier can maintain statistics about route announcement atdikawal frequencies. A route security
module that implements Pretty Good BGP (PGBGP)—a simplaréhgn that can effectively de-
tect BGP prefix and subprefix hijacks—can keep past histoB@®P updates in the pagtdays
(whereh is a configurable parameter) [59].

Care needs to be taken when taking performance metrics kgency and loss) into the de-
cision process, as these properties of a path could patgrdienge quickly with time. Recent
studies suggest that it is possible to factor performancergute selection in a stable way [58, 54].
We plan to further investigate the trade-off between rotgbibty and the responsiveness of route
selection to performance changes in the context of Morpfegs, use a timer in the classifiers to

control how often the performance properties of routes ghan the decision process).

3.3.2 Multiple Weighted-Sum Decision Processes

The Morpheus server uses a weighted-sum decision procesalize trade-offs amongst different
objectives. It also supports running multiple decisiongeisses in parallel to realize different

customized policies simultaneously.
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Weighted-sum for Flexible Trade-offs

The conventional step-by-step BGP decision process ingp@strict ranking of route attributes,
starting with local preference and followed by AS-path lrgnd so on. As a result, policies that
strike a trade-off among policy objectives are hard to eeglsuch as the example mentioned in
Section 3.1 that balances stability and business reldtipas
Design Decision 6: The Morpheus decision process should support trade-oftmgrpolicy ob-
jectives.

To achieve this goal, the decision functig in the route selection problem formulation (as
mentioned in Section 3.1) must allow trade-offs among padigjectives. A simple, yet powerful
method is theveighted-sum For example, for a route € R (whereR is the set of alternative

routes), its weighted-suscoreis:

S(r) = Zwi - a;(r) (3.1)

c;, eC
wherew; is theweightfor criterionc; in C, anda;(r) is router’s rating of criterioni. For a prefix

p, the decision functiotF, selects the route with the highest score as the best choice:

r* = Fe(r) = argmax S(r) (3.2)
r€R(p)

We choose the weighted sum as the basis of Morpheus’ degsimess for three reasons. First,
the weighted sum provides an expressive way to make trdddsefween the criteria through the
configuration of their weights, and it can also be used to esgp@a sequential process like the
standard BGP decision process. Second, weighted sumsnapéedio compute and thus well-
suited to making routing decisions in real time. Third, [bals us to leverage Analytic Hierarchy
Process (AHP), a technique in decision theory, to desigmalsiand intuitive configuration in-

terface, which can automatically derive the weights adogrtb operator’s preferences on policy
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Figure 3.3: Each decision process consists of a set of mggpinttions of the policy objectives
and a score function. Different decision processes aregumeiil with different mapping functions
and/or score functions to realize different policies.

objectives (as discussed in Section 3.4).

Morpheus instantiates one decision process for each gpthcy and supports running mul-
tiple decision processes in parallel. To allow differentiden processes timterpreta policy tag
differently, each decision process has a set of “mappingtions” before the “score function”, as
shown in Figure 3.3. The introduction of the mapping funcsioffers two major benefits.

First, the introduction of the mapping functions decoupihesyeneratiorof tags (the job of the
classifiers), and thiaterpretationof tags (the job of the mapping functions). This way, eacicyol
classifier can tag routes in its own tag space without wogyhout the consistency with other
classifiers. This facilitates the implementation of clsss by third parties. With the mapping
functions, network operators can simply “plug and playtetént classifier modules. The mapping
functions can ensure that all tags are converted to the saifeema numerical space to make the
comparison between different policy criteria meaningflé believe this open platform will foster
the sharing of classifier modules in the operations commiamiti may also lead in the long run to
the emergence of a market centered around these modules.

Second, the mapping functions enables different poli@asterpret the same policy tadjf-
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ferently For example, one policy may want to set a threshold for retadility and treat all
routes with penalty values below the threshold as “equéadligle”, while another policy may want
to always select the most stable route available. As showsgare 3.3, the same tagg; can
be mapped to different ratings' and «” by two different mapping functiong.1# and M?P.
Therefore, network operators can realize different petichrough different configurations of the
mapping functions (as well as weights of the policy objexgiy as illustrated by the examples in
Section 3.4.

After passing the mapping functions, the route is sent t@toee function which computes its
score, as shown in Figure 3.3. Then the scores of all thesdatehe same destination prefix are
compared, and the route with the highest score is pickedeabdht route. If there are multiple
routes with the same highest score, the operators have theedio break the tie using different
mechanisms, such as configuring a (potentially differeamiking of egress links for each ingress
link, and pick the route with the highest egress link rankasghe best route [102]; or simply using
router ID. As in conventional BGP, the export policy modutieathe decision process makes the

final decision on whether to send the route out or filter it.

Parallel Decision Processes for Customized Policies

BGP allows an AS to influence how other ASes reach itself (éhgough the use of BGP com-
munities). However, BGP provides no mechanism for an AS flaence how its provider picks
routes for it to reach the rest of the Internet. However, stadrdination is increasingly impor-
tant as more customers want routes with particular pragee(a.g., low latency, high bandwidth,
good security). For example, many content providers (sagial network Web sites) rely on their
ISPs to reach their users (i.e., the “eyeballs”). To getarids the “eyeballs”, content providers
commonly buy services from multiple transit providers asd anly the routes that meet their per-
formance requirements. This is not economical for the gureovider. A transit provider that

could flexibly assign the routes based on customers’ prne¢esewould have an advantage over
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other ISPs in attracting customers.
Design Decision 7: An AS should allow its neighbors (e.g., its customers) toenite its routing
policies by specifying their preferences.

To support different customer choices, Morpheus suppbetsdalization of multiple indepen-
dent routing policies simultaneously, through the pafrahecution of multiple decision processes,
each selecting its own best routes, as shown in Figure 3.3.

To avoid changing the BGP protocol, Morpheus uses an obaafi communication channel
for customers to specify preferences through a simple coraigpn interface. For example, the
provider could allow a customer to independently and diyexinfigure the weights in a decision
process. Alternatively, the provider could combine thetauers’ preferences between certain
policy objectives, and combine them with its own preferentteough an AHP-based configura-
tion interface (as discussed in Section 3.4). While prangda separate decision process for each
customer may introduce scalability challenges, we beliey@actice, the routes most customers
want can be reduced to a handful of types, such as low-latentgs, most secure routes, most sta-
ble routes, low-cost routes. The provider could simply ptevhese options to its customers, and
only provide customized decision processes to a very lomiember of customers who demand
more control of their routes.

In any case, Morpheus provides an AS the ability to seledesobased on a variety of fac-
tors. However, this extra flexibility should not come at tixpense of global routing instability.
Fortunately, the NS-BGP stability conditions presente&éction 2.3 provide a useful guideline
for ISPs that want to offer flexible policies on a per neighfmrper neighbor group) basis. In
addition, possible extensions of recent stable load-lsadgrtechniques [31, 58, 39, 54, 7] can be
explored to prevent oscillations in interdomain load-g#resrouting. In both cases, considerable

flexibility in interdomain routing is possible without comgmising global stability.
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3.4 AHP-Based Policy Configurations

In this section, we present how to configure routing policgieMorpheus. In theory, operators
could configure the mapping functions and the weights dirdct realize policies. However,
humans are not good at setting a large number of weightstlyirecreflect their preferences.
Instead, studies show that humans do a much better job iregsipg their preferences through
pairwise comparisons between alternatives, even thowgietults of these comparisons are often
inconsistent [85]. Based on this observation, Morpheusrbayes the Analytic Hierarchy Process
(AHP) [85], a technique in decision theory, to provide a denmtuitive configuration interface.
Network operators specify their policy preferences thiopgir-wise comparisons, and AHP au-
tomatically derives the weights of policy objectives and #ppropriate ratings of the mapping
functions. After briefly explaining how AHP works in an “ofiile” fashion, we propose an “online”
version that is more appropriate for real-time route seactWe then show a policy configuration
example, in which the ISP allows its customer to configure pathe decision process. At the
same time, the ISP itself controls how much influence on tluésa®n process the customer can

have.

3.4.1 The Offline AHP Configuration Process

AHP is a well-studied, widely-applied technique in Multritéria Decision Analysis [11], a field
in decision theory. It provides a simple, yet systematic wafind the overall best choice from
all alternatives, according to the decision maker’s pesfees of the alternatives with regard to
individual criteria [85]. In interdomain routing policyh¢ alternatives are the available routes, the
decision maker is the network operator, and the criteridraggolicy objectives.

The first step in AHP is to model the decision problem akeaision hierarchyas shown in
Figure 3.4. At the bottom of the hierarchy are titernatives i.e., the possible solutions of the

decision problem. One solution must be selected among tiimatives based on a setafteria,
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Figure 3.4: The decision hierarchy of AHP.

as shown in the middle of the hierarchy. For each criterioa decision maker then performs pair-
wise comparisons of all alternatives. For each comparig@ndecision maker specifies his / her
preference of one alternative over the other using a nuriberscale from 1 to 9 has proven to be
the most appropriate [85], in which, when comparing cra@rto g, 1 meang andq are equally
preferred, 3 means weak preferencefforverq, 5 means strong preference, 7 means demonstrated
(very strong) preference, 9 means extreme preference.nvbese values 1/3, 1/5, 1/7 and 1/9 are
used in the reverse order of the comparisgprug. p). Intermediate values (2, 4, 6, 8) may be used

when compromise is in order.

Table 3.1: Comparison matrix

Loss Rate| R1(0.01) | R2(0.03)| R3(0.05) | Weight
R1(0.01) 1 3 9 0.69
R2 (0.03) 1/3 1 3 0.23
R3 (0.05) 1/9 1/3 1 0.08

An example is shown in Table 3.1, where three alternativéeoli1, R2, and R3 are com-
pared in pairs based on their loss rate. Note that althougtathie shows the entire matrix of 9
preferences, the operator only needs to specify 3 of themtvs. R2”, “ R1 vs. R3”, and “R2
vs. R3". Here the operator weakly prefefél (with a loss rate 06.01) over R2 (with a loss rate of
0.03); strongly prefersk1 over R3 (with a loss rate 06.05); and weakly prefer$2 over R3. The

table also shows the weights of all alternatives, which areguted from the principal eigenvector
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Figure 3.5: Example of a decision hierarchy.

of the preference matrix [85]. In this case, the operataedgrences are “consistent”, i.eRt vs.
R3"(9) =“R1vs. R2" (3) x “R2vs. R3" (3), so the weights can be derived by normalizing the
values in any column of the preference matrix. However, msrae likely to givanconsistent
answers in a series of pair-wise comparisons, and AHP pesvédsystematic way to deal with
inconsistency, as illustrated in the example in Sectior33.4

With operator’s preference of alternative routes on eaitbrn (e.g., business relationships,
latency and loss rate in Figure 3.5), AHP can derive thegatifr) of router for each criterion,
as in Equation (3.1). To get the weight of each criterion, the operator also needs to determine
the preference (relative importance) of different craghrough similar pair-wise comparisons of
criteria. With the preferences of all criteria pairs, AHR ckerive the appropriate weight for every
criterion, and calculate the overall score of an altereatoute using Equation (3.1). For example,

in the hierarchy shown in Figure 3.5(R1) = 0.72 x 0.55 + 0.14 x 0.69 + 0.14 x 0.62 = 0.58.

3.4.2 Adapting AHP to Work Online

Applying the conventional AHP technique to the route sébecproblem directly, as described in
Section 3.4.1, only works in arfflinefashion. This is because whenever a new route is received, a
human operator has to compare all alternatives routes iia with regard to every policy objective

(to get the rating;()), which can not be done in real time.
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To make the AHP-based decision process wamkne, we replace the alternatives in the de-
cision hierarchy with a set cfubcriteria For example, in Figure 3.6, the business relationships
criterion can be divided into three subcriteria: custorpeer, and provider. This change allows
network operators to specify their preferences on eachfsailriteria offline, while enabling
the ratingsa;(r) of received routes to be generated in real time. For exanimiehe business-
relationship criterion, an operator can specify his / h&fgnence of customer / peer / provider
routes through pair-wise comparisons offline. The appatermiating for each type of route will be
derived by AHP automatically and stored in the mapping fimmcfas shown in Figure 3.3).

In summary, the online, AHP-based policy configuration pesccan be performed in three
steps: (1)Decompose:The network operator formulates the decision problem bwtifieng a
hierarchy of criteria (and subcriteria); (3pecify preferences:For each pair of criteria at the
same level of the hierarchy and with the same “parent coitérithe network operator specifies
his / her preference of one criterion over the other;[¥8jive weights: The preferences are orga-
nized in preference matrices and weights are derived by AditRydinear algebra operations [85].
Note that operators are only involved in the first two steps, the third step is performed by the

configuration program automatically.

3.4.3 A Policy Configuration Example

As mentioned in Section 3.3, Morpheus enables an ISP to geit finom its customers about
their preferences on routes. Here we give an example thatsshow customer preference can be
incorporated into the decision process using the AHP-besefiguration interface.

Suppose the ISP has a customer C who is a content providet, las purchased the “premium
service” that allows it to specify its preference on the esut learns from the ISP. As a content
provider, C is primarily interested in learning routes thawve low latency to the destinations
(i.e., to get the content closer to the “eyeballs”). The I&#,the other hand, cares about the

“business relationships” property of the routes, as it waarn profit by forwarding traffic through
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Figure 3.6: The AHP hierarchy of an example routing policy.

a customer, and it would have to pay to forward traffic throagirovider.

Figure 3.6 shows the AHP hierarchy of the routing policy, ethiakes four policy objectives
into account: business relationships, latency, stabditgl security. As the first step of the config-
uration, the ISP needs to decide how much influence to theidagprocess it gives to customer
C. As a premium service, the ISP allows C to directly sped#ypreferences on all policy objec-
tives except business relationships. It also stronglygpsethe customer-specified objectives over
the provider-specified objective, and enters “7” in the touser-specified vs. provider-specified”
comparison. AHP then automatically derives the relativegims of the two types of objectives:
0.875 for the three customer-specified objectives (latestapility, and security) and 0.125 for the
provider-specified objective (business relationships).

To determine the relative weights of latency, stabilityd acurity, the customer C needs to
specify its preferences through pair-wise comparisonsuAsng that C enters “latency vs. stabil-
ity” = 5, “performance vs. security” = 5, and “stability veeaurity” = 1, AHP can then derive the
weights of the three objectives: latency (0.714), stab{bt143), and security (0.143), as shown in
Figure 3.6.

Now that the weights of the four policy objectives are detiitbe ISP and the customer C only

need to configure the corresponding mapping functions ®otijectives. Assuming that the ISP
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specifies its preferences on business relationships astditer vs. peer” = 3, “peer vs. provider”
= 3, and “customer vs. provider” = 9, then AHP automaticaklyides the ratings of the three
types of routes for the mapping function of business refatigps. Upon receiving a route tagged
as “customer”, “peer”, or “provider” by the business redathip classifier, the mapping function
will assign it with a business relationship rating of 0.60231, or 0.077, respectively.

For the latency mapping function, suppose the customer ®@as ghree latency intervalg; =
[0, 50msec], iy = [50msec, 150msec|, andiz = [150msec, oo], and it has the following preferences:
“i1 VS. 15" =5, “iy vs. i3” =9, and ‘i, vs. i3” = 3. AHP will then derive the ratings the mapping
function should use to map the routes that fall into the thnéervals: i; = 0.672,i, = 0.265,
andiz = 0.063. While calculating the ratings, AHP also calculdtesconsistency ratiof the
preferences [85], where a consistency ratio of 0 meansefiépnces are consistent. In this case,
the three preferences are inconsistent (i&.v5. i3” (9) # “i; vS. iy” (5) x “ip vs. i3” (3)), and
the consistency ratio is 0.028. AHP requires the consigtesito to be no larger than 0.0% &
3),0.08 @ =4), or 0.1 ¢ > 5) for a set of preferences to be acceptable, wheisethe number
of alternatives [85]. (As 0.028 is below the 0.05 threshtiis set of preferences is acceptable.)
When a set of preferences specified by an operator has atemtsisatio larger than the threshold,
Morpheus will request the operator to reset the preferences

For stability, we assume the stability classifier runs ammtigm similar to the one used by
route-flap damping (RFD), and tags each route with a numberdas 0 and 100. The higher the
number is, the more stable the route is. The customer C treatss with a stability tag below
70 as unstable, and it extremely prefers stable routes matable ones. For security, we assume
the security classifier runs the Pretty-Good BGP (PG-BG#)dfgorithm, and tags every route as
either “suspicious” or “unsuspicious”. The customer C extely prefers unsuspicious routes over
suspicious routes.

In a similar fashion, the provider can provide customizedirg policies to different customers

using separate decision processes (as shown in FigureaBBallow each customer to configure
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Figure 3.7: Morpheus prototype implemented as an extersi¥Xi®RP

certain policy objectives through the simple AHP-basedriiatce.

3.5 Implementation

We have implemented a Morpheus prototype as an extensidret§®RP software router plat-
form [53]. We first highlight the major changes we made to XQfREn describe the four policy

classifiers and the decision process we have implementeéatey detail.

3.5.1 Changesto XORP

We chose XORP as the base platform to implement our Morpheistppe because its modular
structure closely parallels the Morpheus software archite. However, since XORP is designed
to implement the standard BGP decision process operatiagiagle router, our prototype differs
from XORP’s BGP implementation in three key ways.

First, we implemented the weighted-sum-based decisiocggsof Morpheus from scratch. It
has the ability to select different routes for different edguters/peers, and can simultaneously
run multiple decision processes each having its own polbeyfiguration.

Second, to demonstrate that a policy classifier is easy ttemmgnt and to evaluate the per-
formance of different such classifiers in action, we implated four policy classifiers performing
classifications based on business relationships, latstayility and security respectively. While
these classifiers could, in principle, work in parallel, ur prototype we implemented them as new

modules in the XORP message processing pipeline, as shokigune 3.7. Since the classifiers
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work independently, the ordering amongst them is not @iitic
Third, we modified XORP’s import and export-policy modulesblypass route-flap damping,
and ensure export consistency between edge routers aneitftedbaring domains connected to

them.

3.5.2 Policy Classifiers

In this section, we discuss in detail the four policy classffiwe have implemented thus far.

Business relationships: The business relationship classifier is linked to a configumdile that
contains a table of (next-hop AS, business relationship} p#/hen a Morpheus server is started,
it reads this file into memory. When a new route arrives, thesifier consults the table and assigns

the route with the appropriate tag (e.g., “customer”, “pear “provider”).

Latency: Our latency classifier assumes there is a performance mimgtsystem (PMS) from
which it periodically pulls real-time latency informati@bout paths between an ingress point to
an egress point, and from an egress link to a destinatiorxprefie retrieval of the performance
information is handled by a background process and themgulliterval can be adjusted to reach a
sweet spot between the freshness of the latency/loss iat@mmand the communication overhead
to the PMS.

The latency classifier generates two types of tags—the afledakency and the relative latency,
to serve different policy needs—some policies only careuatize relative latency amongst alter-
native paths (e.qg., “always choose the path with the lovegenty”), while others may be specific
about absolute latency (e.g., “for all paths with latencgsléhan 100 ms, choose the most stable
one through a customer”). To generate both types of tagdatbecy classifier internally keeps
records of the current path latengy,,, and the minimum observed path laterigy, for each (pre-
fix, next-hop) pair. When a new route arrives, it is taggedwit,, in milliseconds as the absolute

latency, and,,,., /i @S the relative latency.
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Stability: Our stability classifier implements the same penalty fuamctas route flap damping
does [98]. However, instead of suppressing routes with alpeexceeding a threshold, our sta-

bility module tags each route with a penalty score.

Security: Our security classifier implements Pretty Good BGP (PGBGB), [a simple yet effec-
tive heuristic algorithm that identifies bogus routes based history of (prefix, origin AS) pairs.
A route is tagged as “suspicious” if a route’s AS path doesmatich the history of the lagtdays
(whereh is a configurable parameter); or as “unsuspicious” othexwibhis classifier is ported
by the author of PGBGP from his original implementation,hnét few interface changes. This
demonstrates that the design of Morpheus is friendly taltparty modules.

Amongst the four classifiers, three of them (except the lassirelationships classifier) are
required to “re-tag” previously tagged routes when cert@inditions are met. For example, the
latency classifier needs to re-tag a route if the change imlptgncy exceeds a certain threshold.
The stability classifier needs to re-tag a route when theydetas penalty score exceeds certain
value. The PGBGP algorithm also requires to re-tag a “siumyse route as “unsuspicious” if it is
not withdrawn after 24 hours. In all such cases, a configerabhimum re-tagging interval can
be set to prevent undesirable flapping effect. (The 24-hat@rval in the PGBGP case is long

enough, so no additional constraint is needed.)

3.5.3 Decision Processes

We implemented the decision process with four mapping fanstfor the four classifiers, and
a weighted-sum score function, as described in Section @@ implementation assumes the
mapping functions and the score functions are specifiednfiguration files ahead of time. When
a new route arrives, a decision process only computes thre $oothis new route, without re-

calculating the scores for all previously received routasttie same prefix. In fact, the decision

process only compares the new route’s final score with thecthiighestscore of that prefix. On
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the other hand, when the current best route is withdrawrgekesion process compares the scores
of all remaining routes and picks the one with the highestesas the new best route.

It is possible that more than one route receives the same.sdorselect a single best route
for each peer/edge router in that case, Morpheus currengpasts two types of tie-breaking
mechanisms—ranking of egress points, and router ID. Inghk-based tie-breaking scheme, each
edge router is assigned with a fixed (but configurable) rankinall egress points. This ranking
may reflect geographic distance or the typical IGP distaanédink capacities between each pair
of ingress/egress points. By decoupling changes in the i&Rrates from the decision processes,
the fixed-ranking scheme avoids the problems associatédheitpotato routing [93] and gives
the ISP additional control over the flow of traffic (e.g., d&se an ingress point’s ranking of a
particular egress point, if a link gets overloaded by th#ier&rom the ingress point to that egress
point). A closer coupling with the IGP distances, where mekdan be achieved on a longer time

scale by simply adjusting the configuration of the fixed ragki

3.6 Implementation and Evaluation

In this section, we evaluate the performance and scalbiliMorpheus using our XORP-based

prototype. Specifically, we answer three questions:

1. What is the performance of Morpheus’ policy classifiers asdg¢ore-based decision process?
We find that the Morpheus classifiers and decision procesk gfticiently. The average decision
time of Morpheus is only 20% of the average time the stand&® Hecision process takes, when

there are 20 routes per prefix.

2. Can Morpheus keep up with the rate of BGP update messageg@lBPs?0ur unoptimized
prototype is able to achieve a sustained throughput of 8dateg/s, while the aggregated update

arrival rate of a large tier-1 ISP is typically no larger tt&00 updates/s [97].
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3. How many different policies (i.e., decision process insgs) can Morpheus support effi-
ciently? Our experimental results show that our prototype can supfbiconcurrent decision

processes while achieving a sustainable throughput of pdétes/s.

3.6.1 Evaluation Testbed

We conduct our experiments on a three-node testbed, coigsaftan update generator, a Mor-
pheus server, and an update receiver, interconnectedgthswitch. For a realistic evaluation,
the route generator replays the RIB dump from RouteViews prilA7, 2007 [84] to the Mor-
pheus server. The evaluations were performed with the Marplerver and the update generator
running on 3.2GHz Intel Pentium-4 platforms with 3.6GB ofmuy. We run the update receiver
on a 2.8GHz Pentium-4 platform with 1GB of memory. The threxhines each has one Gigabit

Ethernet card and are connected through a Gigabit switogy @ run Linux 2.6.11 kernel.

3.6.2 Evaluation of Processing Time

To evaluate the performance of Morpheus’ policy classifaard decision process, we conduct
white-box testing by instrumenting the classifier funct@md the decision process, and measuring
the time they take to process a route. To highlight the perémce difference introduced by the
Morpheus design, we also compare Morpheus’ decision tinte twio reference implementations
in XORP: the standard BGP decision process and a modified BfGRidn process with a rank-
based tie-breaking sté{similar to what Morpheus uses) after the multi-exit disgriator (MED)
comparison step. In each processing-time experimentgtiata generator sends 100,000 updates

to the Morpheus server.

Classification time: We first measure the time each policy classifier takes to tagir In this

experiment, the business-relationship classifier readsable of 2000 (AS number, business rela-

“4In the rank-based tie-breaking scheme, each edge routssignad with a fixed (but configurable) ranking of all
egress points, and the edge router with the highest rangisglécted as the winner [102].
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Figure 3.8: Classification time: time taken by the classftertag a route.
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Figure 3.9: Decision time: time taken by the mapping funttiand the score function, and the
total decision time (1 route per prefix)

tionship) pairs. The latency classifier is fed with statialés of path latency data. We believe the
result we get should be comparable to the scenario in whiatpMaus gets this information from a

monitoring system, because the measurement results wiltdséetched by a background process
and cached. From the CDF of the tagging time shown in FigBe\8e see that the business-
relationship classifier takes only about 5 microsecondadgatroute. The stability classifier takes
about 20 microseconds on average, while the delay clastkes about 33 microseconds. The
most complex classifier—the security classifier which impdats the PG-BGP algorithm, takes

103 microseconds on average.
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Figure 3.10: Decision time: comparison between MorphedsddRP-BGP, 20 routes per prefix.

Decision time (one route per prefix):We then benchmark the time taken by the decision process
to calculate the final score for a route (excluding the cfasdion time). Figure 3.9 shows the
CDFs of the two components of the decision time—the mappingtfons (one for each classifier)
and the score function, as well as the total time. As we eggedhe score function runs very
quickly, taking only 8 microseconds on average. The fourpivapfunctions take 37 microseconds

in total. The total decisiontime is about 45 microsecondav@rage. In this experiment, the update
generator only sends one update per prefix to the Morpheusrsao there is no tie-breaking

involved in our measurements.

Decision time (multiple alternative routes per prefix): In the next experiment, we compare the
decision time of Morpheus and the out-of-the-box BGP imm@etation of XORP (XORP-BGP),
when each prefix has multiple alternative routes. We corgigoth Morpheus and XORP-BGP to
receive 20 identical (except for router IDs) routes per gprigim the update generator. To make a
fair comparison, we configure Morpheus to use router ID t@abtéees. From Figure 3.10 we can
see Morpheus takes about 54 microseconds on average tbasbkst route, whereas XORP-BGP
takes an average time of 279 microseconds.

It is not surprising to see that Morpheus takes much lessttiare XORP-BGP in selecting best

route when the number of alternative routes is large, becaagmrdless of the number of alternative
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routes per prefix, Morpheus only needs to compute one scoea &mew route arrives, whereas
XORP-BGP has to compare the pool of alternative routes ®stime prefix all together through
the step-by-step comparisons in the BGP decision procdsss. also explains why the decision
time of Morpheus has smaller variation, while XORP-BGP'sigi®n time varies significantly,

ranging from less than 100 microseconds (when there is osigadl number of alternative routes

for a prefix) to over 500 microseconds (when the number besdange).

Table 3.2: Processing time of the rank-based tie-breaker

10 routes/prefix 20 routes/prefix

10 edge routers 83 us 175us
20 edge routers 138pus 309us

Time to perform rank-based tie-breaking: Finally we measure the time Morpheus takes to
perform rank-based tie-breaking when multiple alterreatoutes have the same score. Without
any knowledge about how often and how many routes will endawinlg the same score, we study
two cases in our experiments: ttendom casand theworst case In the random case, we assign
every alternative route with a random integer score unifpselected between 0 and 100. In the
worst case, we let all alternative routes per prefix have éimeesscore. We run eight test cases:
random case/worst case with 10/20 edge routers and witlD X0(izes per prefix. Since in the
four random cases, there is little possibility (i.6%) ¢ 0.01% = 0.019) that two routes will have the
same final score, leaving the rank-based tie-breaker almeost used, we list only the average tie-
breaking time of the four worst cases in Table 3.2. As we canifall alternative routes happen
to have the same score, the rank-based tie-breaking stepeedme the performance bottleneck
of Morpheus’ decision process, even in the modest case abut@s/prefix with 10 edge routers.
However, such worst case scenario is not likely to happenaféen in reality, especially when the

number of alternative routes is relatively large.
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Figure 3.11: Throughput achieved by Morpheus with differemmber of decision processes

3.6.3 Throughput

To determine the update processing throughput Morpheusdairve, we use the following net-
work model of a large tier-1 ISP from a prior study [97]. Wewasg a large ISP has 40 Point-
of-Presence (POPSs), each of which contains one Morpheusrs&ach Morpheus server has 240
eBGP sessions with customers, and 15 iBGP sessions withredtgzs. It also keeps 40 sessions
with other Morpheus servers, through which it learns eveuge other Morpheus server receives.
We assume the ISP (and each of its Morpheus servers) re@ivesutes per prefix (as shown
in Section 2.1). Since each Morpheus server selects rootdbd edge routers located the same
POP, in the experiments we assume it applies the same raokeggess points for all its 15 edge
routers, while different Morpheus servers still have ddfe rankings.

In each throughput experiment, the update generator nieér2@ sessions with the Morpheus
server and sends 20 update messages of each route, onegpen.s€be Morpheus server main-
tains 295 sessions (240 eBGP sessions, 15 iBGP sessionasebkgions to other Morpheus
servers) with the update receiver. By sending multiplegsutith the same attributes to the Mor-

pheus server, we measure therst casahroughput Morpheus can achieve, because all the routes
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will have the same score and hence the rank-based tie-hgeatap is always performed. Every
throughput experiment runs for a 15-minutes period, andifitate generator sends updates at the
fastest rate it can get.

Figure 3.11 compares the throughput achieved by Morphenfiggewed with different number
of decision processes. When Morpheus only runs one degsmeess, it achieves a sustained
throughput of 890 updates/s. As the number of decision ggaincreases to 10, 20 and 40,
the achieved throughput decreases slowly to 841, 780 andigd#&es/s, respectively. When we
increase the number of decision processes, we assume estiomeustill subscribes to only one of
them (i.e., only receives one route per prefix). As such,dted humber of updates the Morpheus
sends to the update receiver does not increase.

We are satisfied with the throughput our unoptimized prqtetsichieves, as a large tier-1 ISP
usually receives less than 600 updates/s (95 percentifg) [Bhe slow decrease of throughput
as the number of decision processes increases also deateasttorpheus’ score-based decision

process design can scale to a large number of differentipslic

3.6.4 Memory Requirement

When we compare the memory consumption of Morpheus with X@BIP, we find XORP-BGP
consumes 970 MB of memory when loaded with five routes perxpra8 its implementation
stores multiple copies of each route. Therefore, neitreeoth-of-box XORP-BGP nor our XORP-
based Morpheus prototype were able to load 20 full BGP rguables with 3.6 GB of memory.
However, the memory footprint of our Morpheus prototypentyd 0% larger than that of XORP-
BGP, which is mainly used by the classifiers (largely by theuséy classifier) and used to store
metadata of routes (tags, scores, etc.). We observe tratB®@P implementations consume much
less memory comparing to XORP under the same condition. ¥ample, openbgpd only takes
270 MB to store 20 full BGP routing tables [97]. Our experirhen Quagga [79] shows a memory

footprint of 550 MB with 20 full BGP routing tables. There&rwe believe that a Morpheus
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prototype based on a BGP implementation with better memffigiency will not impose any
memory pressure on a reasonably provisioned server. Wenatsothat, unlike router memory,

memory for regular servers is cheap and easy to install.

3.7 Related Work

Previous work proposes to raise the level of abstraction @PBpolicy configuration through
network-wide, vendor-neutral specification language4 2%, However, we believe new languages
alone are not sufficient to make policy configuration moreilfliex because today’s intra-AS rout-
ing architecture and the current BGP decision process Inthduce peculiar constraints on the
set of policies that can be realized. In this chapter, we takesh approach of “design for con-
figurability” and present a system that supports more flexibuting policies and yet is easier to
configure.

Several recent studies on the Routing Control Platform (B8] advocate moving the BGP
control plane of a single AS to a small set of servers thatseteites on behalf of the routers [15,
96, 97, 6]. The prototype systems in [15] and [97] demonstitzt a logically-centralized control
plane running on commodity hardware can be scalable, teiabd fast enough to drive BGP rout-
ing decisions in a large ISP backbone. However, the systgibinsimply mimics the standard
BGP decision process, without expanding the space of edaéizpolicies. While [96] and [97]
support more flexible alternatives to today’s hot-potatatirgy, these systems do not create an
extensible framework for realizing flexible policies wittade-offs amongst policy objectives, or
support multiple different policies simultaneously. Ttieynot revisit the convoluted BGP config-

uration interface either. These are the main contributadrmair Morpheus design.
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3.8 Summary

This chapter presents the design, implementation and avatuof Morpheus, a routing control
platform that enables a single ISP to realize many usefulnmgypolicies that are infeasible today
without changing its routers. The design of the Morpheugeseseparates route classification from
route selection, which enables network operators to edsifine new policy objectives, imple-
ment independent objective classifiers, and make flexiatietoffs between objectives. Morpheus
allows large ISPs to capitalize on their path diversity anovigle customer-specific routes as a
value-added service. It also enables an ISP to allow itoousts to influence its routing policies
through a simple and intuitive configuration interface. @yperiments show that Morpheus can
support a large number of different policies simultanepugiile handling the high rate of BGP

updates experienced in large ISPs.
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Chapter 4

VROOM: Live (Virtual) Router Migration

as a Network-Management Primitive

4.1 Introduction

In Chapters 2 and 3, we focused on how an ISP can realize #eaitdl customizable routing poli-
cies through intuitive configuration interface. To ensuualdy of service, besides sudttive
management of routing in its network, an ISP also needs termale that other network manage-
ment operations introduce as little disruption to routisgpassible. However, from routine tasks
such as planned maintenance to the less-frequent deplowi@ew protocols, network operators
struggle to provide seamless service in the face of chaigée tunderlying network.

Handling change is difficult because each change to the gdiyisifrastructure requires a cor-
responding modification to the logical configuration of tbaters—such as reconfiguring the tun-
able parameters in the routing protocdlsgical refers to IP packet-forwarding functions, while
physicalrefers to the physical router equipment (such as line candstlee CPU) that enables
these functions. Any inconsistency between the logical @mgsical configurations can lead to

unexpected reachability or performance problems. Furthez, because of today'’s tight coupling
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between the physical and logical topologies, logical4ajenges are sometimes used purely as a
tool to handle physical changes more gracefully. A classic exaimspncreasing the link weights

in Interior Gateway Protocols to “cost out” a router in adsamf planned maintenance [93]. In
this case, a change in the logical topologyd the goal, rather it is the indirect tool available to
achieve the task at hand, and it does so with potential negsitie effects.

In this chapter, we argue that breaking the tight couplingvben physical and logical con-
figurations can provide single general abstraction that simplifies network managemegecis-
cally, we propose VROOM (Virtual ROuters On the Move), a n@twork-management primitive
where virtual routers can move freely from one physicaleotd another. In VROOM, physical
routers merely serve as the carrier substrate on which t@ladgrtual routers operate. VROOM
can migrate a virtual router to a different physical routethawut disrupting the flow of traffic
or changing the logical topology, obviating the need to néigure the virtual routers while also
avoiding routing-protocol convergence delays. For exanihla physical router must undergo
planned maintenance, the virtual routers could move (imade) to another physical router in the
same Point-of-Presence (PoP). In addition, edge routarsycae from one location to another by
virtually re-homing the links that connect to neighborirgntains.

Realizing these objectives presents several challengasigratable routersto make a (vir-
tual) router migratable, its “router” functionality muse Iseparable from the physical equipment
on which it runs; (iiminimal outagesito avoid disrupting user traffic or triggering routing pro-
tocol reconvergence, the migration should cause no or nainp@acket loss; (iiimigratable links:
to keep the IP-layer topology intact, the links attached maigrating router must “follow” it to its
new location. Fortunately, the third challenge is addr@dserecent advances in transport-layer
technologies, as discussed in Section 4.2. Our goal, tedn,migrate router functionality from
one piece of equipment to another without disrupting théalfer topology or the data traffic it
carries, and without requiring router reconfiguration.

On the surface, virtual router migration might seem likeraight-forward extention to existing
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virtual machine migration techniques. This would involeg@ging the virtual router image (includ-
ing routing-protocol binaries, configuration files and dal@ne state) to the new physical router
and freezing the running processes before copying them ls Wee processes and data-plane
state would then be restored on the new physical router asamt@$ed with the migrated links.
However, the delays in completing all of these steps woultseaunacceptable disruptions for
both the data traffic and the routing protocols. For virtaaiter migration to be viable in practice,
packet forwarding should not be interrupted, not even teamdg. In contrast, the control plane
can tolerate brief disruptions, since routing protocolehheir own retransmission mechansisms.
Still, the control plane must restart quickly at the new tawato avoid losing protocol adjacencies
with other routers and to minimize delay in responding tolanped network events.

In VROOM, we minimize disruption by leveraging the sepamaif the control and data planes
in modern routers. We introducedata-plane hypervisera migration-aware interface between
the control and data planes. This unified interface allows gsipport migration between physical
routers with different data-plane technologies. VROOM raigs only the control plane, while
continuing to forward traffic through the old data plane. Thatrol plane can start running at the
new location, and populate the new data plane while upd#timgld data plane in parallel. During
the transition period, the old router redirects routingtpcol traffic to the new location. Once the
data plane is fully populated at the new location, link migma can begin. The two data planes
operate simultaneously for a period of time to facilitatgrahironous migration of the links.

To demonstrate the generality of our data-plane hyperws®present two prototype VROOM
routers—one with a software data plane (in the Linux keraal) the other with a hardware data
plane (using a NetFPGA card [72]). Each virtual router riresQuagga routing suite [79] in an
OpenVZ container [73]. Our software extensions consishodé main modules that (i) separate
the forwarding tables from the container contexts, (ii)ptie forwarding-table entries generated
by Quagga into the separate data plane, and (iii) dynamibaild the virtual interfaces and for-

warding tables. Our system supports seamless live migrafiovirtual routers between the two
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data-plane platforms. Our experiments show that virtuatelomigration causes no packet loss
or delay when the hardware data plane is used, and at most sefawnds of delay in processing
control-plane messages.

The remainder of the chapter is structured as follows. 8ecti2 presents background on
flexible transport networks and an overview of related woNext, Section 4.3 discusses how
router migration would simplify existing network managerheasks, such as planned maintenance
and service deployment, while also addressing emergindeciges like power management. We
present the VROOM architecture in Section 4.4, followed iy implementation and evaluation
in Sections 4.5 and 4.6, respectively. We discuss migrattveduling in Section 4.7 and related

work in Section 4.8, before summarizing this chapter in idect.9.

4.2 Background: Flexible Link Migration

One of the fundamental requirements of VROOM is “link migyat, i.e., the links of a virtual
router should “follow” its migration from one physical notteanother. This is made possible by
emerging transport network technologies.

In its most basic form, a link at the IP layer corresponds tarectiphysical link (e.g., a ca-
ble), making link migration hard as it involves physicallyowing link end point(s). However,
in practice, what appears as a direct link at the IP layemofieresponds to a series of con-
nections through different network elements at the trartdpger. For example, in today’s ISP
backbones, “direct” physical links are typically realizieg optical transport networks, where an
IP link corresponds to a circuit traversing multiple optisaitches [22, 107]. Recent advances in
programmable transport network82, 4] allow physical links between routers to be dynaniycal
set up and torn down. For example, as shown in Figure 4.h@)irnk between physical routers A
and B is switched through a programmable transport netwBylsignaling the transport network,

the same physical port on router A can be connected to rouddte€an optical path switch-over.
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Such path switch-over at the transport layer can be doneegifig, e.g., sub-nanosecond optical
switching time has been reported [82]. Furthermore, sudlkcking can be performed across a
wide-area network of transport switches, which enables4ROP link migration.

In addition tocore linkswithin an ISP, we also want to migragecess linkgonnecting cus-
tomer edge (CE) routers and provider edge (PE) routers,entrdy the PE end of the links are
under the ISP’s control. Historically, access links cqomesd to a path in the underlying access
network, such as a T1 circuit in a time-division multiplexifTDM) access network. In such cases,
the migration of an access link can be accomplished in sirfakhion to the mechanism shown
in Figure 4.1(a), by switching to a new circuit at the switétedtly connected to the CE router.
However, in traditional circuit-switched access netwoekdedicated physical port on a PE router
is required to terminate each TDM circuit. Therefore, if @irts on a physical PE router are in
use, it will not be able to accommodate more virtual routéitunately, as Ethernet emerges as
an economical and flexible alternative to legacy TDM sewsji@ecess networks are evolving to
packet-awardransport networks [3]. This trend offers important besdiir VROOM by elimi-
nating the need for per-customer physical ports on PE reutara packet-aware access network
(e.q., a virtual private LAN service access network), eatst@mer access port is associated with
a label, or a “pseudo wire” [14], which allows a PE router tport multiple logical access links
on the same physical port. The migration of a pseudo-wireslink involves establishing a new
pseudo wire and switching to it at the multi-service switBhddjacent to the CE.

Unlike conventional ISP networks, some networks are redlias overlays on top of other
ISPs’ networks. Examples include commercial “Carrier Suppg Carrier (CSC)” networks [24],
and VINI, a research virtual network infrastructure ovietlan top of National Lambda Rail and
Internet2 [99]. In such cases, a single-hop link in the @yerletwork is actually a multi-hop path
in the underlying network, which can be an MPLS VPN (e.g., E&Gn IP network (e.g., VINI).
Link migration in an MPLS transport network involves swittogp over to a newly established label

switched path (LSP). Link migration in an IP network can beelby changing the IP address of
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the tunnel end point.

4.3 Network Management Tasks

In this section, we present three case studies of the apiplisaof VROOM. We show that the
separation between physical and logical, and the routeratiag capability enabled by VROOM,
can greatly simplify existing network-management tasksam also provide network-management
solutions to other emerging challenges. We explain why #hgtiag solutions (in the first two

examples) are not satisfactory and outline the VROOM agprt@addressing the same problems.

4.3.1 Planned Maintenance

Planned maintenance is a hidden fact of life in every netwbidwever, the state-of-the-art prac-
tices are still unsatisfactory. For example, software aggs today still require rebooting the router
and re-synchronizing routing protocol states from neighl§e.g., BGP routes), which can lead to
outages of 10-15 minutes [4]. Different solutions have bpeyposed to reduce the impact of
planned maintenance on network traffic, such as “costingtbatequipment in advance. Another
example is the RouterFarm approach of removing the statiditg between customers and ac-
cess routers to reduce service disruption time while perifog maintenance on access routers [4].
However, we argue that neither solution is satisfactongeimaintenance gtysicalrouters still
requires changes to ttegical network topology, and requires (often human interactieepnfig-
urations and routing protocol reconvergence. This usualpties more configuration errors [60]
and increased network instability.

We performed an analysis of planned-maintenance eventiicted in a Tier-1 ISP backbone
over a one-week period. Due to space limitations, we onlytroerthe high-level results that
are pertinent to VROOM here. Our analysis indicates thapragrall the planned-maintenance

events that have undesirable network impact today (e.gting protocol reconvergence or data-
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plane disruption), 70% could be conducted without any natvimpact if VROOM were used.
(This number assumes migration between routers with clopitraes of like kind. With more so-
phisticated migration strategies, e.g., where a “contaie hypervisor” allows migration between
routers with different control plane implementations, tluenber increases to 90%.) These promis-
ing numbers result from the fact that most planned-maimeaavents were hardware related and,
as such, did not intend to make any longer-term changes togieal-layer configurations.

To perform planned maintenance tasks in a VROOM-enabledankt network administrators
can simply migrate all the virtual routers running on a pbgbkrouter to other physical routers
before doing maintenance and migrate them back afterwardeeded, without ever needing to

reconfigure any routing protocols or worry about traffic dgfon or protocol reconvergence.

4.3.2 Service Deployment and Evolution

Deploying new services, like IPv6 or IPTV, is the life-blootlany ISP. Yet, ISPs must exercise
caution when deploying these new services. First, they ensire that the new services do not
adversely impact existing services. Second, the necessg@port systems need to be in place
before services can be properly supported. (Support sgsitectude configuration management,
service monitoring, provisioning, and billing.) HencePkSusually start with a small trial running
in a controlled environment on dedicated equipment, supmpa few early-adopter customers.
However, this leads to a “success disaster” when the sewaeants wider deployment. The
ISP wants to offer seamless service to its existing custenard yet also restructure their test
network, or move the service onto a larger network to senagel set of customers. This “trial
system success” dilemma is hard to resolve if libgical notion of a “network node” remains
bound to a specifiphysicalrouter.
VROOM provides a simple solution by enabling network oparsto freely migrate virtual

routers from the trial system to the operational backbonath&® than shutting down the trial

service, the ISP can continue supporting the early-adaptiomers while continuously growing
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the trial system, attracting new customers, and eventsabynlessly migrating the entire service
to the operational network.

ISPs usually deploy such service-oriented routers as ¢tofleeir customers as possible, in
order to avoid backhaul traffic. However, as the servicesvgtbe geographical distribution of
customers may change over time. With VROOM, ISPs can easljocate the routers to adapt to

new customer demands.

4.3.3 Power Savings

VROOM not only provides simple solutions to conventionalwak-management tasks, but also
enables new solutions to emerging challenges such as poamsigament. It was reported that
in 2000 the total power consumption of the estimated 3.2@anifrouters in the U.S. was about
1.1 TWh (Tera-Watt hours) [83]. This number was expectedrawgo 1.9 to 2.4TWh in the
year 2005 [83], which translates into an annual cost of alh@8t225 million dollars [78]. These
numbers do not include the power consumption of the requioeting systems.

Although designing energy-efficient equipment is cleanyraportant part of the solution [52],
we believe that network operators can atsanagea network in a more power-efficient manner.
Previous studies have reported that Internet traffic hassistent diurnal pattern caused by human
interactive network activities. However, today’s routars surprisingly power-insensitive to the
traffic loads they are handling—an idle router consumes 8086 of the power it requires when
working at maximum capacity [17]. We argue that, with VROCOWE variations in daily traffic
volume can be exploited to reduce power consumption. Spatltyfi the size of the physical net-
work can be expanded and shrunk according to traffic demankijplernating or powering down
the routers that are not needed. The best way to do this todalgle to use the “cost-out/cost-in”
approach, which inevitably introduces configuration oeadhand performance disruptions due to
protocol reconvergence.

VROOM provides a cleaner solution: as the network trafficmodé decreases at night, virtual
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routers can be migrated to a smaller set of physical routet$tee unneeded physical routers can be
shut down or put into hibernation to save power. When thédrstarts to increase, physical routers
can be brought up again and virtual routers can be migratekidacordingly. With VROOM, the
IP-layer topology stays intact during the migrations, sai ffower savings do not come at the price
of user traffic disruption, reconfiguration overhead or pcot reconvergence. Our analysis of
data traffic volumes in a Tier-1 ISP backbone suggests thah & only migrating virtual routers
within the same POP while keeping the same link utilizatiate r applying the above VROOM
power management approach could save 18%-25% of the pogusred to run the routers in the
network. As discussed in Section 4.7, allowing migratioroas different POPs could result in

more substantial power savings.

4.4 VROOM Architecture

In this section, we present the VROOM architecture. We fiestcdbe the three building-blocks
that make virtual router migration possible—router vitizetion, control and data plane sepa-
ration, and dynamic interface binding. We then present tRO®M router migration process.
Unlike regular servers, modern routers typically have pially separate control and data planes.
Leveraging this unique property, we introducéata-plane hypervisobetween the control and
data planes that enables virtual routers to migrate aciffesest data-plane platforms. We de-
scribe in detail the three migration techniques that mineontrol-plane downtime and eliminate

data-plane disruption—data-plane cloning, remote cbptame, and double data planes.

4.4.1 Making Virtual Routers Migratable

Figure 4.2 shows the architecture of a VROOM router that sdppvirtual router migration. It
has three important features that make migration possiblger virtualization, control and data

plane separation, and dynamic interface binding, all otWilready exist in some form in today’s
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Figure 4.2: The architecture of a VROOM router

high-end commercial routers.

Router Virtualization: A VROOM router partitions the resources of a physical rotwesupport
multiplevirtual routerinstances. Each virtual router runs independently witbwta control plane
(e.g., applications, configurations, routing protocotamges and routing information base (RIB))
and data plane (e.g., interfaces and forwarding informdiese (FIB)). Suchouter virtualization
support is already available in some commercial routers $2Z% The isolation between virtual
routers makes it possible to migrate one virtual router euttaffecting the others.

Control and Data Plane Separation: In a VROOM router, the control and data planes run in
separateenvironments. As shown in Figure 4.2, the control planesrtdial routers are hosted in
separate “containers” (or “virtual environments”), whiteeir data planes reside in tisebstrate
where each data plane is kept in separate data structutregsiotvn state information, such as FIB
entries and access control lists (ACLs). Similar sepanaifacontrol and data planes already exists
in today’s commercial routers, with control plane runnimgtbe CPU(s) and main memory, while
the data plane runs on line cards that have their own congptiwer (for packet forwarding) and

memory (to hold the FIBs). This separation allows VROOM tgrate the control and data planes
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Figure 4.3: VROOM'’s novel router migration mechanisms tihees at the bottom of the subfig-
ures correspond to those in Figure 4.4)

of a virtual router separately (as discussed in Sectior24dd 4.4.2).

Dynamic Interface Binding: To enable router migration and link migration, a VROOM raute
should be able tdynamicallyset up and change the binding between a virtual router’s RitBitg
substrate interface@vhich can be physical or tunnel interfaces), as shown iniféig¢.2. Given the
existing interface binding mechanism in today’s routeet thaps interfaces with virtual routers,
VROOM only requires two simple extensions. First, afterréusl router is migrated, this binding
needs to be re-established dynamically on the new physigtér. This is essentially the same as if
this virtual router were just instantiated on the physicalter. Second, link migration in a packet-
aware transport network involves changing tunnel inte$aa the router, as shown in Figure 4.1.

In this case, the router substrate needs to switch the lgrfdam the old tunnel interface to the

new one on-the-ffy
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Figure 4.4: VROOM'’s router migration process

4.4.2 Virtual Router Migration Process

Figures 4.3 and 4.4 illustrate the VROOM virtual router migyn process. The first step in the
process involves establishing tunnels between the sotgeqgal router A and destination physical
router B of the migration (Figure 4.3(a)). These tunnelgvalihe control plane to send and receive
routing messages after it is migrated (steps 2 and 3) butééfk migration (step 5) completes.
They also allow the migrated control plane to keep its daaag@ln A up-to-date (Figure 4.3(b)).
Although the control plane will experience a short periodlofvntime at the end of step 3 (mem-
ory copy), the data plane continues working during the emtilgration process. In fact, after step
4 (data-plane cloning), the data planes on both A and B cawafat traffic simultaneously (Fig-
ure 4.3(c)). With these double data planes, links can beatadrfrom A to B in an asynchronous
fashion (Figure 4.3(c) and (d)), after which the data plaméaan be disabled (Figure 4.4). We

now describe the migration mechanisms in greater detail.

lIn the case of a programmable transport network, link mignahappens inside the transport network and is
transparent to the routers.
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Control-Plane Migration

Two things need to be taken care of when migrating the copleoie: therouter image such
as routing-protocol binaries and network configuratiorsfilend thenemory which includes the
states of all the running processes. When copying the rauggge and memory, it is desirable to
minimize the total migration time, and more importantlymaimize the control-plane downtime
(i.e., the time between when the control plane is checktpdion the source node and when
it is restored on the destination node). This is becauskowadth routing protocols can usually
tolerate a brief network glitch using retransmission (eBfGP uses TCP retransmission, while
OSPF uses its own reliable retransmission mechanism), gadontrol-plane outage can break
protocol adjacencies and cause protocols to reconverge.

We now describe how VROOM leverages virtual machine (VM) maiigpn techniques to mi-
grate the control plane in steps 2 (router-image copy) angeBr{ory copy) of its migration process,
as shown in Figure 4.4.

Unlike general-purpose VMs that can potentially be runringpletely different programs,
virtual routers from the same vendor run the same (usualbll¥iset of programs (e.g., routing
protocol suites). VROOM assumes that the same set of bsare already available on every
physical router. Before a virtual router is migrated, thedbies are locally copied to its file system
on the destination node. Therefore, only the router cordigm files need to be copied over the
network, reducing the total migration time (as local-capusually faster than network-copy).

The simplest way to migrate the memory of a virtual routeo igiteck-point the router, copy the
memory pages to the destination, and restore the routea, atkll-and-copy{73]. This approach
leads to downtime that is proportional to the memory sizénefrbuter. A better approach is to add
an iterativepre-copyphase before the final stall-and-copy [27], as shown in [eigu4. All pages
are transferred in the first round of the pre-copy phase, arde following rounds, only pages
that were modified during the previous round are transferiBus pre-copy technique reduces

the number of pages that need to be transfered in the sttapy phase, reducing the control
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plane downtime of the virtual router (i.e., the control @as only “frozen” between t3 and t4 in

Figure 4.4).

Data-Plane Cloning

The control-plane migration described above could be eldémo migrate the data plane, i.e., copy
all data-plane states over to the new physical node. How#vsrapproach has two drawbacks.
First, copying the data-plane states (e.g., FIB and ACLsinisecessary and wasteful, because
the information that is used to generate these states RiBj.and configuration files) is already
available in the control plane. Second, copying the dadagktate directly can be difficult if the
source and destination routers use different data-plastentdogies. For example, some routers
may use TCAM (ternary content-addressable memory) in thed planes, while others may use
regular SRAM. As a result, the data structures that hold tidte snay be different.

VROOM formalizes the interface between the control and gétaes by introducing data-
plane hypervisarwhich allows a migrated control plane to re-instantiate data plane on the
new platform, a process we calata-plane cloning That is, only the control plane of the router
is actually migrated. Once the control plane is migratechtortew physical router, itlonesits
original data plane by repopulating the FIB using its RIB aeithstalling ACLs and other data-
plane stateshrough the data-plane hypervisor (as shown in Figure Z1%.data-plane hypervisor
provides a unified interface to the control plane that hiledieterogeneity of the underlying data-

plane implementations, enabling virtual routers to migtatween different types of data planes.

Remote Control Plane

As shown in Figure 4.3(b), after VR1’s control plane is migcafrom A to B, the natural next steps

are to repopulate (clone) the data plane on B and then migrataks from A to B. Unfortunately,

2Data dynamically collected in the old data plane (such agNef can be copied and merged with the new one.
Other path-specific statistics (such as queue length) witelset as the previous results are no longer meaningful once
the physical path changes.
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the creation of the new data plane can not be done instantalyeprimarily due to the time it
takes to install FIB entries. Installing one FIB entry tygdlg takes between one hundred and a
few hundred microseconds [13]; therefore, installing thi hternet BGP routing table (about
250k routes) could take over 20 seconds. During this peridiene, although data traffic can still
be forwarded by the old data plane on A, all the routing instarin VR1’s control plane can no
longer send or receive routing messages. The longer theot@ine remains unreachable, the
more likely it will lose its protocol adjacencies with itsigebors.

To overcome this dilemma, As substrate starts redirectithghe routing messages destined
to VR1 to B at the end of the control-plane migration (timenidFigure 4.4). This is done by
establishing a tunnel between A and B for each of VR1’s satesinterfaces. To avoid introducing
any additional downtime in the control plane, these tunamdsstablished before the control-plane
migration, as shown in Figure 4.3(a). With this redirectroachanism, VR1’s control plane not
only can exchange routing messages with its neighbors) il act as theemote control plane

for its old data plane on A and continue to update the old FIBmouting changes happen.

Double Data Planes

In theory, at the end of the data-plane cloning step, VR1 waitis from the old data plane on Ato
the new one on B by migrating all its links from A to B simultausly. However, performing accu-
rate synchronous link migration across all the links is lgmagjing, and could significantly increase
the complexity of the system (because of the need to implemsynchronization mechanism).
Fortunately, because VR1 hago data planes ready to forward traffic at the end of the data-
plane cloning step (Figure 4.4), the migration of its linksed not need to happen all at once.
Instead, each link can be migrated independent of the qgtimeas asynchronous fashion, as shown
in Figure 4.3(c) and (d). First, router B creates a reewgoinglink to each of VR1’s neighbors,
while all data traffic continues to flow through router A. Thémeincominglinks can be safely

migrated asynchronously, with some traffic starting to flawotigh router B while the remaining
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traffic still flows through router A. Finally, once all of VR4links are migrated to router B, the old

data plane and outgoing links on A, as well as the temporamyeis, can be safely removed.

4.5 Prototype Implementation

In this section, we present the implementation of two VROOMtqatype routers. The first is
built on commodity PC hardware and the Linux-based virazion solution OpenVZ [73]. The
second is built using the same software but utilizing theHR&A platform [72] as the hardware
data plane. We believe the design presented here is reagilizable to commercial routers, which
typically have the same clean separation between the ¢@mdodata planes.

Our prototype implementation consists of three new progtaas shown in Figure 4.5. These
includevi r t d, to enable packet forwarding outside of the virtual envinemt (control and data
plane separationshadowd, to enable each VE to install routes into the FIB; dndchdd (data
plane cloning), to provide the bindings between the physntarfaces and the virtual interfaces
and FIB of each VE (data-plane hypervisor). We first dischesmechanisms that enable virtual
router migration in our prototypes and then present thetiidil mechanisms we implemented

that realize the migration.

4.5.1 Enabling Virtual Router Migration

We chose to use OpenVZ [73], a Linux-based OS-level virmadilbn solution, as the virtualization
environment for our prototypes. As running multiple opergsystems for different virtual routers
is unnecessary, the lighter-weight OS-level virtualizatis better suited to our need than other
virtualization techniques, such as full virtualizatiordgmara-virtualization. In OpenVZ, multiple
virtual environments (VES) running on the same host shagesime kernel, but have separate

virtualized resources such as name spaces, process tes@xg] and network stacks. OpenVZ

103



--------------------------------------

. : VE1 | | :
i | Quagga : l :|:|:
i :| bopd | [ osptd |:[shadowd] | [Shadowd : e :
i |iproutez|i| zebra |§ E ; E
; | kernel routing table | i ____________ E ------------ |
Contolpane |
Data plane =------=--=====---q-=----------p--o----o-mopoooo

! VEO

! (the root context) | vu!'td |

or

| NewpeA | N bindd N
| Ji 1

A2 1
Linux table1 | |table2| |table3 |}

Figure 4.5: The design of the VROOM prototype routers (with types of data planes)

also provides live migration capability for running ViEs

In the rest of this subsection, we describe in a top-downrdtaethree components of our two
prototypes that enable virtual router migration. We firggent the mechanism that separates the
control and data planes, and then describe the data-plgres\hgor that allows the control planes
to update the FIBs in the shared data plane. Finally, we thestire mechanisms that dynamically

bind the interfaces with the FIBs and set up the data path.

Control and Data Plane Separation

To mimic the control and data plane separation provided mroercial routers, we move the FIBs
out of the VEs and place them in a shared but virtualized datzepas shown in Figure 4.5. This
means that packet forwarding no longer happens within théegbof each VE, so it is unaffected
when the VE is migrated.

As previously mentioned, we have implemented two protaywih different types of data

planes—a software-based data plane (SD) and a hardwagd-ata plane (HD). In the SD proto-

3The current OpenVZ migration function uses the simple I'stal-copy” mechanism for memory migration.
Including a “pre-copy” stage [27] in the process will redtice migration downtime.
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type router, the data plane resides in the root context (&0"Y of the system and uses the Linux
kernel for packet forwarding. Since the Linux kernel (28).4upports 256 separate routing tables,
the SD router virtualizes its data plane by associating ¥&ctvith a different kernel routing table
as its FIB.

In the HD router implementation, we use the NetFPGA platfoamfigured with the reference
router provided by Stanford [72]. The NetFPGA card is a 4-gagabit ethernet PCI card with a
Virtex 2-Pro FPGA on it. With the NetFPGA as the data planekpaforwarding in the HD router
does not use the host CPU, thus more closely resembling cocraheouter architectures. The
NetFPGA reference router does not currently support Vigagon. As a result, our HD router

implementation is currently limited to only one virtual teuper physical node.

Data-Plane Hypervisor

As explained in Section 4.4, VROOM extends the standardrebplane/data plane interface to a
migration-aware data-plane hypervisor. Our prototypsemés a rudimentary data-plane hypervi-
sor implementation which only supports FIB updates. (Afidtiged data-plane hypervisor would
also allow the configuration of other data plane states.) Mfdemented thei r t d program as
the data-plane hypervisori r t d runs in the VEO and provides an interface for virtual routers
install/remove routes in the shared data plane, as showigurd=4.5. We also implemented the
shadowd program that runs inside each VE and pushes route updatestie control plane to
the FIB throughvi rt d.

We run the Quagga routing software suite [79] as the contesiginside each VE. Quagga
supports many routing protocols, including BGP and OSPRdufition to the included protocols,
Quagga provides an interfacezebr a, its routing manager, to allow the addition of new protocol
daemons. We made use of this interface to implemsé@dowd as a client ozebr a. zebra
provides clients with both the ability to notixebr a of route changes and to be notified of route

changes. Ashadowd is not a routing protocol but simply a shadowing daemon, @susnly
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the route redistribution capability. Through this integéashadowd is notified of any changes
in the RIB and immediately mirrors them to r t d using remote procedure calls (RPCs). Each
shadowd instance is configured with a unique ID (e.g., the ID of théual router), which is in-
cluded in every message it sendvta t d. Based on this IDyi r t d can correctly install/remove
routes in the corresponding FIB upon receiving updates fashadowd instance. In the SD
prototype, this involves using the Linugroute2 utility to set a routing table entry. In the HD

prototype, this involves using the device driver to writeegisters in the NetFPGA.

Dynamic Interface Binding

With the separation of control and data planes, and thergipafi the same data plane among
multiple virtual routers, the data path of each virtual ssuhust be set up properly to ensure that
(i) data packets can be forwarded according to the right BHgl (ii) routing messages can be
delivered to the right control plane.

We implemented théi ndd program that meets these requirements by providing two main
functions. The first is to set up the mapping between a viriater's substrate interfaces and its
FIB after the virtual router is instantiated or migratedetwsure correct packet forwarding. (Note
that a virtual router’s substrate interface could be eithdedicated physical interface or a tunnel
interface that shares the same physical interface withr atin@els.) In the SD prototypéj ndd
establishes this binding by using the routing policy managa function (i.e., “ip rule”) provided
by the Linuxiproute2utility. As previously mentioned, the HD prototype is curtly limited to a
single table. Once NetFPGA supports virtualization, a rma@m similar to the “ip rule” function
can be used to bind the interfaces with the FIBs.

The second function dfi ndd is to bind the substrate interfaces with the virtual inteefaof
the control plane. In both prototypes, this binding is aebéeby connecting each pair of substrate
and virtual interfaces to a different bridge using the Litugt! utility. In the HD prototype, each

of the four physical ports on the NetFPGA is presented to X emia separate physical interface, so

106



packets destined to the control plane of a local VE are pdssetthe NetFPGA to Linux through

the corresponding interface.

4.5.2 Realizing Virtual Router Migration

The above mechanisms set the foundation for VROOM virtuateiomigration in the OpenVvVZ
environment. We now describe the implementations of detagpcloning, remote control plane,
and double data planes.

Although migration is transparent to the routing processaesing in the VEshadowd needs
to be notified at the end of the control plane migration in otdetart the “data plane cloning”. We
implemented a function ishadowd that, when called, triggershadowd to requestzebr a to
resend all the routes and then push them down tot d to repopulate the FIB. Note that rt d
runs on a fixed (private) IP address and a fixed port on eachigathysode. Therefore, after a
virtual router is migrated to a new physical node, the roytdates sent by itshadowd can be
seamlessly routed to the looal r t d instance on the new node.

To enable a migrated control plane to continue updating ltié-iB (i.e., to act as a “remote
control plane”), we implemented i r t d the ability to forward route updates to anothenr t d
instance using the same RPC mechanism that is usexhbgowd. As soon as virtual router
VR1 is migrated from node A to node B, the migration scriptifired thevi rt d instance on B
of As IP address and VR1's ID. B'gi rt d, besides updating the new FIB, starts forwarding the
route updates from VR1’s control plane to A, whosger t d then updates VR1'’s old FIB. After
all of VR1’s links are migrated, the old data plane is no langeed, so B’'svi rt d is notified
to stop forwarding updates. With Bisi rt d updating both the old and new FIBs of VRL1 (i.e.,
the “double data planes”), the two data planes can forwactigia during the asynchronous link
migration process.

Note that the data-plane hypervisor implementation makesfe control planes unaware of

the details of a particular underlying data plane. As asltesugration can occur between any
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Figure 4.6: The diamond testbed and the experiment process

combination of our HD and SD prototypes (i.e. SD to SD, HD to, 9D to HD, and HD to SD).

4.6 Evaluation

In this section, we evaluate the performance of VROOM usingSD and HD prototype routers.
We first measure the performance of the basic functions afiigeation process individually, and
then place a VROOM router in a network and evaluate the eitieatigration has on the data and
control planes. Specifically, we answer the following twesjions:

1. What is the impact of virtual router migration on data forwlarg? Our evaluation shows
that it is important to have bandwidth isolation between natign traffic and data traffic. With
separate bandwidth, migration based on an HD routenb@agrformance impact on data forward-
ing. Migration based on a SD router introduces minimal datayease and no packet loss to data
traffic.

2. What is the impact of virtual router migration on routing pocols? Our evaluation shows
that a virtual router running only OSPF in an Abilene-togylonetwork can support 1-second
OSPFhello-intervalwithout losing protocol adjacencies during migration. Baene router loaded
with an additional full Internet BGP routing table can sug@ominimal OSPHello-intervalof 2

seconds without losing OSPF or BGP adjacencies.
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Figure 4.7: The dumbbell testbed for studying bandwidtheotion between migration traffic and
data traffic. Virtual router VR1 migrates from n0O to n5. Rottrig traffic is sent between nl1 and
neG.

4.6.1 Methodology

Our evaluation involved experiments conducted in the Emtdsbed [32]. We primarily used
PC3000 machines as the physical nodes in our experiments.PT3000 is an Intel Xeon 3.0
GHz 64-bit platform with 2GB RAM and five Gigabit Ethernet N\dCFor the HD prototype, each
physical node was additionally equipped with a NetFPGA cAtthodes in our experiments were
running an OpenVZ patched Linux kernel 2.6.18-ovz028st8D For a few experiments we also
used the lower performance PC850 physical nodes, built antahPentium [Il 850MHz platform
with 512MB RAM and five 100Mbps Ethernet NICs.

We used three different testbed topologies in our experisnen
The diamond testbed: We use the 4-node diamond-topology testbed (Figure 4.6)aluate the
performance of individual migration functions and the irofpaf migration on the data plane. The
testbed has two different configurations, which have theesapme of machines as physical node
n0 and n2, but differ in the hardware on node nl1 and n3. IrSheonfiguration, n1 and n3 are
regular PCs on which we install our SD prototype routersheHD configuration, n1 and n3 are
PCs each with a NetFPGA card, on which we install our HD pyqetouters. In the experiments,
virtual router VR1 is migrated from n1 to n3 through link-rh3.

The dumbbell testbed: We use a 6-node dumbbell-shaped testbed to study the bahdead-
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Figure 4.8: The Abilene testbed

Table 4.1: The memory dump file size of virtual router witHeliént numbers of OSPF routes

[ Routes || 0 | 10k | 100k[ 200k | 300k | 400k | 500k |
[Size (MB) [ 32| 24.2] 46.4] 58.4 | 71.1] 97.3| 124.1]

tention between migration traffic and data traffic. In thelded, round-trip UDP data traffic is sent
between a pair of nodes while a virtual router is being magdtetween another pair of nodes. The
migration traffic and data traffic are forced to share the sanysical link, as shown in Figure 4.7.
The Abilene testbed: We use a 12-node testbed (Figure 4.8) to evaluate the impaadgoation

on the control plane. It has a topology similar to the 11-nabd#ene network backbone [2]. The
only difference is that we add an additional physical noda¢@&go-2), to which the virtual router
on Chicago-1 (V5) is migrated. Figure 4.8 shows the initgidlogy of the virtual network, where

11 virtual routers (V1 to V11) run on the 11 physical nodexégt Chicago-2) respectively.

4.6.2 Performance of Migration Steps

In this subsection, we evaluate the performance of the two magration functions of the prototypes—
memory copy and FIB repopulation.

Memory copy: To evaluate memory copy time relative to the memory usagbeo¥irtual router,

we load theospf d in VR1 with different numbers of routes. Table 4.1 lists thspective memory

dump file sizes of VR1. Figure 4.9 shows the total time it takesomplete the memory-copy step,
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Figure 4.9: Virtual router memory-copy time with differemimbers of routes

including (1) suspend/dump VR1 on n1, (2) copy the dump fidenfnl to n3, (3) resume VR1 on
n3, and (4) set up the bridging (interface binding) for VRIn8n We observe that as the number of
routes becomes larger, the time it takes to copy the dumpdieres the dominating factor of the
total memory copy time. We also note that when the memoryaibagomes large, the bridging
setup time also grows significantly. This is likely due to CBahtention with the virtual router
restoration process, which happens at the same time.

FIB repopulation: We now measure the time it takes VR1 to repopulate the new RlB3oafter

its migration. In this experiment, we configure the virtualiter with different numbers of static
routes and measure the time it takes to install all the raoteshe FIB in the software or hardware
data plane. Table 4.2 compares the FIB update time anditogfor FIB repopulation. FIB update
time is the timevi r t d takes to install route entries into the FIB, while total tialgo includes the
time forshadowd to send the routes toi r t d. Our results show that installing a FIB entry into
the NetFPGA hardware (7.4 microseconds) is over 250 tingterféghan installing a FIB entry into
the Linux kernel routing table (1.94 milliseconds). As candxpected the update time increases

linearly with the number of routes.
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Table 4.2: The FIB repopulating time of the SD and HD protetyp

Data plane type Software data plane (SD) Hardware data plane (HD)
Number of routes 100 | 1k | 10k | 15k 100 | 1k | 10k | 15k
FIB update time (sec) 0.1946| 1.9318| 19.3996| 31.2113| 0.0008| 0.0074| 0.0738| 0.1106
Total time (sec) 0.2110| 2.0880| 20.9851| 33.8988| 0.0102| 0.0973| 0.9634| 1.4399

4.6.3 Data Plane Impact

In this subsection, we evaluate the influence router migmdtas on data traffic. We run our tests
in both the HD and SD cases and compare the results. We aldp thtel importance of having

bandwidth isolation between the migration and data traffic.

Zero impact: HD router with separate migration bandwidth

We first evaluate the data plane performance impact of migya virtual router from our HD
prototype router. We configure the HD testbed such that tlygation traffic from nl to n3 goes
through the direct link n3n3, eliminating any potential bandwidth contention betwé®ge mi-
gration traffic and data traffic.

We run the D-ITG traffic generator [29] on nO and n2 to generat@d-trip UDP traffic. Our
evaluation shows that, even with the maximum packet rat®thEG traffic generator on nO can
handle (sending and receiving 64-byte UDP packets at 91keps/s), migrating the virtual router
VR1 from n1 to n3 (including the control plane migration amkImigration) does not have any
performance impact on the data traffic it is forwarding—éhisro delay increase or packet ltss
These results are not surprising, as the packet forwardimgmndled by the NetFPGA, whereas
the migration is handled by the CPU. This experiment dermatest that hardware routers with

separate migration bandwidth can migrate virtual routetis mero impact on data traffic.

“We hard-wire the MAC addresses of adjacent interfaces oh physical nodes to eliminate the need for ARP
request/response during link migration.
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Minimal impact: SD router with separate migration bandwidt h

In the SD router case, CPU is the resource that could poligrtecome scarce during migration,
because the control plane and data plane of a virtual robhegshe same CPU. We now study
the case in which migration and packet forwarding togetaarrate the CPU of the physical node.
As with the HD experiments above, we use link-ni3 for the migration traffic to eliminate any
bandwidth contention.

In order to create a CPU bottleneck on nl1, we use PC3000 nmexcbim n0 and n2 and use
lower performance PC850 machines on nl and n3. We migratefddRinl to n3 while sending
round-trip UDP data traffic between nodes nO and n2. We varypttket rate of the data traffic
from 1k to 30k packets/s and observe the performance impacita traffic experiences due to the
migration. (30k packets/s is the maximum bi-directionalked rate a PC850 machine can handle
without dropping packets.)

Somewhat surprisingly, the delay increase caused by theatitg is only noticeable when
the packet rate is relatively low. When the UDP packet rat Bk packets/s, the control plane
migration causes sporadic round-trip delay increases Bp/t%h. However, when the packet rate
is higher (e.g., 25k packets/s), the change in delay duhiegptigration is negligible< 0.4%).

This is because the packet forwarding is handled by kermeatls, whereas the OpenVZ mi-
gration is handled by user-level processes (sgh, r sync, etc.). Although kernel threads have
higher priority than user-level processes in schedulimguk has a mechanism that prevents user-
level processes from starving when the packet rate is higis &xplains the delay increase when
migration is in progress. However, the higher the packetistthe more frequently the user-level
migration processes are interrupted, and more frequemtlypécket handler is called. Therefore,
the higher the packet rate gets, the less additional detynigration processes add to the packet
forwarding. This explains why when the packet rate is 25kkptsis, the delay increase caused
by migration becomes negligible. This also explains whyrmatign does not cause any packet

drops in the experiments. Finally, our experiments indi¢hat the link migration does not affect
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Table 4.3: Packet loss rate of the data traffic, with and witimoigration traffic

| Data traffic rate (Mbps})| 500 | 600 | 700 | 800 | 900 |

Baseline (%) 0 0 0 0 |0.09
w/ migration traffic (%)| O 0 [0.04|0.14| 0.29

forwarding delay.

Reserved migration bandwidth is important
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Figure 4.10: Delay increase of the data traffic, due to badtihwontention with migration traffic

In 4.6.3 and 4.6.3, migration traffic is given its own linke(i. has separate bandwidth). Here
we study the importance of this requirement and the perfoocmamplications for data traffic if it
is not met.

We use the dumbbell testbed in this experiment, where magrataffic and data traffic share
the same bottleneck link. We load tbhe pf d of a virtual router with 250k routes. We start the
data traffic rate from 500 Mbps, and gradually increase itG0 Mbps. Because OpenVZ uses
TCP (scp) for memory copy, the migration traffic only receives the-@fer bandwidth of the
UDP data traffic. As the available bandwidth decreases towb8D0 Mbps, the migration time
increases, which translates into a longer control-planendine for the virtual router.

Figure 4.10 compares the delay increase of the data traffidfatent rates. Both the aver-
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age delay and the delay jitter increase dramatically as d@inelwidth contention becomes severe.
Table 4.3 compares the packet loss rates of the data traffifettent rates, with and without mi-
gration traffic. Not surprisingly, bandwidth contentiore(j data traffic rate> 700 Mbps) causes
data packet loss. The above results indicate that in ordeirtionize the control-plane downtime of
the virtual router, and to eliminate the performance impadata traffic, operators should provide

separate bandwidth for the migration traffic.

4.6.4 Control Plane Impact

In this subsection, we investigate the control plane dycarnmtroduced by router migration, es-
pecially how migration affects the protocol adjacencie® 3sume a backbone network running
MPLS, in which its edge routers run OSPF and BGP, while ite couters run only OSPF. Our
results show that, with default timers, protocol adjacescif both OSPF and BGP are kept intact,

and at most one OSPF LSA retransmission is needed in the gawst

Core Router Migration

We configure virtual routers VR1, VR6, VR8 and VR10 on the Ab# testbed (Figure 4.8) as edge
routers, and the remaining virtual routers as core routgdysmigrating VR5 from physical node
Chicago-1 to Chicago-2, we observe the impact of migratingra router on OSPF dynamics.

No events during migration: We first look at the case in which there are no network everiaglu
the migration. Our experiment results show that the cosglahe downtime of VRS is between
0.924 and 1.008 seconds, with an average of 0.972 second$®uens.

We start with the default OSPF timers of Cisco routéeio-intervalof 10 seconds andead-
interval of 40 seconds. We then reduce thello-intervalto 5, 2, and 1 second in subsequent
runs, while keeping thdead-intervakqual to four times thhello-interval We find that the OSPF
adjacencies between the migrating VR5 and its neighborgl(&ftd VR6) stay up in all cases.

Even in the most restrictive 1-secohdllo-intervalcase, at most one OSPF hello message is lost
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and VR5 comes back up on Chicago-2 before its neighbors’ tieels expire.
Events happen during migration: We then investigate the case in which there are events during
the migration and the migrating router VR5 misses the LS&gé&red by the events. We trigger
new LSAs by flapping the link between VR2 and VR3. We obseraeWR5 misses an LSA when
the LSA is generated during VR5’s 1-second downtime. In suchse, VR5 gets a retransmission
of the missing LSA 5 seconds later, which is the default LS#ansmit-interval

We then reduce the LSfetransmit-intervalfrom 5 seconds to 1 second, in order to reduce
the time that VR5 may have a stale view of the network. Thisigleabrings down the maximum
interval between the occurrence of a link flap and VR5’s réoamf the resulting LSA to 2 seconds

(i.e., the 1 second control plane downtime plus the 1 sec@Alretransmit-interval.

Edge Router Migration

Here we configure VR5 as the fifth edge router in the networkrtivas BGP in addition to OSPF.
VRS receives a full Internet BGP routing table with 255k esi{obtained from RouteViewson
Dec 12, 2007) from an eBGP peer that is not included in FiguBe @nd it forms an iBGP full
mesh with the other four edge routers.

With the addition of a full BGP table, the memory dump file sigews from 3.2 MB to 76.0
MB. As a result, it takes longer to suspend/dump the virtaater, copy over its dump file, and
resume it. The average downtime of the control plane durirggation increases to between 3.484
and 3.594 seconds, with an average of 3.560 seconds oven40\We observe that all of VR5’s
BGP sessions stay intact during its migration. The minimgdgerhello-intervalVR5 can support
without breaking its OSPF adjacencies during migration se@nds (wittdead-intervalset to 8
seconds). In practice, ISPs are unlikely to set the timershnbower than the default values, in

order to shield themselves from faulty links or equipment.
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4.7 Migration Scheduling

Besides the question of migration mechanisms (*how to négyaanother important question is
the migration scheduling (“where to migrate”). Here we flyidiscuss the constraints that need to
be considered when scheduling migration and several ggaioin formulations that can be used
in VROOM migration scheduling.

When deciding where to migrate a virtual router, severabkpial constraints need to be taken
into consideration. First of all, an “eligible” destinatighysical router for migration must use
a software platformcompatible with the original physical router, and have &m{or greater)
capabilities(such as the number of access control lists supported). ditiaal, the destination
physical router must have sufficient resources availabtdyudingprocessing powefwhether the
physical router is already hosting the maximum number dtigirrouters it can support) arick
capacity (whether the links connected to the physical router haveighanused bandwidth to
handle the migrating virtual router’s traffic load). Funtm®re, theredundancyequirement of the
virtual router also needs to be considered—today a routesuslly connected to two different
routers (one as primary and the other as backup) for redegddithe primary and backup are
migrated to the same node, physical redundancy will be lost.

Fortunately, ISPs typically leave enough “head room” itk lcapacities to absorb increased
traffic volume. Additionally, most ISPs use routers from anéwo vendors, with a small number
of models, which leaves a large number of eligible physicaters to be chosen for the migration.

Given a physical router that requires maintenance, thetipmesf where to migrate the virtual
routers it currently hosts can be formulated as an optinazgiroblem, subject to all the above
constraints. Depending on the preference of the operattayaht objectives can be used to pick
the best destination router, such as minimizing the ov€8lU load of the physical router, min-
imizing the maximum load of physical links in the network,mimnizing the stretch (i.e., latency

increase) of virtual links introduced by the migration, caxmizing the reliability of the network
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(e.g., the ability to survive the failure of any physical eoaor link). However, finding optimal
solutions to these problems may be computationally irgkzet Fortunately, simple local-search
algorithms should perform reasonably well, since the nunatbgphysical routers to consider is
limited (e.g., to hundreds or small thousands, even foreld&Ps) and finding a “good” solution
(rather than an optimal one) is acceptable in practice. éncdse of power savings, we take the
power prices in different geographic locations into acd¢@und try to minimize power consumption

with a certain migration granularity (e.g., once every haacording to the hourly traffic matrices).

4.8 Related Work

VROOM'’s motivation is similar, in part, to that of the Roufarm work [4], namely, to reduce the
impact of planned maintenance by migrating router funetiiby from one place in the network
to another. However, RouterFarm essentially performs #&“oestart”, compared to VROOM'’s
live (“hot”) migration. Specifically, in RouterFarm routarigration is realized by re-instantiating
a router instance at the new location, which not only reguicaiter reconfiguration, but also in-
troduces inevitable downtime in both the control and dagmgsé. In VROOM, on the other hand,
we performlive router migration without reconfiguration or discerniblsrdiption. In our earlier
prototype of VROOM [106], router migration was realized byedtly using the standard virtual
machine migration capability provided by Xen [9], whichKad the control and data plane sepa-
ration presented in this chapter. As a result, it involvethgdane downtime during the migration
process.

Recent advances in virtual machine technologies and tlreindigration capabilities [27, 73]
have been leveraged in server-management tools, primardgta centers. For example, Sand-
piper [109] automatically migrates virtual servers acragsool of physical servers to alleviate
hotspots. Usher [69] allows administrators to express i@tyanf policies for managing clusters of

virtual servers. Remus [28] uses asynchronous virtual maaieplication to provide high avail-
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ability to server in the face of hardware failures. In costy& ROOM focuses on leveraging live
migration techniques to simplify management in the netwgykilomain.

Network virtualization has been proposed in various castexarly work includes the “switch-
lets” concept, in which ATM switches are partitioned to deadlynamic creation of virtual net-
works [95]. More recently, the CABO architecture proposesige virtualization as a means to
enable multiple service providers to share the same pHysitastructure [34]. Outside the re-
search community, router virtualization has already bex@wvailable in several forms in com-
mercial routers [25, 57]. In VROOM, we take an additionapstet only to virtualize the router
functionality, but also to decouple the virtualized routiem its physical host and enable it to
migrate.

VROOM also relates to recent work on minimizing transienitiog disruptions during planned
maintenance. A measurement study of a large ISP showed trattitan half of routing changes
were planned in advance [55]. Network operators can lingtdisruption by reconfiguring the
routing protocols to direct traffic away from the equipmentiergoing maintenance [93, 41]. In
addition, extensions to the routing protocols can allowweoto continue forwarding packets in
the data plane while reinstalling or rebooting the conplalre software [90, 21]. However, these
techniques require changes to the logical configuratiomnerdouting software, respectively. In
contrast, VROOM hides the effects of physical topology ¢emin the first place, obviating the
need for point solutions that increase system complexitfevémabling new network-management

capabilities, as discussed in the next section.

4.9 Summary

VROOM is a new network-management primitive that suppaves migration of virtual routers
from one physical router to another. To minimize disrupsiodROOM allows the migrated con-

trol plane to clone the data-plane state at the new locatiulewontinuing to update the state at
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the old location. VROOM temporarily forwards packets ushagh data planes to support asyn-
chronous migration of the links. These designs are reagipfieable to commercial router plat-
forms. Experiments with our prototype system demonsthaeteMROOM does not disrupt the data
plane and only briefly freezes the control plane. In the @hjilscenario that a control-plane event
occurs during the freeze, the effects are largely hidderxistieg mechanisms for retransmitting
routing-protocol messages. VROOM provides a new, disomphiee mechanism to handle a broad

range of network management tasks, such as planned maiotgrsrvice deployment and power

savings.
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Chapter 5

Conclusion

Today’s ISPs face a number of major challenges in better gimgaouting in their networks to
provide competitive services, including (1) maintainihg stability of theglobal Internet while
meeting the increasing demands from its customers for simerutes, (2) supporting intuitive and
more flexible routing policy configuration in bilateral coettual relationships with itseighbors
and (3) making network maintenance and other network maneageoperations in theown net-
works easier and less disruptive to routing protocols and ttaffic. This dissertation takes a
principled approach to addressing these challenges with a set of nedraetiens, as well as the-
oretical results and systems guided by these abstractiorikis chapter, we first summarize the
contributions of this dissertation in Section 5.1. We thestuasss the synergy between Morpheus
and VROOM and the additional benefits an ISP can get by depgjdyie two systems together in
Section 5.2. We briefly propose some future research direstbased on the work done in this

dissertation and conclude in Section 5.3.
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5.1 Summary of Contributions

This dissertation identified three major routing managernshallenges faced by ISPs today and
presented corresponding theoretical and/or system eohuti

First, we observed that there are many useful routing mdithat cannot be realized (config-
ured) today, and argued that it is mainly caused by the “ouerfits-all” BGP route-selection
model. Acknowledging the fact that different customersrof@P are increasingly likely to prefer
routes with different properties, we proposed the abstnadf a “neighbor-specific route selection
problem” and a corresponding “Neighbor-Specific BGP” (NGH model that enables an ISP to
offer customized route-selection services to differenigimieors. We also proved a surprisingly
positive result that, comparing to conventional BGP, atesgictive sufficient condition can guar-
antee the stability of the more flexible NS-BGP. Our stapdiinditions allow an AS to seleany
exportable routes for its neighbors without compromisitapgl stability. This result provides a
new understanding of the fundamental trade-off betweeal joalicy flexibility and global routing
stability. We also show that NS-BGP remains stable evenritigbdeployment and in the presence
of network failures, as long as the stability conditions fmeowed. As as result, any individual
ISP can deploy NS-BGP independently by modifying how roatesselected and disseminated
within its network, without modifying the BGP message format omrgqgg collaboration from
neighboring domains.

Second, we argued that the notorious difficulty of routinigyaconfiguration is mainly due to
two reasons: the mismatch between how the policiespeeifiedand how they areanplemented
as well as the counterintuitive and restrictive BGP configjon interface. We presented the design,
implementation and evaluation of Morpheus, a routing agdrglatform that supports customized
route selection (NS-BGP) and simplifies policy configunatibrough an expressive yet intuitive
configuration interface. Morpheus enables network opesdtoeasily define new policy objec-

tives, make flexible trade-offs between objectives, andefloee realize a much broader range of
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routing policies than conventional BGP.

Finally, we argued that the traffic disruption caused byirmiplanned maintenance and other
network management tasks is due to tiimecessaryouting configuration changes used as a tool
to help physical network changes. Hence, we propose theaaben of the separation between
“physical” and “logical” configurations of routers, whickdds us to the design and prototype
implementation of “virtual router migration” (VROOM), a wegeneric technique to simplify and
enable a broad range of network management tasks, fromgaanaintenance to reducing power
consumption.

Collectively, the contributions of the dissertation paisimple system solutions for an ISP
to autonomously manage its routing more flexibly and eféetyi without affecting global routing

stability.

5.2 The Synergy of Deploying Morpheus and VROOM Together

Depending on its need, an ISP can choose to deploy only Magabre ROOM. However, the two
systems together bring additional synergies to each dtkepioyed together.

On the one hand, Morpheus makes the virtual router migratiocess of VROOM faster. This
is because with Morpheus, individual routers no longer lBBP states in their control plane (as
these states are maintained in the Morpheus servers igisthacefore, only IGP states need to
be copied during migration, which has far smaller memorygdat compared to BGP states and
can be transferred very quickly. On the other hand, with VRO@n ISP no longer needs to
make configuration changes to Morpheus (and other route@3dist physical network changes.
VROOM can also help reduce the churn of routing updates in goheus-enabled ISP as many
network management tasks such as planned maintenancegew tause protocol reconvergence.

When deployed together, Morpheus and VROOM simplify the ag@ment of an ISP by sep-

arating different concerns — Morpheus enables networkaipes to focus on realizing desir-
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able routing policies without thinking about underlyingygictal changes to the network, whereas
VROOM allows network operators to carry out physical changehe network without worrying
about disrupting routing protocol adjacencies and daféidraAs a result, each individual task

becomes less complicated, less error-prone and more fabldic

5.3 Open Issues and Future Work

The work presented in this dissertation raised a numberestipns that deserve further investiga-

tion in the future.

5.3.1 Using Morpheus and VROOM to Handle Traffic Engineering

Most policy objectives can be expressed in terms of ratipgsférences) for individual routes.
A notable exception is traffic engineering (TE), since thalttraffic on each link in the network
depends on the mixture of traffic to many different destoragi Today, network operators perform
TE by tuning the IGP link weights or configuring MPLS tunneils the case of MPLS TE) to
move traffic away from congested links. With Morpheus, thiswoek operators can also configure
the egress-point rankings to manipulate the flow of trafficaddition, although some customers
will subscribe to customized routes, the remaining custemal still use whatever paths the ISP
selects as the “default”. Controlling the route-selectowacess for the default customers gives
the ISP substantial leeway to perform TE. As such, providjregater flexibility in path selection
serves as an enabler for effective traffic engineering. Wievsethat exploring these issues in
greater depth is a promising avenue for future research.

VROOM provides another interesting alternative to the entrfTE practice—using virtual
router migration as a TE primitive. When a physical link ceated to a physical router is over-
loaded, a portion of the traffic can be offloaded by migrating or more virtual routers running

on the physical router (and the corresponding virtual jrtksa different node. This mechanism
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could be more appealing than other mechanisms that invebtegol reconfiguration and recon-
vergence, especially for alleviating “flash crowd” type w@ftic surge that lasts for a short period
of time (so that traffic taking a slight detour from the shetfgaths computed by IGP is less of a

concern.)

5.3.2 The Evolving Functions of Routers

Our research on VROOM raises several broader questiong #imdesign of future routers and
the relationship with the underlying transport network.c&# innovations in transport networks
support rapid set-up and tear-down of links, enabling the/okk topology to change underneath
the IP routers. Dynamic topologies coupled with VROOM'’s maign of the control plane and
cloning of the data plane make the router an increasinglgmahal concept, not tied to a particular
location or piece of hardware. Future work on router hymamg could take this idea one step
further. Just as today’s commercial routers have a cleara@pn between the control and data
planes, future routers could decouple the control-plarisvace (executables) and the control-
plane states (e.g., RIBs and state in the state machine ¢brreating-protocol adjacency, etc.).
Such a “control-plane hypervisor” would make it easier tgnaigle router software while retaining
the states, and for virtual routers to migrate between miffekinds of physical router platforms

(e.g., those from different vendors and / or running diffeéi@de bases).

5.3.3 Dynamics of NS-BGP

In this dissertation, we focused primarily on the stabitibnditions of NS-BGP. Another interest-
ing aspect of this new route-selection model is its dynajrespecially the speed of its conver-
gence (compared to conventional BGP). We observe thate atetty minimum, existing proposals
(e.g., [19]) that aim at addressing the path exploratiomlgrm—the main cause of the slow BGP

convergence—can also be applied to NS-BGP. Other issudsatabeen studied for conventional
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BGP, such as complexity results and root-cause analysis] edso be revisited in the context of

NS-BGP.

5.4 Concluding Remarks

This dissertation has (1) presented a new, neighbor-sp8&¢P (NS-BGP) route-selection model
that allows an ISP to provide customized routes to its custsprand proved the conditions that
guarantee global stability of the Internet when ISPs switcthe NS-BGP model; (3) designed
and implemented a routing control platform that supportsB&> and much broader range of
routing policies (compared to conventional BGP) via a nexyitive configuration interface; (4)
developed a new technique (virtual router migration) tinafes many network management tasks
to be conducted without disrupting routing protocol adjeses or data traffic.

At a high-level, the work presented in this dissertation &iwated by revisiting and challeng-
ing previous unquestionable assumptions (such as “orte-fas-all works well enough”, “com-
puting BGP routes in a centralized fashion does not scaouter is a piece of monolithic
equipment”), and is enabled by leveraging theory from ofiedats (such as the Analytic Hierarchy
Process from decision theory) and the advancement of deletdnologies (such as the steady in-
crease of computational power under Moore’s Law, servéunadization, programmable transport
network). We believe that, as enabling technologies keegrging and/or evolving, revisiting as-
sumptions that previous design decisions were based umbleagraging emerging technologies

will remain an effective approach to addressing networkagament challenges.
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