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Abstract— In a large backbone network, the routers often have
multiple egress points they could use to direct traffic towad an
external destination. Today’s routers select the “closeStegress
point, based on the intradomain routing configuration, in a
practice known as early-exit or hot-potato routing. In this paper,
we argue that hot-potato routing is restrictive, disruptive, and
convoluted, and propose a flexible alternative called TIE (Tinable
Interdomain Egress selection). TIE is a flexible mechanismhtat
allows routers to select the egress point for each destinat
prefix based on both the intradomain topology and the goals
of the network administrators. In fact, TIE is designed from the
start with optimization in mind, to satisfy diverse requirements
for traffic engineering and network robustness. We presentwo
example optimization problems that use integer-programnmg
and multicommodity-flow techniques, respectively, to tunethe
TIE mechanism to satisfy network-wide objectives. Experinents
with traffic, topology, and routing data from two backbone
networks demonstrate that our solution is both simple (for te
routers) and expressive (for the network administrators).
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Hot-potato routing is an appealing mechanism for two main
reasons. First, hot-potato routing can limit the consuampti
of bandwidth resources in the network by shuttling traffic to
the next AS as early as possible. Second, under hot-potato
routing, a router’'s choice of egress point is guaranteedeto b
consistent with the other routers along the forwarding path
because packets are forwarded to neighboring routersaiat h
selected a BGP route with the same (closest) egress point.
Although consistent forwarding is clearly an important
property for any routing system, routers now have other ways
of achieving this goal. In particular, the greater avalilabi
ity of tunneling technology allows for more sophisticated
egress-selection rules, which are not tied to the IGP ngetric
Internet Service Providers (ISPs) increasingly use tungel
technologies—such as IP-in-IP encapsulation or Multi&rok
Label Switching (MPLS)—to support Virtual Private Net-
works (VPNs) or to avoid running BGP on their internal
routers. We capitalize on tunneling techniques to revisit t
hard-coded policy of selecting egress points based on IGP

The Internet’s two-tiered routing architecture was desijn distances, because we believe that hot-potato routing is:

to have a clean separation between the intradomain and
interdomain routing protocols. For example, the interdoma
routing protocol allows the border routers to learn how to

reach external destinations, whereas the intradomaim@ubt

o Too restrictive: The underlying mechanism dictates a
particular policy rather than supporting the diverse per-
formance objectives important to network administrators.
Too disruptive: Small changes in IGP distances can

determines how to direct traffic from one router in the Au- ° . o .
. sometimes lead to large shifts in traffic, long convergence
tonomous System (AS) to another. However, the appropriate . ; .
delays, and BGP updates to neighboring domains [2], [3].
roles of the two protocols becomes unclear when the AS learns ] 2
S . .. o Too convoluted: Network administrators are forced to
routes to a destination at multiple border routers—a siinat X . .
: . . . . evaluate the impact of changes in the IGP metrics on
that arises quite often today. Since service providers peer . L .
: . . , BGP routing decisions, rather than viewing the two parts
multiple locations, essentiallgll of the traffic from customers of the routing svstem separatel
to the rest of the Internet has multiple egress routers. In 93y P Y-
addition, many customers connect to their provider in rpléti Selecting the egress point and computing the forwarding pat
locations for fault tolerance and more flexible load balaggi to the egress point are two very distinct functions, and we
resulting in multiple egress routers for these destinatias believe that they should be decoupled. Patisglethe network
well. We argue that selecting among multiple egress posmtsshould be selected based on some meaningful performance ob-
now a fundamental part of the Internet routing architegturigctive, whereaggress selectioshould be flexible to support a
independent of the current set of routing protocols. broader set of traffic-engineering goals. These objectraeg
In the Internet today, border routers learn routes to dastirPy network and destination prefix; therefore a mechanism tha
tion prefixes via the Border Gateway Protocol (BGP). Whemposes a single egress selection policy cannot satisy thi
multiple border routers have routes that are “equally gdad” diverse set of requirements.
the BGP sense (e.g., local preference, AS path length, etc.)In this paper, we propose a new mechanism for each router
each router in the AS directs traffic to ithbosestborder router, to select an egress point for a destination, by comparing the
in terms of the Interior Gateway Protocol (IGP) distancesandidate egress points based on a weighted sum of the IGP
This policy of early-exit or hot-potatorouting is hard-coded distance and a constant term. The configurable weightsgbeovi
in the BGP decision process implemented on each router [fxibility in deciding whether (and how much) to base BGP



decisions on the IGP metrics. Network-management systepreblems. Then we explain how the alternative of allowing
can apply optimization techniques to automatically seséheeach ingress router to have a fixed ranking of egress points is
weights to satisfy network-level objectives, such as batam not flexible enough (for traffic engineering) or adaptive @gio
load and minimizing propagation delays. To ensure contistéto large changes in the network topology).

forwarding through the network, our mechanism relies on the

use of tunnels to direct traffic from the ingress router to before failure p ... afterfailure
the chosen egress point. Our new mechanism is called TIE

(Tunable Interdomain Egress) because it controls how rsute

break ties between multiple equally-good BGP routes Our
solution does not introduce any new protocols or any changes
to today’s routing protocols, making it possible to deplay o
ideas at one AS at a time and with only minimal changes to
the BGP decision logic on IP routers. The paper makes the
following contributions:

o Flexible mechanism for egress-point selectionTIE is:
(i) flexible in balancing the trade-off between sensitivity
to IGP changes and adaptab|llty to network even_ts’ ( g. 1. Link failure causes routef’ to switch egress points from to B
computationally easy for the routers to execute in re@k destination prefixp.
time, and (iii) easy for a management system to optimize

based on diverse network objectives. ) )
« Optimization of network-wide objectives: We present Our discussion of the two approaches draws on the example

example problems that can be solved easily using TIE&WOrk in Figure 1. ASl has five routers 4, B, C, D,
First, we show how to minimize sensitivity to internaNd £) and each internal link has an IGP metric. Routérs

topology changes, subject to a bound on propagati@HdB are both egress points for destination prefbecause
delay, using integer programming to tune the weigh{§€y learn routes tg via external BGP (eBGP). Each of
in our mechanism. Second, we show how to balandaem selects a best rodfend propagates it vimternal BGP

load in the network without changing the IGP metrics ofBGP) to routers inside the AS. Routessand B propagate

BGP policies, by using multicommodity-flow techniqueéhe" best route te to router C. Under hot-potato routing,
to move some traffic to different egress points. router C' chooses the BGP route learned frofnbecause the

. Evaluation on two backbone networks: We evaluate IGP distance tad is 2, which is smaller than the distance of

the effectiveness of TIE for the two optimization prob? 10 B. However, if theC—D link fails, all traffic from C' to p

lems, using traffic, topology, and routing data from twavould shift to egress routes, with an IGP distance o that
backbone networks (i.e., Abilene and a large tier-1 ISij smaller than the new IGP distancel6fto A. In this section,

we argue that these kinds of routing changes are disruptive.
et, continuing to use egress-poidt might not be the right

Lk ing to do, either, depending on the propagation delaffjdra

n%mands, and link capacities. Instead, network administa

In the next section, we discuss the problems caused by
potato routing, and describe an alternative where eaclero
has a fixed ranking of the egress points. Then, Section
presents the TIE mechanism. Sections IV and V prese . . .

S ~heed a mechanism that is flexible enough to support sound
the two optimization problems and evaluate our solutions
! : erformance trade-offs.
on topology, traffic, and routing data from two backbonB
networks. In Section VI, we discuss how to limit the number

of configurable parameters and how to deploy TIE withot. Hot-Potato Routing

changing the exi;ting rou_ting protocols. After a brief oxew _ Hot-potato routing adapts automatically to topology chemng
of re_lated work in Sec(tjl_ondVII, _\g/e cr?nclude Jhe paper r']?hat affect the relative distances to the egress pointso@ith
Section VIIl. An Appendix describes how we determine thgy hoiatg routing seems like a reasonable way to minimize
network topology, egress sets, and traffic demands from tﬂeesource consumption, IGP link weights do not express re-

measurement data collected from the two backbone networgéurce usage directly. The IGP distances do not necessarily

have any relationship to hop count, propagation delay, or
Il. THE IGP/BGP BOUNDARY link capacity, and selecting the closer egress point doés no

The Internet routing architecture has three main compecessarily improve performance. In addition, small togyl
nents: (i) interdomain routing, which determines the set &hanges can lead to performance disruptions:
border (oregres$ routers that direct traffic toward a destina- « Large shifts in traffic within and between ASes: A
tion, (ii) intradomain routing, which determines the patbn single link failure can affect the egress-point selection
an ingress router to an egress router, and (iii) egress-poin for tens of thousands of destinations at the same time,
selection, which determines which egress router is chogen b _ ‘
each ingress router for each destination. In this sectiam, w A has the choice between the route through A%ind AS3. In this
first d ibe h tvi lection to IGP distancs| example, we assume that the two routes are equivalent whepasing BGP
Irst descri e OW. ying egress selec 'On 0 X IStan < € attributes, sad decides which route to pick based on a tie break such as the
to harmful disruptions and over-constrained traffic-eegiiing age of the route or the router ID.



leading to large shifts in traffic [2]. In fact, hot-potato Besides being disruptive, the tight coupling between egres
routing changes are responsible for many of the largestlection and IGP metrics makes traffic engineering and
traffic variations in a large backbone [3]. maintenance planning extremely difficult. Network adminis
o Changes in the downstream path:When the egress trators indirectly control the flow of traffic by tuning the
point changes, the traffic moves to a different downstreal@P metrics [6], [7] and BGP policies [8], [9]. Finding good
forwarding path that may have a different round-trip timeettings that result in the desired behavior is computatipn
or available bandwidth, which may disrupt the commuehallenging [6], due to the large search space and the need
nicating applications. In addition, the abrupt increase to model the effects on egress-point selection. Imposiren ev
traffic entering the neighboring AS may cause congestiomore constraints, such as minimizing egress-point changes
o« BGP update messages for neighboring domainsA across all routers and destination prefixes, makes the garobl
change in egress point may also change the AS pathird€reasingly untenable. In addition, once the local search
A selects the route via ASin Figure 1, the failure of the identifies a better setting of the IGP metrics or BGP policies
C-D link causes routef’ to switch from a path through changing these parameters in the routers requires the rietwo
AS 2 to one through AS3, forcing C' to send a BGP to go through routing-protocol convergence, leading to-tra
update message to A% Global BGP convergence maysient performance disruptions.
take several minutes [4]. If A8 switches to a BGP route
announced by another provider, the traffic entering1AS

at routerC’ would change. B. Fixed Ranking of Egresses at Each Ingress

) ) A natural alternative would be to configure each router
Even if the hot-potato routing change does not lead 10 Neyi, 4 fixed ranking of the egress points, where the router

BGP update messages, long convergence delays can 0cCup g4 select the highest-ranked element in the set of egress
side the AS depending on how the router implements the BGEiers for each destination. This solution can be realizing
decision process. An earlier measurement study _[2] dlsretnlvetth,;ly,S technology by establishing a tunnel from each isgre
long convergence delays because the underlying routers, o 1o each egress router, and assigning an IGP metric
the network only revisited the influence of IGP distanceg ihe tunnd. The data packets would follow the shortest
on BGP decisions once per minute; during the convergenggqeriying IGP path from the ingress router to the chosen
period, data packets may be lost, delayed, or delivered utgy ess router. The hot-potato mechanism would still dictat
order. This particular problem, while serious, can be asi#@ ho selection of egress points, but the metric associatéfd wi
by having routers use an event-driven implementation thal -, tynnel would be defined statically at configuration time
immediately revisits the BGP routing decisions after a d8an yiher than automatically computed by the IGP. Thus, this
in the intradomain topology. In contrast, the three prol¥eme hnique allows network administrators to rank the egress
listed above are fundamental. . points from each router's perspective. Each ingress router
In a large network, IGP changes that affect multiple desiplects the highest-ranked egress point independenteshiit
nation prefixes happen several times a day, sometimes adigtwork events, short of the extreme cases where the egress
to very large shifts in traffic [3]. Not all of these events ar@oint hbecomes unreachable or the BGP route is withdrawn and

caused by unexpected equipment failures—a large fracfionte router is forced to switch to the egress point with thet nex
them are caused by planned events, such as routine maigfghest rank.

almost half of IGP events happened during the maintenart(;,eprefer egressi over B. Then, when theC-D link fails,
window [5]. Often, shifts in egress points are not necessagy would continue to direct traffic toward routet, though
The new intradomain path to the old egress point, althoughgy using the pattC, E, D, A. This would avoid triggering
little longer IGP-wise, may offer comparable (or even ®tteyhe traffic shift toB, changes in the downstream forwarding
performance than the path to the new egress point. Followipgth, and BGP updates to neighboring domains. However,
the failure of theC'-D link in Figure 1, the pattC, E, D, A aithough the fixed ranking is quite robust to internal change
might be less congested or have lower propagation delay thg§ietimes switching to a different egress pasrd good idea.
the pathC’,_E,B. Moreover, many internal network changegq, example, the patl, E, D, A may have limited bandwidth
are short-lived; a study of the Sprint backbone showed thgta |ong propagation delay, making it more attractive tctchwi
96% of failures were repaired in less thas minutes [5]. tg egress-poinB, even at the expense of a transient disruption.
Maintenance activities are often done in periods of loWgh the long term, network administrators could conceivably
traffic demands. During these periods the network woulthange the configuration of the ranking to force the traffic to
comfortably have extra capacity to tolerate the temporag/ Unove to a new egress point, but the reaction would not be

of non-closest egress points, which would avoid disruptit®y jmmediate. Similarly, the administrators could reconfigtire
non-negligible amount of data traffic traversing the networ

during the maintenance period. 3For example, network administrators can use MPLS [10], fblgreate
label-switched paths (LSPs) between all ingress-egress, pehich creates a
full-mesh of virtual links in addition to IP links. Configung each LSP as an
2Maintenance activities happen very frequently to upgrdue dperating IGP virtual link ensures that each tunnel appears in the intradomain routing
system on the routers, replace line cards, or repair optaaplifiers. In  protocol. The metric assigned to the tunnel would then difie hot-potato
addition, construction activities may require moving fiber temporarily routing decision hard-coded in the routers. These metaee o be carefully
disabling certain links. chosen to be smaller than IGP link weights



IGP metrics or BGP policies to redistribute the traffic loat, ~Undirected graph G = (N, L), nodesN and links L
the expense of searching for a suitable solution, recorifigur Ingress and egress nodesi € N ande € N
the routers, and waiting for the routing protocol to coneerg IGP distance on graph | d(G,i,e),i,e € N

All these approaches react too slowly to network changes. Destination prefix peP
The mechanisms available today for selecting egress point&gress set E(p) C N
represent two extremes in the trade-off between robustmess  Ranking metric m(i,p,e),i,e € N, pe P
automatic adaptation. Hot-potato routing adapts immetfiat tynaple parameters a(i,p,e) and 8(i, p, e)
to internal routing changes (however small), leading te fre
guent disruptions. Imposing a fixed ranking of egress ppints TABLE |
while robust to topology changes, cannot adapt in real tone t SUMMARY OF NOTATION.

critical events. Neither approach offers enough controhfet-

work administrators to engineer the flow of traffic and plan fo

maintenance. We ask a natural questigrthere a mechanism

for egress-point selection that is flexible enough to cdritre  fouting topology as an undirected weighted grapk- (N, L),

flow of traffic in steady state, while responding automaltjcalWhere V is the set of nodes and is the set of IP links,

routeri € N can compute the IGP distanc&G,i,e) to

every other routee € N. The egress sef(p) C N consists

_ . ) . of the edge nodes that have equally-good BGP routes for
In this section, we propose a mechanism for selecting ﬁpefix p, i.e., all edge routers that learn routes jowith

egress point for each ingre_ss_ rOL_Jter and_destination prefiXy o same local preference, AS path length, origin type, and

a network. Ideally, an optimization routine could cOmputgy,isje_Exit Discriminator (if routes have the same next-

the egress points directly based on the current topology,, as) from external neighbors. In Figure 1, the egress set

egress sets, and traffic, subject to a network-wide perfocma E(p) = {A, B}. Note that routerst and B do not necessarily

objective. However, the routers must adapt in real time Q" ihe same next-hop AS to reaph The definition of

events such as changes in the underlying topology and egrgss,ss set implies that all nodes fi{p) select their external

sets, leading us to design a simple mechanism that allows$a e 1 reactp. A nodei ¢ E(p) selects the egress point

separation of timescales—enabling both rapid adaptation atrgmme{m(i’p’e) le € E(p)}. The metric is computed as a

unforeseen events and longer-term optimization of networ\%eighted sum of the IGP distance and a constant term:
wide objectives. We first describe our simple mechanism and

then our proposal for using it in operational networks. m(i,p,e) = a(i,p,e) - d(G,i,e) + B(i,p, e),

IIl. TUNABLE INTERDOMAIN EGRESSSELECTION

where« and 3 are configurable values. The first component

A. TIE Ranking Metric of the equation supports automatic adaptation to topology

Our mechanism allows each router to have a ranking of teBanges, whereas the second represents a static ranking of
egress points for each destination prefix. That is, routeas routes for that prefix. Together, these two parameters can
a metricm(i, p, e), across all prefixep and egress points. balance the trade-off between adaptability and robustiéss
For each prefix, the router considers the set of possiblesggréimple metric satisfies our three main goals:
points and selects the one with the smallest rank, and then Flexible policies: By tuning the values ofa and 5,
forwards packets over a tunnel that follows the shortedt pat  network administrators can cover the entire spectrum
through the network to that egress point. Although we prepos  of egress-selection policies from hot-potato routing to
using tunnels between every pair of routers to guarantee static rankings of egress points. Hot-potato routing can

consistent forwarding, our approach differs from the solé@m be implemented by setting = 1 and 8 = 0 for all
Section II-B in several key ways. First, our ranking metrash nodes and prefixes. A static ranking can be represented
finer granularity, in that we allow an ingress router to have a by settinga = 0 and, for each node, 5(i,p,e) to a
different ranking for different destination prefixes. Sedpour constant value for all values qf. Our mechanism can

ranking metric is computed rather than statically configure also realize a diverse set of policies in between.
allowing the ranking toadapt to changesn the network « Simple computation: The metric is computationally
topology and egress set. Third, our metrionis tied directly simple—one multiplication and one addition—based on
to the underlying tunnethat directs traffic from an ingress information readily available to the routers (i.e., the
point to the chosen egress point, allowing us to achieve the IGP distances and ther and  values). This allows
finer granularity of control without increasing the numbér o routers to compute the appropriate egress point for all
tunnels. Our approach is also more flexible than tuning BGP destination prefixes immediately after a change in the

routing policies, in that one router can start using a neve&gr network topology or egress set.

point while other routers continue to use the old one. o Ease of optimization: The mechanism offers two knobs
To support flexible policy while adapting automatically to  (« and() that can be easily optimized by a management

network changes, the metrio:(i,p,e) must include both system based on diverse network objectives. In Section IV

configurable parameters and values computed directly from and V, we explore the power of this mechanism to express
a real-time view of the topology. We represent intradomain two different policies, and we demonstrate that it is easy



Network administrator defines policy

to optimize by showing that the optimization problems

we define are tractable. Management \L R
In addition, when the network-management system changes (i}’fslt;’:) a, B
the o« and 3 values, the affected routers can move traffic from ‘ Confi
. . . onflgures routers
one path to another without incurring any convergence delay v
This fast convergence is poss.ible because the ne_tworkdalrea (" Upon a, B change or
has tunnels between each pair of routers. Changingrthed routing change
(4 values merely changes which paths carry the traffic. Routers \L Path selection
(on line) ’
using m
B. Using TIE | Forwarding table

We do not envision that network administrators will con-

flgure all values ofx and 3 by hand. Instead, we propose al’IEig. 2. A management system optimizasand 3 for a high-level policy

architecture as presented in Figure 2. The upper boX re@Ees@nd configure routers. Routing adapts the egress-pointtissieat real time
the tasks of a management system that configures the rout®rsaction to network events.

and the lower box captures the tasks running on each router in
the network. Network administrators define the high-lewasllg
of the egress-selection policy for the network or for a set @&. Problem Definition

destination prefixes (such as minimizing sensitivity tdufies, Consider a well-provisioned backbone network that sugport
minimizing delay, or balancing link load). The managemengteractive applications, such as voice-over-IP and engjam-
system takes as input the current network design and g, The network administrators want to avoid the transient
administrator's specifications, runs an optimization it gisruptions that would arise when an internal failure cause
to find the appropriate values for the parameterand 5, 5 change in the egress point for reaching a destination, as
and configures the routers accordingly. Once the managemggy as continuing to use the old egress point would not incur
system configures the TIE parameters, the routers apply {igye delays. By setting the IGP link weights according to
BGP decision process as usual, except for using the metricyeographic distance, the shortest IGP path between twosnode
to select between multiple equally-good BGP routes. would correspond to the smallest delay and the closest®gres
With TIE the egress-point selection can change for tWgsint would be the best choice. Hence, for this problem, the
reasons: high-level policy changes (expressed by chamges,st egress poink(G,i,p) for nodei and prefixp is the
«a andf) or lrouting changes._ Policy changes happe.n becayssyec < E(p) with the smallest IGP distancé(G, i, e). If
of changes in network objectives or the network design. Rouln internal failure occurs, the administrators want node
ing changes—changes in the IGP distances or egress setssmtinue directing traffic td(G, i, p) unless the delay to this
happen in response to network events such as link failurese{gress point exceeds- d(G, i, b(G, i, p)) for some threshold
BGP updates from neighl?oring dqmains. Rea_\ction torouting - 1 |f the delay to reach the egress point exceeds the
changes must be done in real time to avoid bad netwofieshold, the administrators want nodéo switch to using

performance, whereas policy changes happen less often g{id new) closest egress point to minimize the propagation
can be implemented slowly. Our architecture benefits frdm thye|ay. Table 11 summarizes the notation.

separation of timescales. Policy changes require running a
optimization routine, which is executed completely ofiihy Threshold for tolerable delay ratp 7
the management system running on a separate machine. Under Set of topology changes AG
routing or policy changes, routers only need to perform one
addition and one multiplication to recompute This simple
on-line computation also happens under BGP updates. Router
can be pre-configured with default valuessoédnd s for newly
announced prefixes. The management system will revisiethes

Topology change 0 € AG
Network topology after change | §(G)
Best egress point fofi, p) on G b(G,1i,p)

g MENL S TABLE I
Values at the tlme Of the neXt 0pt|m|2at|0n. NOTATION FOR THE PROBLEM OF MINIMIZING SENSITIVITY TO TOPOL@GY
IV. MINIMIZING SENSITIVITY CHANGES WITH BOUNDED DELAY.

In this section, we present a prototype of a managemenin an ideal world, the routers could be programmed to
system to select values afand 3 to minimize the sensitivity implement this policy directly. For example, upon each IGP
of egress-point selection to equipment failures, subject topology changé, each node could revisit its egress selec-
restrictions on increasing the propagation delay. Afteg-prtion for each prefix by performing a simple test for the new
senting a precise formulation of the problem, we presetdpologyd(G):

a splutlon thgt has two phas_es—3|mulat|ng .the effects f?f(d(é(G),z',b(G,z', )) < T-d(G,i,b(G,i,p))),

qugmer;t faﬂurzs to Id_eter_mtlne the constra_lntst or;1 da_he thenb(3(G), i, p) = b(G, i, p)

an values and applying integer-programming techniques ' i .

to identify optimal settings. Then, we evaluate the resglti elseb(9(G), i, p) = argminc{d(3(G), i, ) e € B(p)},
solution using topology and routing data from two backbone
networks. Modifying every router in the network to implement this



egress-selection policy would guarantee that the netwatk and all topology changes € AG using an all-pairs
always behaves according to the specified goal. Howevshortest path algorithm. (For simple topology changed) sisc
supporting a wide variety of decision rules directly in thall single-link failures, an incremental Dijkstra algdwih can
routers would be extremely complicated, and ultimately neteduce the overhead of computing th®G| + 1 instances of
work administrators would want to apply a policy that is nathe all-pairs shortest paths.) Then, we generate the @omtstr
supported in the routers. In the next subsection, we shotv tifiar each(i,p) pair as presented in Figure 4.
TIE is expressive enough to implement this policy. Instekd o
having the routers apply the test in real time, the network-1) Identify the closest egress point in the original graph:
management system configures the TIE parameters at design b = argmin.{d(G,i,e)|e € E(p)},
time based on the policy, and the routers adapt automaticall 2) For eache € E(p) \ {b}, generate the constraint
when internal changes occur. “a(i,p,b)-d(G,i,b)+ (i, p,b) < ai,p,e)-d(G,i,e)+
B(i,p,e)”
3) For eachy € AG
a) Identify the preferred egress point’: If
d(6(@),i,b) < T - d(G,i,b), thend = b.
Else,t/ = argmin.{d(§(G),i,e)|e € E(p)}.

B. Solving the Sensitivity Problem with TIE

Solving the problem with our mechanism requires us to
find values of«(i,p,e) and gB(i,p,e), for eachi,e € N
andp € P, that lead to the desired egress-point selections .
over all topology changedG. Our solution has two main b) ‘I‘:or’eacr)e € E@p) \ {l,’/}' genera’cle the gonstralnt
steps. First, aimulation phaseletermines the desired egress a(i, p,b')-d(6(G), 4, b ,),J’ﬁ(”p’b) <af(i,p,e)-
selection both at design time (under gra@hand after each d(6(G),1,€) + B(i,p, e)
topology change (under grapliGG)). The output of this phase Fig. 4. Algorithm of the simulation phase.
is a set of constraints on theand values for eacli, p) pair.

Then, anoptimization phaseetermines the values of and 5 Step 2 runs once (on the original graph) and stgf)
that satisfy these constraints. For this problem, the sgpest ryns |AG| times (on each topology change), generating a
selection for eaclfi, p) pair can be made independently.  constraint for each alternative to the desired egress point

1) Simulation PhaseTo illustrate how we construct thefor that configuration. As a result, the algorithm produces
constraints o and 3 for the initial topologyG and each (JAG|+1)- (|E(p)| — 1) constraints for each pait, p). The
topology changej, consider the example in Figure 3(a). Irsize of E(p) is limited by the number of edge nodes that have
the initial topology, nodeA would select nodeB as the pest BGP routes for a prefix; in practice, the size is usually
egress point becausB is closer thanC. We can express one, two, or three, or at most ten. Fortunately, any prefixes
this by m(A, p, B) < m(A4,p,C) for topology GG, as shown that have the same egress set produce the same constraints,
by the first constraint in Figure 3(b). Then, we consideind the same values ofand . The number of unique egress
each topology changé and determine the preferred egressets is typically orders of magnitude less than the number
selection with the policy in mind, wher® = 2 and d; is of prefixes, which substantially reduces the running time of
the failure of the link with costt and d; is the failure of the algorithm. In order to reduce the complexity and number
the links with costs4 and 6. In the new graph;(G), A of configurable parameters, we group all routers in the same
is closer toC' (with a distanced(d:(G), A,C) of 5) than PoP into a single node; these routers typically make the same
to B (with a distanced(d:(G), A, B) of 6). However, since BGP routing decisions anyway, since they essentially act as
d(61(G), A, B) < 2-d(G, A, B), A should continue to select one larger router. Ultimately, the running time of the algon
egress-pointB. This decision is expressed by the seconid dominated by the number of topology changesh@. In
equation in Figure 3(b). We use the same methodology peactice, the set of topology changes is restricted to riasiu
evaluate the best egress selection afterin this case, the of a single piece of equipment at a time such as IP links, IP
distance fromA to B is above the threshold, sd should routers, or link-layer equipment (such as an optical angplifi
switch to using egress-point, as expressed by the thirdwhich may impact multiple IP links at the same time).
equation. 2) Optimization Phaseln the optimization phase, we com-
pute . and 3 values that satisfy the constraints for each pair
(4,p). In theory,any settings that satisfy the constraints would

Constraints for (A.p): achieve our optimization goal. However, several practical

4 .O9g+Bg <5.0c+ B issues drive how we set up the optimization problem:
6.%95+Pg <5.0c+ B « Finite-precision parameter values:The « and 3 values
12 .0g+Bg >5.0c+pB¢ should have finite precision to be configured and stored
on the routers. Since the parameter values only have
@ (®) meaning relative to each other, we can limit ourselves

to considering integer solutions. This leads us to apply
integer programming to solve the problem.
« Robustness to unplanned eventAlthough we optimize
More generally, our algorithm consists of two main steps. the parameters based on the topology changeAdh
First, we compute the distancég, i, ¢) for the original graph the real network might experience events outside of our

Fig. 3. Example illustrating constraints on valuescofind 3.



model. If optimizing based oM\AG results in solutions directly from a C program rather than the AMPL interpreter

with a = 0 for an (i, p) pair, then routeri would never and if we run it on more powerful machine.

adapt to a change in IGP distance, however large. Toln the resulting configuration for the Abilene network,

increase the robustness to unplanned events, we addwais equal td for 93% of the(i, p, ¢) tuples and had only four

extra constraint that (i, p, e) > 1 for all 4, p, ande. distinct values ¢ € [1,4]); 3 was zero fo190% of the (i, p, e)

« Limiting the number of unique parameter values: To tuples and had only three distinct valugs € {0, 1,3251}).

reduce the overhead of configuring and storingdtend The ISP network has a much larger number of destination

3 parameters, we prefer solutions that reduce the numgefixes and distinct egress sets, which resulted in a broade

of unique values. As such, we attempt to minimize arange of values for the parameters € [17 19] and 8 ¢

objective function that is the sum across all of thand {0, 1, 3411, 4960, 5185, 5009}). However, the vast majority of

/8 values, which favors solutions with = 1 and3 = 0, « values §8%) were equal to one, aréh% of 3 values were

selecting different values only when necessary to satisfgro. The small number of distinct values for the parameters

the constraints. and the large number ef(i,p,e) = 1 and3(i, p, e) = 0, help

For each(i,p) pair, the simulation phase generates a stgduce the overhead of configuring and storing the parameter

of linear inequalities and a linear objective function. @in as discussed in more detail in Section VI. The fact that most
we want our variablesa( and 3) to have integer values, (i,p) pairs havea(i,p,e) = 1 and 3(i,p,e) = 0 reveals
we need to solve an integer-programming problem. We u#@t there are just a few points in the network that need
the CPLEX [12] solver with the AMPL interpreter to findsome hysteresis to keep them from over-reacting to small IGP
the o and 3 values for each(i,p) pair. Although integer- changes. TIE provides enough flexibility for the management
programming problems are sometimes difficult to solve, ogystem to identify the specific places where this hysterigsis
constraints are typically easy to satisfy because many cdargeded to achieve the network-wide goals.
straints are identical or are subsumed by other constraintsAfter generating the values af(i, p,e) and 3(i, p, e) for
For instance, the second constraint in Figure 3(b) is strictach one of these scenarios, we simulate the behavior of
than the first constraint (i.e., becausep < 6ap). In fact, each network with this configuration. For comparison, we als
for most of the (i,p) pairs, CPLEX computes the valuessimulate the behavior of the network using hot-potato rayti
of o and § during a pre-processing phase that analyzes tfiey settinga(i,p,e) = 1 and (i, p,e) = 0 for all (i, p,e)),
constraints. Very few(i,p) pairs required more than threeand the fixed ranking egress selection (by setti(@p, e¢) = 0
simplex iterations in the root node of the branch-and-bouifar all (i,p,e), and 8(i,p,e) = d(G,1,¢)). We simulate the
tree to identify parameters that satisfy the constraintd abehavior of these egress-selection policies under the fset o
minimize the objective function. all single-link failures and the set of all single-node dads.
For conciseness, we only present the results for single-nod
failures, the results for the other instances lead to theesam

) o conclusions. We compare the three mechanisms using two
We evaluate the effectiveness of TIE for achieving our gogletrics:

of minimizing sensitivity to equipment failures on the Adaile i _
network and a tier-1 ISP backbone. We obtain the network® Dteciag/e;?:?loéhzokgs;cggr’gs’g)pvc\)ﬁtcgorgﬁtl:etretaheetgggié(;/r
topology G and the egress sefsF(p)} as described in the v : , T
Appendix. For this problem, w‘({e s(et)%[he IGP link weights to  changed (d(3(G). 4, b(6(G), 7, p))), and divide it by the
the geographic distance between the PoPs to approximate the d€lay to reach the best egress in the original topology
propagation delay. We optimize TIE for two sets of topology (d(G, 3, b(G, 1, p))). _ _ o
changes\G (single link failures and single node failures) and *° Routing sensitivity: I_:or eacf(z,_d) th.e routing sensitivity
three different delay thresholds (1.5, 2, and3). represents the fraction of pref|xeSzah_at chan_ge_ egress
We ran the simulation and the optimization phases on dif- point afte_r a topelogwaangé.. Th|§ metric is the
ferent machines because the raw measurement data could only routing-shift funenon ™) defined in [13] and rep-
be stored on one machine, and the CPLEX license resides on resents the fraction of a router's .BGP teble that changes
another. The simulation phase ran on a 900MHz Ultraspérc-I| egress points after an intradomain routing change.
Copper processor of a Sun Fire 15000. This phase consumeBigure 5(a) presents the complementary cumulative distri-
3.2 MB of RAM and took0.5 and31.1 seconds to build the bution function (CCDF) of the delay ratio for the Abilene
constraints for all pair§i, p) for the Abilene and ISP networks, network. A delay ratio equal to one means that the delay after
respectively. The optimization phase ran on a 196 MHz MIP8e failure is the same as the delay in the original network.
R10000 processor on an SGI Challenge. This phase consurivthy of the node failures do not affect the path between an
just underd MB of RAM and took37 seconds and2 minutes ingress node and a best egress node for a prefix. Therefore, we
to run for the Abilene and ISP networks, respectively. Themit all values that had a delay ratio of one. Given that thie li
management system selects newand 3 parameters very weights are set according to geographic distance, the delay
infrequently, and this selection does not delay the rodteras ratio achieved by hot-potato routing represents the sistalle
picking routes. Thus]2 minutes of running time is perfectly feasible delay ratio. Fixed ranking represents the delagdoh
reasonable. In addition, we expect that the optimizatioasph the old egress point after the failure. In this plot, we pnesiee
would complete much faster if we invoke the CPLEX libraryesults for TIE optimized for single-link failures arid = 2,

C. Evaluation
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Fig. 5. Comparison of egress-selection schemes on the f&bitetwork under single-node failures with TIE optimized $mgle-link failures andl" = 2.

and evaluate the schemes against single-node failures. T there is still a low-delay path to the initial egressnpoi
results of TIE optimized for single-node failures were vergven after the failure. Contrasting the delay ratio andingut
similar (in fact most of the values @f and 3 were the same). sensitivity of the two networks illustrates that there ig ao

Despite being optimized for a different set of topo|og§ingle policy that fits all networks. Compared to the Abilene
changes, TIE still behaves according to the original got. Thetwork, the ISP network could safely put more emphasis
exceeds the delay threshold Dfor only 20% of the (i, p,5), ©ON setting thes values, because its rich connectivity makes
and hot-potato routing also exceeds the threshold in eachitofinlikely that equipment failures would lead to signifitan
these cases. Fixing the ranking of egress points leads ayslelchanges in the IGP distance between a pair of routers. The
that are higher than the delay achieved by TIE in the majori)E mechanism is flexible enough to accommodate both of
of instances. Whenever the fixed-ranking scheme lies beldgse networks.
the threshold of, TIE is below it as well. When the fixed- In this section, we assume that the egress set for each
ranking scheme exceeds the threshold, TIE shifts to an ggrégstination prefix is stable when determining the values of
point that is at or below the threshold. This is the reason widnd3. Our evaluation shows that even when an egress node is

the TIE curve liesbelow the fixed-ranking curve for delay removed from the egress set (which can represent eithere nod
ratios under. failure or a BGP route withdrawal), TIE behaves as expected.

Below the threshold of, TIE has higher delay than hot- Ve can extend the formulation of this problem to find solusion
potato routing in exchange for lower sensitivity values at are robust to egress-set changes. For instance, we can

shown in Figure 5(b). This graph plots the CCDF of routinaonﬁgur_e TIE tq _react slowly to the announcement of new
sensitivity for all (i,) pairs. Fixing the ranking of egress'oUtes (i-e., additions to the egress set) by setting theegal
points has the lowest sensitivity. In fact, the fixed-ragkin®' a(p,e) and 5(;, p,e) to be very high for alle ¢ E(p).
scheme has a non-zero sensitivity only when the best egriég ¢an also model BGP dynamics by extending our notion of
point fails, forcing even this scheme to change to the secorf@P?l0gy change to include changes to the egress sets.
ranked egress point (i.e., the one that was second-clasest i

the initial topology). The TIE curve follows the fixed rangin V. TRAFFIC ENGINEERING

for most points. TIE only experiences egress changes WheRryig section demonstrates the expressiveness of TIE for

they are unavoidable. The gap between the hot-potato ajigjnq traffic engineering. We propose an optimization pzabl

the TIE curve—around5% of the (i,d) pairs—represents .+ pajances link utilization on the network only by seilegt

the scenarios for _wh|c_:h egress-selection disruptionsdcbel o appropriate egress point for each fip) (i.e., by setting

avoided without violating the delay threshold. the values of3(i, p, ¢)). This is in contrast with the common
Although we observe similar behavior in the results for thgractice of optimizing link utilization by either tweakidGP

large ISP network (presented in Figures 6(a) and 6(b)), thek weights or BGP policies. After defining the optimizatio

gap between the curves is not as large as for the Abilepgyblem and presenting our solution, we evaluate our soiuti

network. In this case, we optimize TIE for single-link fa#s by comparing the link utilizations achieved using TIE tottha

with a delay threshold’ = 3. The ISP network has manyysing the current network configuration.

more choices of egress points per prefixes than the Abilene

network. Therefore, the delay to reach the closest egréas po _ . _ o

in the original topology is likely to be very small, and segfi A. Problem Definition: Balancing Link Utilization

the threshold to three times this delay still gives reasthab Traffic engineering—adapting the flow of traffic to the

short delays. This network also has more path diversity tharevailing network conditions—is a common task that can

the Abilene network. In a more diverse graph, it is more fikelbe performed in several ways. Traffic engineering considers
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a network topology &) with the capacity of each linke(¢)), In our work, we consider a functiop(u(¢)) that increasingly
and the traffic demands(i, p) (i.e., the volume of traffic to penalizes loads as they near or pass the link's capacitg. Thi
destination prefixp that enters the network at ingress routepiecewise-linear function can be expressed by the equation
1), as summarized in Table Ill. The effects of the IGP weights

on the intradomain paths can be represented by the routing u(f), u(€) €[0,1/3)
matrix R(7,e, ), which captures the fraction of traffic from ?0 ?Q(L?Z)__Z{g’/g’ Z%; g Eg gﬁ%’)
routers to routere that traverses link. If the network has one o) =3 70 u(e) - 178/3, u(t) € [9/10,1), @
shortest path betweenande, R(i,e, ) is one for any link¢ 500 - u(€) —1468/3,  w(f) € [1,11/10),

5000 - u(¢) — 16318/3, u(¢) € [11/10, 00)

on that path, or zero otherwise; if multiple shortest pattiste
R(i, e, f) may be fractional. The flow of traffic also dependghat was introduced in [14] and used in several other traffic-
on the egress séf(p) and the egress poili, p) that router engineering studies. The network-wide objective functiois

i uses to reach prefix. the sum of the link penalties—i.eb = 3", ; ¢(u(()).

Network administrators can minimize the objective funietio

Link capacity

Traffic demand

Routing matrix

Egress selection

Link traffic load

Link utilization
Multicommodity flow path
Decision variable

Link congestion penalty
Objective function

c(l),fort e L
v(i,p) fori € N,pe P
R(i,e,l), fori,ee N, L

b(i,p) € E(p) forie N,pe P

t(¢) for £ € L

u(l) =t(l)/c(f), L € L
7(i,e,p) CG

z(i,e,p) € {0,1}
p(u(f)), L€ L

Q= Z(ggL (ﬁ(u(())

TABLE IlI
NOTATION FOR THE TRAFFIGENGINEERING PROBLEM

by changing the intradomain path&((, e, ¢)), interdomain
routes E(p)), or the egress-point selectioh({, p)). Tuning

the IGP link weights (to influence the intradomain paths)
and the BGP policies (to influence the interdomain routes)
lead to NP-complete optimization problems [6], [7]. The
computational intractability of these problems forces tise

of local-search techniques that repeatedly evaluate peeam
settings in the hope of finding a good solution. Although leca
search heuristics often produce good parameter valuegr[6],
the solutions are not optimal and are not guaranteed to have
performance that is close to optimal. In addition, the sohg
require changing the IGP weights or BGP policies, which
triggers routing-protocol convergence and leads to temtsi
disruptions. In contrast, using TIE to control the egressyp
selectiond (i, p) leads to a simpler optimization problem that

Traffic engineering involves tuning the network configuradO€S not require changes to the routing-protocol configurat
tion to minimize some function of the load on the links. Theince we are simply selecting among existing paths and not

load t(¢) on link ¢ can be determined as follows:

TESYDS

i€EN p € P,

v(%,p) - R(i,e,0)

b(i, p) = e,

e € E(p)

and the resulting link utilization is:(¢) = t(¢)/c(¢). The

changing the configuration of routing protocols, our applhoa
does not trigger routing convergence.

B. Solving the Traffic-Engineering Problem with TIE

Traffic engineering with TIE involves assigning eaghp)
pair to an egress poin{i, p) € E(p) in a way that minimizes
the objective functiorb. A solution can be realized by setting

common approach to traffic engineering is to formulate a#(i,p,b(i,p)) to a low value, while setting3(i,p,e) to a

optimization problem that minimizes an objective functtbat

high value for alle # b(i,p), and all « values to zero. In

penalizes solutions in terms of the load they place on ea&h li contrast to the fixed-ranking scheme in Section 11-B, wevallo



a router’s ranking of egress points to differ across the yesfi
In practice, we envision solving richer optimization preinls
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However, in general, this integer multicommodity-flow prob
lem is intractable. Instead, we consider its linear-prograng

that consider robustness to changes in the network topolagjaxation obtained by relaxing the integrality constgin

G, the egress sef8(p), and the traffic demands(, p), which
would lead to solutions that assign values to betand 5. In

x(i,e,p) € {0,1} to simply z(i, e, p) > 0. For both networks
we consider, the CPLEX solver produced solutions with only

this paper, we focus on fixed topology, egress sets, andctraffiteger values of:(i, e, p), thus solving the integer program-

demands, to illustrate how TIE provides the flexibility nedd
to balance load across the links.

We formulate the egress-selection problem gm#n-based
multicommodity-flow problem that accounts for the consttsi
that the routing matrix(i, e, ) imposes on the flow of traffic.
For a routeri and prefixp, we consider the topology(i, e, p)
induced by the links¢ € L for which R(i,e,¢) > 0. All

ming problem and allowing us to configure thg, p, e) values

to pick the single egress poiriti,p) for each (i,p) pair.

We seta to zero for all (i, p, e) tuples. For the egressfor
which z(i,e,p) = 1, we set3(i,p,e) = 0. For every other
egresse’, we setfg(i,p’,e’) = d(i,e’). For situations where
the solution of the linear-programming relaxation is fiacal,
applying a simple heuristic based on randomized rounding

links in the graphr(i,e,p) can be used to route traffic fromcan produce a valid egress selection. For each (pai) with

1 to p through the egress poiate E(p). We call T a path in

fractional z(i, e, p) values, egress poirt € E(p) is selected

the multicommodity-flow formulation. We represent the attu with probability z(4, e, p). Randomized rounding is repeatedly

routing of the traffic from: to p by a (0, 1)-decision variable
x(i,e,p), such thatz(i,e,p) = 1 if and only if the path
7(i,e,p) is selected to send traffic fromto p. The choice
of a pathr determines the egress poiate E(p) selected.

applied and the best solution found is output by the algorith

C. Evaluation

For all pairs(i, p), the egress-selection problem requires that a We evaluate the link utilization achieved by TIE on both the
single egress point € E(p) be chosen (i.e., no more than onébilene and ISP networks. We obtained the network topology
(i, e, p) of 1 for each(i, p) pair). We express this requirement=, the egress set$E(p)}, and the traffic demands(i,p),

by the following equation:

Z x(i,e,p) = 1.

e€E(p)

The contribution of the traffic going fromto p to the load on
link ¢ is the product of the traffic demandi, p), the routing-
matrix elementR(i, e, ¢), and the decision variable(i, e, p).
The total load on a link is the sum of all the contributions, i.

t0) =Y > wli,p)-RieL)-x(i,e,p).

i€N peP ec E(p)

as explained in the Appendix. We aggregate all traffic from
an ingress to all destination prefixep that share the same
egress sek(p) to build the ingress to egress set traffic demand
v(i, E) for each unique egress sét For this problem, we
use the IGP link weights as configured in each network. The
CPLEX solver took).1 and1.5 seconds to run on the 196 MHz
MIPS R10000 processor for the Abilene and ISP networks,
respectively. The current network IGP configuration is set t
achieve good link utilization assuming that the egressesigin
mechanism is hot-potato routing. Therefore, we compare the
utilization achieved using TIE with that achieved by hotgio
routing.

_A piecewise-lineamteger-programming formulation for the - a6 v presents the value of the objective function
single egress-selection problem is to minimize the objecti,, poih topologies under both egress-selection polidit&'s

function® =3, ¢(u(f)) such that th€0, 1)-decision vari-
ablesz (i, e, p) sum tol for each(i, p) pair. Definingeo(u(?))

flexibility in balancing load allows us to find an optimal

solution for both networks using the linear-programming re

to be a linear variable and applying a standard transfoomatiy ation. The solution using hot-potato routing4ie% worse

results in thdinear integer-programming formulation:

min 3 ¢(u(®))
leL
s.t.

w@) = (D230 3 wp) - Rlel) - alie,p)) /e(6), ¥ € L,
i€N peP ecE(p)
>

e€E(p)
P(u(f)
P(u(f

z(i,e,p) =1, Vi € N,p € P,

> u(l), VI € L,
>3- u(l) —2/3, V€L,

)

) =
d(u(€)) > 10 - u(€) — 16/3, VI € L,
B(u(£)) > 70 - u(l) —178/3, VI € L,
B(u(€)) > 500 - u(f) — 1468/3, VI € L,
B(u(£)) > 5000 - u(f) — 16318/3, VI € L,

z(i,e,p) € {0,1}, Vi € N,p € P,e € E(p),
é(u(L)) >0, Vi € L.

than that found using TIE for the ISP network. Hot-potato
routing has a congestion function close to TIE for the Abélen
network, because the Abilene network is significantly under
utilized. Still, TIE does offer some (admittedly modest)-im

provements to the objective function.

ISP Network
8.990353677
5.557480707

Abilene Network
0.4513510071
0.4425879808

Hot-potato routing
TIE

TABLE IV
COMPARISON OF THE NETWORK CONGESTION FUNCTIOR BETWEEN
HOT-POTATO ROUTING ANDTIE.

We studied the ratio of link utilization between hot-potato
routing and TIE for the ten most heavily-loaded links under
hot-potato routing. The TIE solution reduces the utiliaati
of the most utilized link by40.9%. Although TIE increases
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the load on some links, our solution reduces the utilizatbn VI. IMPLEMENTATION ISSUES
two-thirds of the links, and the most utilized link in the TIE
solution ha26.3% less utilization than the most utilized link An AS can deploy the TIE mechanism without changing the

under hot-potato routing. intradomain or interdomain routing protocols, and withthe
_ cooperation of other domains. In this section, we first dbscr
D. Extensions how to ensure that each router can apply TIE independently

In this section, we assume that each routean select any of other routers in the AS. Next we discuss how to configure
e € E(p) for each destination prefix. However, this could the a and 3 parameters and how a router applies the TIE
conceivably lead to long propagation delays #elects a far- mechanism to select a BGP route for each destination prefix.
away egress point, or to unnecessary BGP update messagdden, we discuss how moving the responsibility for BGP path
neighboring domains. We can address these concerns sinfigiection from the routers to separate servers [15], [16]l&vo
by removing certain egress points from consideration iff thénake it possible to implement our TIE scheme withaay
have high propagation delay or a BGP route with a differemodification to the decision logic running on the routers.
AS path. For instance, egresses whe(&,i,e) exceeds a
threshold could be removed from consideration for router
or we could consider only the egress points that have B@P |ndependent Decisions at Each Node
routes with the same AS path. Our solution can also treat
destination prefixes for sensitive applications (such adMo Throughout the paper, we have assumed that each node
separately. For instance, we can set the valuasd3 for each applies the TIE mechanism to select a single best route from
VolIP prefix to minimize sensitivity and delay as discussed #fie set of equally-good BGP routes chosen by the border
Section IV. Then, we can optimize the egress selection fetuters. In a network with a “full mesh” internal BGP (iBGP)
the rest of the prefixes for traffic engineering. The load ® tt¢onfiguration, each router learns these routes directliynfro
\VolP prefixes is considered as background load, which caniié@ border routers. However, large networks typically eoypl
be changed by the traffic engineering optimization. route reflectors to overcome the scaling problems of having a

The traffic-engineering optimization problem as defined #GP session for each pair of routers. A route reflector runs
this section only considers the utilization of internakin A the BGP decision process and propagates a single best ooute t
natural extension is to use TIE tmlance outbound load on its clients; as a result, the clients may choose a differest b
the edge linksWe can formulate this problem by adding arfoute than they would with all of the options at their disgosa
artificial node per peering link and another for each detiina Consider the common scenario with a full mesh of top-level
prefix p, with each node representing a peering link connectifigute reflectors, with one or more route reflectors in each PoP
to the nodes for the prefixes learned in that peering seséien. In this scenario, we recommend applying the TIE mechanism
can solve this problem using the same methodology presen@@ﬂ;y on the route reflectors to allow decisions based on a
here. In addition, our traffic-engineering optimizatiomiplem complete view of the BGP routes. The client routers (i.enept
currently does not set the values of This prevents the routers in the same PoP) would inherit the choice made by
egress selection to automatically adapt to changes in their common route reflector. This has the added advantage
network topology. TIE can also be configured befptanned that only the route reflectors would need to be upgraded to
maintenance activitieso ensure low link utilizations during implement the TIE mechanism.
the event. In this case, the topology changds known The TIE mechanism also relies on the underlying network
in advance, so the network administrators can compute tloeforward data packets from the ingress router to the chosen
optimal egress selection in the modified topolaffys) and egress point. However, the routers along the forwarding pat
adjusta and 3 to achieve the desired traffic-engineering goatlo not necessarily select the same egress point, depenaling o

We can combine our methodology for solving the problemow their o and 3 parameters are configured. This problem
presented in Section IV with the one presented here to fiddes not arise in hot-potato routing because each routstsel
a solution to therobust traffic-engineeringroblem. In steps the closest egress point, which ensures that the routeng alo
1 and 3(a) in Figure 4, instead of identifying the best egretite shortest path have chosen the same egress point. Rather
point according to the shortest distance, we can achiewestobthan constraining the wayr and 5 are set on different
traffic engineering by selecting the best egress accordingrouters, we advocate that the network employ some form of
the solution of the path-based multicommodity-flow probledightweight tunneling to direct traffic over the shortestAG
specified in Section V-B. We can also consider a delay boupdth(s) from the ingress point to the egress point. For el@mp
by removing from the egress set any egress point that is ovetha ingress router could encapsulate each data packet i an |
threshold from the ingress. This multi-objective problemuld packet where the destination corresponds to the IP address
conceivably encounter a scenario where no parametergettiri the chosen egress router. Alternatively, the network may
would satisfy every constraint. A scenario like this, shibiil employ MPLS [10], [11] to create label-switched paths (LSPs
arise, could be handled by an extension to the integer pmogrhetween all ingress-egress pairs, as discussed in Sedtion |
to minimize thenumberof constraints that are violated. ThisB. Tunneling IP packets over the underlying IGP paths is a
could be achieved by including an extra error term in eadommon usage of MPLS since it obviates the need for interior
constraint and selecting an objective function that miagsi routers to speak BGP or have a large forwarding table, while
the total error. also allowing the network to forward VPN and non-IP traffic.
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B. Configuring and Applying TIE in Routers the traditional IGP tie-breaking step, the router can imydat
) ) ) o a modified BGP decision process that usesithmetric to se-
Using the TIE mechanism requires configuring the routef$.; the route with the most-preferred egress point. Ultétya
with the values ofa and § selected by the optimization e T1E mechanism requires only a change in one step of
routine. As discussed in Section III-B, rather than configgir 1, BGp decision process implemented on the routers, rather
these values by hand, we envision that a network-managemgliy any protocol modifications. We note that router vendors
system would have an automated procedure to connect to eﬂﬁ'gady provide features that allow network administstor

router to set or modify the parameters. Still, configuring g qify the operation of the BGP decision process [18], which
large number of values may introduce significant OVerhe%‘ﬂ;nificantly reduces the barrier to deploying TIE.
and delay. In the worst case, each router would need to be

configured with two integer values for every destinatiorfigre
and edge router. For a network with 500 edge routers afid TIE in a Separate Path-Selection Platform

150,000 destination prefixes, this would require configytim Rather than modifying the BGP decision process imple-

billion parameters (i.e500-500-2-150, 000), which is clearly \nented on the routers, an AS could move the entire responsi-
excessive. Fortunately, a rgutgr often _has the same val‘ugsbmty for BGP path selection to a separate software platfor

a and § across many destination prefixes and egress points. nronosed in [15], [16]. In this setting, dedicated server
To capitalize on this observation, the TIE mechanism couldceive the eBGP advertisements and run decision logic to
have default values oft = 1 and § = 0 (corresponding {0 geject BGP routes on behalf of the routers in the AS. The
hot-potato routing) for each prefix, allowing the managemegeyers use IBGP sessions to send each router a customized
system to specify only the parameters that differ from thegg,ing decision for each prefix, essentially overriding th

values. For example, in Section IV only 10% of thevalues jnfence of the BGP decision process running on the routers.
were non-zero for the tier-1 ISP backbone, which would 1oce servers could implement the TIE mechanism for
reduce the configuration overhead by an order of magnitudg, e ting the routes in real time, and might also run thenefi
Another way to reduce the overhead is to assigand 5 optimization routines that set the and 3 parameters; this
at a coarser granularity than individual routers and dason yyoyid allow the parameters to exist only on the serverserath
prefixes. For example, the parameters could be defined {Ran in the routers or other management systems. Even though
PoPs, rather than routers, particularly if TIE is impleneent the servers could conceivably implement any decision |ogic
only at the route reflector(s) in each PoP. If the 500-routgy practice they need some separation of functionality betw
network has (say25 PoPs, the number of parameters woulghe real-time adaptation to network events and the lorgyen-t
drop by a factor oft00 (i.e., 25 PoPs would be configured with optimization of the path-selection process based on nétwor

two parameters per prefix far5 egress PoPs). In addition,ide goals. TIE provides a way to achieve that separation.
the parameters could be based on the destination AS (i.e.,

the origin AS that initially announced the BGP route), rathe
than the destination prefix. If the Internet has (say) 20,000
ASes andl50, 000 prefixes, this would reduce the number of Our work relates to several ongoing threads of research in
parameters by an additional factor af. Together, these two |nternet routing:
optimizations would reduce the number of parameters by aHot-potato disruptions: Measurement studies have shown
factor 0f3000, from 75 billion down to 25 million across all that hot_potato routing Changes can lead to |ong conver-
the routers in the network, which seems acceptable paatigul gence delays, large shifts in traffic, and external BGP rout-
if the management system need only specify exceptions to {ig changes [2], [3]. Subsequent work proposed metrics of
defaultw and 3 values. Further reductions can be achievegetwork sensitivity to internal changes to assist netwatk a
by associatingy and 3 values with the next-hop AS or otherministrators in minimizing hot-potato disruptions [13]afRer
route attributes. than trying to control disruptions using routing protocals
When « and 5 are not associated directly with particulathey are defined today, we redesign the boundary between the
prefixes and egress routers, the ingress router needs soyne W@ tiers of the routing system to achieve a broader set of
to know which parameters to use in selecting a BGP roufiaffic-engineering goals (including minimizing disrupts).
for a prefix. The BGPcommunityattribute [17] provides an  Traffic engineering: Controlling the flow of traffic with
effective way to communicate which parameters should OgE gives more flexibility for solving the traffic engineegn
used. For example, the border routers could be configuredpi®@blem. TIE represents one more control knob beyond the
tag each BGP advertisement with a unique community valgenventional approach of tuning the IGP link weights [6], [7
that identifies the PoP. Another community could be used &d BGP policies [8], [9]. Whereas TIE can seand 3 inde-
identify the origin AS or next-hop AS associated with th@endently for eaclfi, p) pair, tuning an IGP weight can affect
advertisement. Upon receiving these tagged routes vienalte the IGP distances between multiple pairs of routers andtaffe
BGP (iBGP), a router can use these community values to indgx egress-point selection for many prefixes. Similarlgjrig
into a table that stores the and 3 values. a BGP policy often impacts the route preferences for many
Once the router knows which and 5 values to use, the routers at once. IGP and BGP changes also lead to routing-
router can compute the metrio based on these parameterprotocol messages and convergence delays. TIE also psovide
and the IGP distance to the egress router. Rather than agplyan alternative to deploying a load-sensitive routing protp

VII. RELATED WORK
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such as the traffic-engineering extensions to OSPF and t8-applying conventional optimization techniques to detiee
IS [19], [20], [21]. Load-sensitive routing leads to highethe best settings for the tunable parameters.

protocol overhead and can sometimes introduce instability
More recent work [22] solves this instability problem by -bal
ancing load over a set of pre-defined paths between ingréss an
egress. However, none of these proposals explicitly addses In Section IV and V, we evaluate TIE on data from two
the problem of egress-point selection, making it appeaiing operational networks. In this appendix, we present our ogeth
implement TIE even in networks that already support loadiogy for obtaining the input data—the internal topologylan
sensitive routing. In our future work, we plan to compare thihe egress sets—from passive measurements. Since rauters i
benefits of TIE with these alternative approaches [21]. the same Point-of-Presence (PoP) essentially act as aye lar

Optimizing egress-point selectionPrevious research con-node, we model the topology of both networks at the PoP
sidered an optimization problem similar to our ongoing worlevel.
discussed in Section V. The work in [23] focused on selecting Abilene Network. Abilene is the backbone for U.S. re-
egress points such that traffic loads do not exceed the egressarch network [28]. The network has PoPs with one router
point capacities, with the secondary objective of minimigi each. The vast majority of the links are OC192, with only
the total distance traveled by the traffic. In contrast, wene OC48. For our study, we used data from April 2003.
formulate an optimization problem that minimizes congmesti We obtained the topology (both with designed weights
over the links in the network, using the objective functimed and geographic distance) and link capaciti€¢s) from the
in earlier traffic-engineering studies [6]. publicly-available map of the network. This map has the

Multi-homing: In recent years, an increasing number dbcation of each router, as well as the link capacities and
stub ASes, such as large enterprise and campus netwohed) weights. Each BGP speaker has aroGnB00 prefixes
connect to multiple upstream providers for improved religb in its routing table. We obtained the egress B¢p) for each
and flexibility. In response, several research studies hawefix from a dump of the BGP table for a monitor that peers
considered how these networks should balance load over With every router. The network had onB3 distinct egress
multiple access links [24], [25]. However, our problem isets. We extracted the traffic demands from sampled Netflow
different because we focus on networks where each destinatilata. Every router in the network has Netflow enabled with
prefix has a (possibly different) set of egress points, aed th sampling rate ofl/100. For each routei and destination
choice of egress point affects the load on linksidethe AS. prefix p we have set(i, p) to the average traffic volume for

Inter-AS negotiation: Other research has considered howne hour of Netflow data collected on a weekday afternoon.
a pair of neighboring ASes could coordinate to select egresslier-1 ISP Network. We also used data collected from
points in a mutually advantageous manner [26], [27]. Wheegetier-1 service-provider backbone on January 10, 2005. We
these papers focus on the negotiation process, and on eitracted the router-level topology and IGP link weightsir
important question of what information the ASes shoulthe link-state advertisements logged by a routing monit.
exchange, we propose a tunable mechanism for selecting tised router configuration data to map each router to a PoP
egress points and a way for each AS to determine its preferastl determine the link capacities. The resulting topology h
egress points based on network-wide objectives. a few dozen nodes. For simplicity, we combine parallel links
between a pair of PoPs into one link with the aggregate ca-
pacity. We used the PoP locations to determine the geographi
distance traversed by each inter-PoP link. The networlngear

IP networks are under increasing pressure to provide pBSP routes for approximately50, 000 prefixes. We build the
dictable communication performance for applications sagh egress set/(p) for each prefix from the BGP table dumps from
voice over IP, interactive gaming, and commercial tranisast  all top-level route reflectors in the network. The networls ha
These applications are sensitive to both transient dignupt a few hundred distinct egress sets. We use sampled Netflow
(i.e., during routing changes) and persistent congestien ( data collected around the entire periphery of the network. W
when the routing does not match the prevailing traffic). laggregate all traffic entering at the same Ro&hd destined
this paper, we propose a new mechanism for selecting egrgsshe same prefixp into a single traffic demand (i, p).
points that satisfies both requirements. TIE avoids theugisr Each traffic demand represents the average traffic rate over
tions caused by hot-potato routing changes while supgprtithe course of the day.
diverse network-wide objectives such as traffic enginegerin
and maintenance planning.

TIE is simple enough for routers to adapt in real time
to network events, and yet is much more amenable to opti-We would like to thank Abilene for making their measure-
mization than today’s routing protocols. In addition, TIBEnc ment data publicly available to the research community. ke a
be deployed in an AS without changing the intradomain grateful to Anukool Lakhina for his help in working with the
interdomain routing protocols, and without the cooperattd Abilene data. Thanks also to Geoff Voelker and the anonymous
other domains. Our experiment for two network-managemewetiewers for their comments. Renata was supported in part
problems, using data from two backbone networks, demdny the Cooperative Association for Internet Data Analysis
strates the effectiveness of our new mechanism and the e@3AIDA).
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