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Abstract—Giving ISPs more fine-grain control over interdo-
main routing policies would help them better manage their né
works and offer value-added services to their customers. Uartu-
nately, the current BGP route-selection process imposes lierent
restrictions on the policies an ISP can configure, making may
useful policies infeasible. In this paper, we present Morphus,
a routing control platform that is designed for configurability
Morpheus enables a single ISP to realize a much broader range
of routing policies without requiring changes to the underling
routers or collaboration with other domains. Morpheus allows
network operators to: (1) make flexible trade-offs between plicy
objectives through a weighted-sum based decision proces&)
realize customer-specific policies by supporting multipleroute-
selection processes in parallel, and allowing customers iofluence
the decision processes, and (3) configure the decision preses
through a simple and intuitive configuration interface basal on
the Analytic Hierarchy Process, a decision-theoretic teahique
for balancing conflicting objectives. We also present the dsgn,
implementation, and evaluation of Morpheus as an extensioto
the XORP software router.

Index Terms—BGP, interdomain routing, policy, configuration,
analytic hierarchy process (AHP)

I. INTRODUCTION

Internet Service Providers (ISPs) use interdomain routingﬁj
policies to achieve many different network managementsgjoal
such as implementing business relationships with neighbo
ing domains, providing good end-to-end performance to cus-
tomers, improving the scalability of routing protocols,dan

protecting the network from attacks [8]. However, ttenfig-

urability of ISP networks, i.e., the degree to which networks
can becustomizedo implement routing policies, is limited

because of the unnatural restrictions that BGP, the inte&iio

routing protocol of Internet, imposes on the way ISPs sele

routes.

BGP was designed when the Internet consisted of a sm
number of autonomous systems (ASes). Given the very Iimite?

path diversity within the small set of ASes, there was lite=d
for a route selection process that supports configuratidiexf
ible routing policies. However, as the Internet started riong

and path diversity increased, network operators startetkbto
mand more flexibility to configure more complex policies. The
response from the vendors and standards communities was an
incremental “patchwork” of backward compatible features t
add attributes and steps to the BGP decision process [1. (Fo
example, ASPATH was introduced in BGP-2, NEXHOP
was introduced in BGP-3, and LOCAPREF was introduced

in BGP-4.) The outcome was a decision process that is counter
intuitive and notoriously hard to configure. Today, destlite

rich path diversity available to large ISPs, configurapil
limited by restrictions imposed by virtually every aspeét o
policy configuration such as the routing architecture, ti&PB
software implementation, and its configuration interface.

For instance, each BGP router selects a single “best” route
for each prefix, forcing all neighboring ASes connected to
the same edge router to learn the same route, even if some
customers would be willing to pay more to use other routes.
Within each router, the standard BGP implementation select
routes only based on the attributes of the BGP updates)dalli
short of realizing routing policies that, for example, requ
using outside measurement data. Finally, the BGP decision
rocess imposes a strict ranking of the route attributegrevh
ocal preference has strict priority over AS-path lengtld an

on. This makes policies that strike a trade-off betweered:ffit

policy objectives hard to realize. For example, an AS cannot
realize the following simple policyif all routes are unstable,
pick the most stable route (of any length through any kind of
neighbor); otherwise pick the shortest stable route thioag
customer (then peer, and finally provider).”

Stepping back, we ask the question: “Starting from a clean

C§Iate, how can welesign for configurability” That is, instead

of seeking the best way to configure the existing system,

are design a new system with configurability as a first-order

oal. To make the new system practically adoptable, we
ocus on solutions that do not require cooperation between
domains. Since ISPs are often business competitors, cmoper
tion among them has proved notoriously difficult in practice
This constraint essentially prevents changes tarttesdomain
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Fortunately, such changes are not necessary—large ISBshav
lot of path diversity, and can safely and effectively “acirs”
in applying many flexible routing policies.



To design for configurability, we consider the following & e b \JRQ A S

route selection problem an ISP faces: Given a set of \ﬂ_/@; < e
available routesR = {r,7s,...,7,} for a prefix p, choose ~ Tem -~ ==1 gﬂ”;‘jﬂ_}l' 5
a best router* for each router according to a set of criteria ¢ ©2 -7 [ == - ,,\/“\——f—ﬁ‘)
C ={c1,ca,...,ck}. The set of criteria (i.e., policy objectives) ““/ﬁ g/ R4 R8 ) g

includes route characteristics such as stability, seguaid ,/1"“’;33 =< M\R@%ﬁ“m‘{
performance. These criteria may be conflicting in the semesie t A v - ¢ _))

no route is the best with respect to all criteria simultarsiypu

Therefore, to design for configurability, the routing syste Fig. 1. ISP Z has multiple interdomain routes to D.

must ensure that the network administrator has the fleibili

to make arbitrary trade-offs among the criteria. DesigningProposed only limited improvements in the BGP decision
for configurability also means that the set of routes shouldProcess and its configuration interface.

be as large as possible. Our solution to the route selection The rest of the paper is organized as follows. In Section II,

problem is a system that we caMorpheusas it gives ISPs We argue that more flexibility in interdomain routing deoiss
the power to “shape” their routing policies. Morpheus relie ¢an translate into significant benefits for the ISPs without

on the fo”owing System Components: riSking the Stablllty of the rOUting system. In Section 111,

e A routing architecture that is responsible for (1) learning we identify the necessary changes to the current routing

the “inputs” and (2) disseminating the “outputs” of the @ut architecture ir_l order to support flexible policie_s. We pms;lee

selection problem. The routing architecture allows a set OFgftware architecture of the M(_)rpheus serverin Sectlorahd .

Morpheus serverso choose the best routes from the &et- give examples on how to configure routing policies through it

[r1,7 r.} of all routes available to the AS, and ensuresAHP-based configuration interface in Section V. Section VI
1,725 97 3

that the servers can assign any routeRnindependentiyto presents the evaluation of the Morpheus server as an egtensi
: . gn any P to the XORP software router [17] and demonstrates that the
each neighbor without restrictions.

. - gain in flexible policies does not come at the expense of
e A server software architecture giving the network op- o - : .
. .. scalability and efficiency. Finally, we present related kvor
erators the ability to make trade-offs among the crlterlaS ! . .
" . - ection VII and conclude in Section VIII.

{c1,¢c2,...,ck}. It includes a set ofpolicy classifiersand
one or moredecision processesfach classifier tags routes
with criteria-specific labels. The decision process corapuat

cumulative score as a weighted sum of the labels for each N this section, we argue that more flexible control over
route and picks the route with the highest score. To piCRnterdomam routing policies would offer substantial bifse

potentially different routes for different neighbor netks to large ,ISPS and their customers. We first argue fcha.t large
(as supported by the routing architecture), multiple denis ISPs typically learn several routes for eaqh de§t|nat|ca1_|>pr
processes (possibly one per neighbor) can run in parallel. and that these routes may differ substantially in securiy a

« A configuration interface through which network oper- performance properties. We then argue that the existing BGP

ators can configure the decision processes. The straightfofl€CiSion process places unnecessary restrictions on atiego

ward method for a network operator to configure a decisiorPelicies an I,SP can regh_zg. Fl_nally, we Sh,OW Fhat an ISP can
process is to directly specify a weight for each criterion.safely exploit extra flexibility without coordinating witbther

However, without a systematic procedure for determiningtwh es.

the weights should be, this method would be error prone. ] ) ]

Morpheus provides such a systematic procedure based on the Large ISPs Have Rich Path Diversity

Analytic Hierarchy Process (AHP) [28], which derives the Large ISPs that offer transit service usually connect toyman

appropriate weights based on operator’s preferences on theighboring ASes, often in multiple locations [23, 22]. For

policy objectives. example, ISP Z in Figure 1 has four different router-leveéhga
We have implemented Morpheus as a routing control platto D, through three different neighboring ASes. Variousl&s

form consisting of a small number of servers that selechave quantified the rich path diversity seen by large ISPs. Fo

BGP routes in a logically centralized way. Previous work onexample, at least 2% of all the ASes (which are likely to be

centralized routing platforms [7, 36, 35] has demonstratedier-1 or tier-2 ISPs) have ten or more unique AS paths for

that they can be made scalable and reliable enough for deertain destinations [23]. A survey conducted in April 2@0v

ployment in large ISP networks without sacrificing backvgard the NANOG mailing list shows that 5-10 router-level paths pe

compatibility. However, the previous work mainly focusen o prefix is quite common in large networks, with some prefixes

the feasibility of such logically centralized system, stopping having more than 20 different paths [24]. A detailed study of

short of addressing the poor configurability of BGP policies an individual ISP reported an average2ofrouter-level paths

In particular, the previous work did not identify the neaags for each prefix [36]. These statistics all suggest that |&8jrs

supports for configurability from the routing architectwed  often have many downstream routes to choose from.

Il. CASE FORMORE FLEXIBLE ROUTING



B. Different Paths Have Different Properties process, even if the importance of these objectives becomes

The many alternative routes a large ISP has can hay@PVious over time.
different security and performance properties. In bothesas
rich path diversity brings benefits. D. Different Customers May Want Different Routes

Security: Prefix and sub-prefix hijacking, in which a  Customers of a large ISP may have very different require-
prefix/sub-prefix is announced by an AS that does not legitments on the types of routes they want. For example, customer
imately own it, can cause serious, even disastrous, damage the financial industry may prefer the most secure routes,
(e.g., in case of online banking) to network users [21]. Iswa while customers hosting interactive applications like il
recently shown that path diversity from a richly connectedgaming and voice over IP may prefer paths with low latency.
provider (e.g., tier-1) alone can be very effective in hefpi If such options were available, they might be willing to pay
its customers resist prefix/sub-prefix hijacks, as it is V@ayd  more to have the routes they want. Yet there are many other
to hijack all the routes seen by a large ISP [41, 21]. customers who may be perfectly happy with whatever paths

Performance:Path performance (e.g., delay, loss, etc.) isthe ISP provides at a relatively low price.
another important factor ISPs should take into account when Unfortunately, although large ISPs have the path diversity
selecting routes, especially those ISPs that host re@-6i;t  and strong economic incentive to provide customer-specific
plications, such as voice-over-IP, video conferencin@rdine  routes, they do not have the means to do it today—the BGP
gaming. However, the current BGP decision process corsidetiecision process selects the same best route for all custome
little about path performance: the only relevant metric—AS connected at the same edge router, precluding the “win-win”
path length—is a poor indicator of path performance [29, 31ppportunity for large ISPs and their customers.
32]. As a result, alternative BGP paths often have signifigan
better performance than the default paths [11]. Large ISPg A single ISRean Safely and Effectively Act Alone
can select better performing paths by leveraging their path
diversity [11]. Although some intelligent route controbglucts
exist for multi-homed enterprise networks [9], there is no
similar counterpart solution in large carrier ISPs.

An ISP can apply more flexible routing policies, without
compromising global routing stability, while remainingdia
wards compatible with existing routers.

Global stability: Since some combinations of routing poli-
cies cause the global routing system to oscillate [16], our
C. Path Diversity Calls for Flexible Decision Process improvements in flexibility must be made judiciously. For-

Although we use security and performance as exammegmately, an ISP can §afe|y advertigry route to customers
in illustrating the benefits of rich path diversity, real wbr that are “stub” ASes (i.e., ASes only appear at the end of AS
routing policies are far more complex, consisting of manyPaths) [42]. Since stub ASes do not provide transit servies,
different, sometimes conflictingolicy objectivessuch as busi- do not export the routes they learn to other ASes. Our arsalysi
ness relationships, performance, security, stabilitgl @affic N [40] shows that the number of stub ASes is substantial:

engineering. Given a set of available routes a large ISP ha84-1% of all ASes (22001 out of 26151) are stubs. For the six

single route that is “best” in every respect. Therefore,igfe ~ €ach), more than 80% of the customers are stubs.

must synthesize the importance of each objective in spegify ~ Backwards compatibility:Although a “flag day” for up-

an overall policy for selecting the best route. grading BGP may not be possible, evolut!onary phanges can
However, the current BGP decision process imposes in@ffer substantial improvements. Local routmg.pohcy ayies

herent restrictions on the policies an ISP can realize [26]3S @ “black-box” that, given a set of candidate routes as

Consisting of a series of tie-breaking steps, the BGP derisi INPut, selects the best route for each prefix. ThereforeS&h |

process compares one attribute at a time until only one be§@" change how the “black-box” works without modifying

route remains. The ordering of steps imposes a staicking the protocol or requiring cooperation from other ASes. For

on the route attributes, making it impossible to realizeifilex ~€Xample, previous work has shown how to move control-plane

policies that makerade-offsbetween policy objectives. For functionality to a small set of servers that select BGP raute

example, a useful policy that strikes a balance betweemeave ©On behalf of the routers [13, 7, 35, 36]. In the rest of the pape

and route stability could bétf all routes are unstable, pick the W& Show how to design a routing control platform that enables

most stable path (of any length through any kind of neighbor)@" ISP, gctlng_alone, to realize many useful routing pdlicie

otherwise pick the shortest stable path through a customeihat are infeasible today.

(then peer, and finally provider)However, this seemingly

simple policy cannot be realized today. In addition, policy lll. ROUTING ARCHITECTURE

objectives that are not part of the original BGP protocothsu In this section, we present the intra-AS routing architeetu

as security and performance, are hard to add into its decisioof Morpheus, which enables the clean-slate design of the



Morpheus servers

flexible route selection process (Section 1V). We proposeeth
changes to the way routes are disseminated and assigned, and
the way traffic is forwarded within an AS, which provides
the ultimate flexibility to the “inputs” and “outputs” of the
route selection problem formulated in the Introductione3é
changes enable Morpheus to: (1) have complete visibility of
all alternative routes, (2) assign customized routes temdint

edge routers in the AS and neighboring domains, and (3)
assign routes independently of each other without causing

forV\_/arding Ioops. As a result, thg route s_elec_tion process ¢ T P e = ‘}
assign any available route to any ingress link (i.e., neaghin- ~  —-—— IBGP session S~
dependently. All three architectural features are incretally T T T T Morpheus session

deployable through configuration changes and do not requirgg. 2. Morpheus routing architecture: Morpheus serverr péth neigh-

hardware or software upgrades to existing routers. boring domains via multi-hop BGP sessions; edge routeectlinterdomain
traffic through tunnels.

A. C lete Visibility of BGP Rout .
orr-lp ele ISI. o . ou es. o . route to R2 (the edge router C3 is connected to), so that R2
As discussed in Section II, path diversity is the basis ofknows how to forward C3's traffic to D using the expected
policy flexibility. However, much of the path diversity of a path. Since this architecture uses the BGP protocol itself t

large ISP remains unused as routers do not have complefgarn and assign routes, it does not require any upgradeto th
visibility of BGP routes [34]. An edge router may learn (quters in the ISP.

multiple routes for the same destination prefix through revetle

BGP (eBGP) sessions with neighbor ASes. However, the router

can only select and propagate one best route per prefix to othg  Flexible Route Assignment

routers in the AS. As a result, there are many routes visible ) o )

to only one router in an AS. For example, in Figure 1, R3 Even W|th_ complete visibility of _alter_natlve routes, tod_ay’s
and R4 each learns two routes to destination D, but can onlpGP-speaking routers cannot assign different paths tereifit
propagate one to R5 (say, the one via R6 and R8, respectivelﬁus'fomers- In Figure 1, the two customers C1 and C2 con-
R5, in turn, propagates only one route (say, the one via Rgl)lected to the same edge router R1 may want to use the two
to R1 and R2. Then, R2 does not learn, and hence cannéifferent paths through the same egress point R3 to reach D,
use any of the other available routes (via R6, R7, or Rg)[espec_ti_vely. To make su<_:h policy possible, the AS must have
even if it would have been preferred by the customer C3 (e.gthe ability to (1) use available paths through agress link

to avoid having its traffic go through AS B). Such loss of (rather_ tharegrgss_ router flexibly, and (2) assign those routes
visibility gets even more pronounced in large networks due t to the ingress linkindependentlywhether or not they connect
the use of route reflectors [34]. Although propagating omig o 0 the same edge router).

route helps limit control-plane overhead, it imposes digant ~ Design Decision 2:An AS should be able to assign any route

limitations on flexibility. through any egress link to any ingress link independently.
Design Decision 1:An AS should have complete visibility of ~ With full visibility of all eBGP-learned routes, Morpheus
eBGP-learned routes to enable flexible routing policies. can easily pick the best routes through any egress link for

Morpheus uses a small collection of servers to select BGRs customers and edge routers individually. Morpheus can
routes on behalf of all the routers in the AS, as shown indisseminate multiple routes per prefix to edge routers iersgv
Figure 2. Morpheus can obtain full visibility of all avail- ways? Since the edge routers are no longer responsible for
able BGP routes through (multi-hop) eBGP sessions withpropagating BGP routing information to neighbor ASes, Mor-
the routers in neighboring ASes, as in the Routing Con{pheus does not need to send all of the route attributes—baly t
trol Platform [13, 36]* Morpheus assigns BGP routes using destination prefix and next-hop address are strictly nacgss
internal BGP (iBGP) sessions between the servers and thEhis enables a significant memory reduction on edge routers.
routers for backwards compatibility. The Morpheus serverdJpon receiving these routes, edge routers can use thedvirtu
also ensure that the BGP routes propagated to eBGP neighbamuting and forwarding (VRF)” feature commonly used for
are consistentwith the routes assigned to the associated edg®PLS-VPNs to install different forwarding-table entriesrf
links. For example, in Figure 1, if Morpheus assigns C3 thdlifferent customers [25].
route through R6 to reach D, it must also propagate the same

2This can be achieved by using the “route target” attributemraonly used

1Alternatively full visibility of the routes can be obtainetirough BGP  with VRF in MPLS-VPN [25], or having multiple iBGP sessionstiveen a

Monitoring Protocol (BMP) sessions [30] with the AS’s owngedrouters, Morpheus server and an edge router. Other options inclughg uke BGP
which is more scalable. “add-paths” capability [38].



C. Consistent Packet Forwarding ol ormana Wi

With the flexibility of assigning any route through any mmmmmmm oo Iu—l————
egress link to any neighbor independently, extra care needs [
be taken in the data plane to avoid introducing forwarding BGP

7| Classifier 2
loops. When a router has multiple “equally good” routes, it Updates/.'7 a,
[ i i | .
is common practice to pick the route through the “closest” R - 7
i i Classifier k
egress point, based on the Interior Gateway Protocol (IGP) g Jay

|
|

weights, a.k.a. hot-potato routing. For example, in Figlré | Route Best route selection
|

: . lassificati decisi
the routes to D through link R3-R6 and link R4-R9 have the \ffS_S'_'Cflof_____(_efls_lo_nfrfc_efsl;'
same local preference and AS-path length, and if R1 is closer The route selection process

to R3 than to R4 (m terms of IGP Welghts)’ R1 will pICk .the Fig. 3. Morpheus’ BGP route selection process, which inetudoute
route through R3-R6. Hot-potato routing ensures condister. assification and best route selection.
forwarding decisions among the routers in the network. For

example, if R1 picks the route through R3-R6 to reach Dcriterion and (ii) selectingthe best route based on the set
other routers on the forwarding path (i.e., R5 and R3) aref criteria, as shown in Figure 3. Eagolicy classifiertags
guaranteed to make the same decision. every received route based on a single policy objectivehEac
However, hot-potato routing introduces problems of its own decision procespicks a best route according to the tags using a
First, it significantly restricts the policies an AS can ieal  “decision function”F¢ that is configured to realize a particular
For example, in Figure 1, R1 and R2 connect to a commomouting policy. A Morpheus server can run multiple decision
intermediate router R5. Hot-potato routing forces themse u processes in parallel, each with a different routing poltoy
the same egress point, rather than allowing (say) R1 to use R#ck customized routes for different neighbors.
and R2 to use R4. In addition, a small IGP change can trigger
routers to change egress points for many prefixes at oncg,
leading to large traffic shifts and heavy processing demands
on the routers [33].

Design Decision 3:The routers in an AS should forward
packets from the ingress link to its assigned egress link.

. Multiple Independent Policy Classifiers

The introduction of policy classifiers provides flexibiliby
providing a separate attribute for each policy objectiveqd a
incorporating “side information” into route selection.

1) Separate Attribute for Each Policy Objectivéhe BGP

To achiev.e this go_al, Morpheus religs on IP,'in'”:),Or,'vlpl'sdecision process selects best routes by examining one BGP
tunnels to direct traffic between edge links. This desigriagho attribute at a time, e.g., first “local-preference”, folledv by

offers several important advantages, beyond allowingllexi “AS-path length” and so on. As BGP policies involve more and

route assignment without the risk of forwarding anomalies. e hojicy objectives, many of them are forced to be redlize
First, Morpheus_ can rely on the IGP to determlne_how trafflcby using the same BGP attribute. For example, to realize
row_s between ingress and egress routerg, reducing thg COMle common business relationship policy of “prefer custome
plexny of the Morpheus server and ensuring fast reaction 1Qoutes over peer routes, and prefer peer routes over provide
internal topology changes. Second, Morpheus do_es hot ne(?gutes”, customer / peer / provider routes could be assigned
to select BGP routes for the internal routers, redu_cmgcbtﬁt with local-preference value of 100 / 90 / 80, respectively. A
number of routers it has to manage. MPLS or IP-in-IP tunnely, o same time, operators often increase or decrease tHe loca

ing is readily available at line rate in many commercial ens preference of a route to make it more or less favorable in the
and a “BGP-free core” is increasingly common in large ISPStJIecision process to control the traffic load of certain links

IE Mogpheus, pagkets are tunneI(_ed between dni?s (rather In fact, many other complicated rules are also overloaded
than between edge routers as is common today). To avoig «cq preference” via mechanisms such as “route-maps”

romgers in nleighborli<ng dorcr;ains (e.g., R6 in Figure 3) having,, indirectly influence BGP’s multi-stage decision process.
to decapsulate packets, edge routers (€.g., R3) nee lveemory o |5ck of separate attributes for individual policy obijezs

thF." encapsglatmn. hgader as pqrt of forwardmg the paCketEauses policy configuration to become immensely convojuted
using technique similar to penultimate hop popping [10). as the attribute overload becomes more severe.

Design Decision 4:A Morpheus server should use a separate
IV. SERVER SOFTWARE ARCHITECTURE attribute for each policy objective.

The Morpheus server needs to solve tloeite selection Morpheus’ policy classifiers realize this design decisign b
problem introduced in Section I: Given a set of available tagging the routes Each classifier takes a route as input,
routes R = {ry,re,...,r,} for a prefix p, choose a best examines the route according to a specific policy criterion,
route r* according to a set of criteriadC = {c1,ca,...,ck} and generates a tag that is affixed to the route as metadata.
for each neighboring routeiThis problem naturally devolves For example, a business-relationship classifier may tagite ro
into two main steps: (irlassifyingthe routes based on each as “customer”, “peer”, or “provider”; a latency classifieayn



tag a route with the measured latency of its forwarding path; information about the ISP’s business relationships witigime
loss classifier may tag a route with the measured loss rateeof t boring ASes through a corresponding configuration file. A
path; a stability classifier may tag a route with a penaltyeco latency classifier and a loss classifier can get measurement
that denotes the instability of the route (using, for exampl information about path quality from a separate performance
a route-flap damping algorithm [37]); a security classiffeatt monitoring system, or a reputation system (e.g., ASs well
detects suspicious routes (e.g., those being hijacked)tatpy known to have long latency or a high loss rate). A security
a route as “suspicious” or “unsuspicious” [21]. classifier can have access to a registry of prefixes and their
Each policy classifier works independently and has its owrcorresponding owners.
tag space, obviating the need to overload the same attribute  Different classifiers can also maintain separate internal
also makes it easy to extend the system with a new policgtates. For instance, a stability classifier can maintaitisst
objective by adding a new classifier, without changing ortics about route announcement and withdrawal frequencies.
affecting any existing ones. Furthermore, when a new modulé route security module that implements Pretty Good BGP
needs to be incorporated into the system, upgrades need orlfGBGP)—a simple algorithm that can effectively detect BGP
be applied to the Morpheus servers instead of all routers iprefix and subprefix hijacks—can keep past history of BGP
the AS. These classifier-generated tags are purely local topdates in the padt days (whereh is a configurable param-
Morpheus, and are never exported with BGP update messagesgr) [21].
as such, using these tags does not require any changes to anyCare needs to be taken when taking performance metrics
routers. (e.g., latency and loss) into the decision process, as these
By tagging the routes, rather than filtering or suppressingroperties of a path could potentially change quickly wiihet.
them, the decision process is guaranteed to have full liigibi Recent studies suggest that it is possible to factor pedoo®m
of all valid candidate routes (except those that are ilivfed  into route selection in a stable way [19, 18]. We plan to
or cannot be used under any circumstances, e.g., those witbrther investigate the trade-off between route stabditg the
loops in their AS paths). This is in sharp contrast to theentrr responsiveness of route selection to performance chamges i
BGP implementation in which all the routes for the samethe context of Morpheus (e.g., use a timer in the classifiers t
prefix may be filtered or suppressed (e.g., in the case ofrouteontrol how often the performance properties of routes ghan
flap damping), sometimes leaving the decision process with nin the decision process).
route to choose from.
2) In.cc_>(porate S?de Infgr_maFionAnother issqe that Iimits B. Multiple Weighted-Sum Decision Processes
the flexibility of routing policies is the lack afide information
Many useful routing policies require additional infornuati
that is not part of the BGP updates. For example, to sele
the route with the shortest latency to a destination, we neef
performance measurement data. (As mentioned in Section Iﬂ

the AS-path length is a poor indicator of path latency.) In-ge . X ) :
step-by-step BGP decision process imposes a strict ramfing

eral, side information about route properties includrternal o 1 ith local bref d fotid b
informationsuch the business relationships with the neighborsrOUte attributes, starting with local preference an y

measurement data, or a registry of prefix ownership, ané\S-path length and_ SO on. As a result, policies t.hat strike a
internal statesuch as a history of ASes that originated a prefixtr""de'off among p_ohcy o_bject|v<_es are hard to realize, s_amh
(which can be used to detect prefix hijacking [21]), or stitis the _example rr_1enUo_ned in Section | that balances stabitity a
of route instability. However, there is no systematic medt ~ PUSINess relationships.
to incorporate side information in routers today. NetworkDesign Decision 6:The Morpheus decision process should
operators have to either “hack” their BGP configurations inSUPPort trade-offs among policy objectives.
an indirect and clumsy way (e.g., tweaking “route-mapsf), o T0 achieve this goal, the decision functigiz in the route
wait for software upgrades from router vendors (if the needselection problem formulation (as mentioned in Section 1)
for certain side information becomes compelling) and thermust allow trade-offs among policy objectives. A simplet ye
upgrade a large number of routers. powerful method is theveighted-sumFor example, for a route
Design Decision 5:A Morpheus server should be able to " € R (whgreR is the set of alternative routes), its weighted-
use external information and / or keep internal state whenSUMSCOreis:
determining the properties of routes.

The introduction of policy classifiers makes it easy to S(r) = Zwi'ai(r) @)
incorporate side information as each policy classifier can eieC
have access to different external data sources contaihiag t wherew; is theweightfor criterionc; in C, anda;(r) is route
information needed to classify the routes. For example, the’s rating of criterioni. For a prefixp, the decision function
business-relationships classifier can have access to-dat¢o F¢ selects the route with the highest score as the best choice:

The Morpheus server uses a weighted-sum decision process
dp realize trade-offs amongst different objectives. loadsip-
orts running multiple decision processes in parallel tize
ifferent customized policies simultaneously.
1) Weighted-sum for Flexible Trade-off$he conventional
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policy may want to set a threshold for route stability and
treat all routes with penalty values below the threshold as
“equally stable”, while another policy may want to always
select the most stable route available. As shown in Figure 4,
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Therefore, network operators can realize different pedici
through different configurations of the mapping functioas (
well as weights of the policy objectives), as illustratedthg
examples in Section V.

After passing the mapping functions, the route is sent to the
score function which computes its score, as shown in Figure 4
Fig. 4. Each decision process consists of a set of mappingtins of  Than the scores of all the routes for the same destinatidixpre
the policy objectives and a score function. Different decisprocesses are . . . .
configured with different mapping functions and/or scoractions to realize ~ &reé compared, and the route with the highest score is picked
different policies. as the best route. If there are multiple routes with the same

highest score, the operators have the choice to break the tie
using different mechanisms, such as configuring a (potgntia
r* = Fe(r) = argmax S(r) (2) different) ranking of egress links for each ingress linkdan
reR(p) pick the route with the highest egress link ranking as the bes

We choose the weighted sum as the basis of Morpheugoute [40]; or simply using router ID.
decision process for three reasons. First, the weighted sum 2) Parallel Decision Processes for Customized Policies:
provides an expressive way to make trade-offs between th@GP allows an AS to influence how other ASes reach it-
criteria through the configuration of their weights, and itSelf (e.g., through the use of BGP communities). However,
can also be used to express a sequential process like tf&SP provides no mechanism for an AS to influence how its
standard BGP decision process. Second, weighted sums dpeovider picks routes for it to reach the rest of the Internet
simple to compute and thus well-suited to making routingHowever, such coordination is increasingly important aseno
decisions in real time. Third, it allows us to leverage Atigly customers want routes with particular properties (e.gn lo
Hierarchy Process (AHP), a technique in decision theory, tdatency, high bandwidth, good security). For example, many
design a simple and intuitive configuration interface, wahic content providers (e.g., social network Web sites) relyruirt
can automatically derive the weights according to opetator ISPs to reach their users (i.e., the “eyeballs”). To geteslos
preferences on policy objectives (as discussed in Sectjon V t0 the “eyeballs”, content providers commonly buy services
Morpheus instantiates one decision process for each gutiffom multiple transit providers and use only the routes that
policy and supports running multiple decision processes ifneet their performance requirements. This is not econdmica
parallel. To allow different decision processes itgerpret ~ for the content provider. A transit provider that could fleyi
a policy tag differently, each decision process has a set dssign the routes based on customers’ preferences woudd hav
“mapping functions” before the “score function”, as shown i an advantage over other ISPs in attracting customers.
Figure 4. The introduction of the mapping functions offevet  Design Decision 7:An AS should allow its neighbors (e.qg., its
major benefits. customers) to influence its routing policies by specifyimgjrt
First, the introduction of the mapping functions decouplespreferences.
the generationof tags (the job of the classifiers), and the To support different customer choices, Morpheus supports
interpretation of tags (the job of the mapping functions). the realization of multiple independent routing policiéss-
This way, each policy classifier can tag routes in its owntaneously, through the parallel execution of multiple dieci
tag space without worrying about the consistency with otheprocesses, each selecting its own best routes, as shown in
classifiers. This facilitates the implementation of classs by  Figure 4.
third parties. With the mapping functions, network operato  To avoid changing the BGP protocol, Morpheus uses an out-
can simply “plug and play” different classifier modules. The of-band communication channel for customers to specify pre
mapping functions can ensure that all tags are converted terences through a simple configuration interface. For el@amp
the same uniform numerical space to make the comparisathe provider could allow a customer to independently and
between different policy criteria meaningful. We believgst directly configure the weights in a decision process. Aldern
open platform will foster the sharing of classifier modules i tively, the provider could combine the customers’ prefeen
the operations community and may also lead in the long rumetween certain policy objectives, and combine them wih it
to the emergence of a market centered around these modulesvn preferences through an AHP-based configuration inter-
Second, the mapping functions enables different policdes tface (as discussed in Section V). While providing a separate
interpret the same policy tadifferently For example, one decision process for each customer may introduce scalabili
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Goal

’ Criterion 1 ‘ ’ Criterion 2 ‘ ’ Criterion 3 ‘

challenges, we believe in practice, the routes most cusme
want can be reduced to a handful of types, such as low-
latency routes, most secure routes, most stable routes;dstv
routes. The provider could simply provide these optiond<o i
customers, and only provide customized decision procdeses
a very limited number of customers who demand more control
of their routes.

In any case, Morpheus provides an AS the ability to selecFig. 5. The decision hierarchy of AHP.
routes based on a variety of factors. However, this extra
flexibility should not come at the expense of global routingavailable routes, the decision maker is the network opgrato
instability. Instability could arise if a collection of ASéhave and the criteria are the policy objectives.
conflicing routing policies or repeatedly adjust their pis in The first step in AHP is to model the decision problem as
response to performance changes. To prevent policy canflicta decision hierarchyas shown in Figure 5. At the bottom of
an ISP can adhere to the policy guidelines outlined in [15, 39the hierarchy are thalternativesi.e., the possible solutions of
and limit more flexible route assignment to stub ASes, ashe decision problem. One solution must be selected ameng th
discussed in Section II-E. In our ongoing work, we are inves-alternatives based on a setafteria, as shown in the middle
tigating how much extra flexibility an ISP can safely provide of the hierarchy. For each criterion, the decision maken the
its other neighbors. To prevent oscillations in interdamai performs pair-wise comparisons of all alternatives. Fazhea
load-sensitive routing, we are exploring possible extmsi comparison, the decision maker specifies his/her preferenc
of recent stable load-balancing techniques [12, 20, 144]L8, of one alternative over the other using a number. The scale
In both cases, considerable flexibility in interdomain ogt from 1 to 9 has proven to be the most appropriate [28], in
is possible without compromising global stability. which, when comparing criterip to g, 1 meansp andq are
equally preferred, 3 means weak preferencedasver g, 5
means strong preference, 7 means demonstrated (very strong

preference, 9 means extreme preference. The inverse values

. In this section, we present how to configure routing pO”Ci_eSlIS, 1/5, 1/7 and 1/9 are used in the reverse order of the
in Morpheus. In theory, operators could configure the m@p'ncomparison(ﬁ vs. p). Intermediate values (2, 4, 6, 8) may
functions and the weights directly to realize policies. ldwer, be used when compromise is in order

humans are not good at setting a large number of weights
directly to reflect their preferences. Instead, studieswsho
that humans do a much better job in expressing their pref-

’ Alternative 1 ‘ ’ Alternative 2 ‘

V. AHP-BASED PoLICY CONFIGURATIONS

TABLE |
COMPARISON MATRIX

erences through pairwise comparisons between altersative

) ¢ Loss Rate| R1 (0.01) | R2 (0.03) | R3 (0.05) | Weight
even though the results of these comparisons are often-incon ["R1 (0.01) 1 3 9 0.69
sistent [28]. Based on this observation, Morpheus leverage | R2 (0.03) 173 1 3 0.23
the Analytic Hierarchy Process (AHP) [28], a technique in | R3 (0.05) 19 1/3 1 0.08

decision theory, to provide a simple, intuitive configuvati _ ) )
interface. Network operators specify their policy preferes An example is shown in Table I, \_/vhere_z three alternatl\_/e
through pair-wise comparisons, and AHP automaticallwaeri outesR1, k2, and R3 are compared in pairs based on their
the weights of policy objectives and the appropriate rating loss rate. Note that although the table shows the entirebmatr
of the mapping functions. After briefly explaining how AHp Of 9 preferences, the operator only needs to specify 3 of
works in an “offline” fashion, we propose an “online” version them—-R1vs. B2, “ k1 vs. 3", and “R2 vs. R3". Here the
that is more appropriate for real-time route selection. Wt  OPerator weakly prefer&1 (with a loss rate of).01) over 22
show a policy configuration example, in which the ISP allows(With a loss rate 00.03); strongly prefers?1 over R3 (with a

its customer to configure part of the decision process. At th&SS rate 0f0.05); and weakly prefersi2 over k3. The table

same time, the ISP itself controls how much influence on th&!SO shows the weights of all alternatives, which are coegbut
decision process the customer can have. from the principal eigenvector of the preference matrix][28

In this case, the operator’s preferences are “consistéet’,
) , , “R1 vs. R3 (9)" = “R1 vs. R2 (3)” x “R2 vs. R3 (3)",
A. The Offline AHP Configuration Process so the weights can be derived by normalizing the values in
AHP is a well-studied, widely-applied technique in Multi- any column of the preference matrix. However, humans are
Criteria Decision Analysis [5], a field in decision theory. | likely to give inconsistentanswers in a series of pair-wise
provides a simple, yet systematic way to find the overall bestomparisons, and AHP provides a systematic way to deal with
choice from all alternatives, according to the decision engk inconsistency, as illustrated in the example in Section.V-C
preferences of the alternatives with regard to individuéke With operator's preference of alternative routes on each
ria [28]. In interdomain routing policy, the alternativagahe  criterion (e.g., business relationships, latency and tags in



GOAL (1.00) GOAL‘(LOO)

‘ ‘ provider‘-specified customer-specified
] (0.125) (0.875)
Business Latency Loss rate \
Relationships (0.14) (0.14) \ | \
(0 72) Business Latency Stability Security
) Relationships (0.714) (0.143) (0.143)
R1 (0.55) - R1(0.69) R1(0.62) (1:00)
R2 (0.36) - R2 (0.23) R2 (0_31) Ecustomer (0.692) [0, 50ms) (0.672) [0, 70) (0.1) suspicious (0.1)
peer (0.231) [50ms, 150ms) (0.265) [70,100] (0.9) unsuspicous (0.9)
R3 (0.09) — R3(0.08) R3 (0.07) provider (0.077) [150ms, infinity) (0.063)
Fig. 6. Example of a decision hierarchy. Fig. 7. The AHP hierarchy of an example routing policy.

Figure 6), AHP can derive the rating;(r) of route r for C. A Policy Configuration Example
each criterioni, as in Equation (1). To get the weighi;

of each criterioni, the operator also needs to determine th
preference (relative importance) of different criteriaotigh
similar pair-wise comparisons of criteria. With the prefieces
of all criteria pairs, AHP can derive the appropriate weifgint
every criterion, and calculate the overall score of an aéttive
route using Equation (1). For example, in the hierarchy show
in Figure 6,5(R1) = 0.72x0.55+0.14 x 0.69+0.14 X 0.62 =
0.58.

As mentioned in Section 1V, Morpheus enables an ISP to
eget input from its customers about their preferences oresout
Here we give an example that shows how customer preference
can be incorporated into the decision process using the AHP-
based configuration interface.

Suppose the ISP has a customer C who is a content provider,
and C has purchased the “premium service” that allows it to
specify its preference on the routes it learns from the ISP.
As a content provider, C is primarily interested in learning
) _ routes that have low latency to the destinations (i.e., tb ge
B. Adapting AHP to Work Online the content closer to the “eyeballs”). The ISP, on the other

Applying the conventional AHP technique to the route selec-hand, cares about the “business relationships” properthef
tion problem directly, as described in Section V-A, only W®r routes, as it would earn profit by forwarding traffic through a
in an offline fashion. This is because whenever a new routecustomer, and it would have to pay to forward traffic through
is received, a human operator has to compare all altersativea provider.
routes in pairs with regard to every policy objective (to thet Figure 7 shows the AHP hierarchy of the routing policy,
rating a;(r)), which can not be done in real time. which takes four policy objectives into account: business

To make the AHP-based decision process working relationships, latency, stability, and security. As thstfatep of
we replace the alternatives in the decision hierarchy with a@he configuration, the ISP needs to decide how much influence
set of subcriteria For example, in Figure 7, the businessto the decision process it gives to customer C. As a premium
relationships criterion can be divided into three subddte service, the ISP allows C to directly specify its preference
customer, peer, and provider. This change allows networkn all policy objectives except business relationshipsldb
operators to specify their preferences on each set of sulstrongly prefers the customer-specified objectives over th
criteria offline, while enabling the ratings;(r) of received provider-specified objective, and enters “7” in the “cusésm
routes to be generated in real time. For example, for thepecified vs. provider-specified” comparison. AHP then au-
business-relationship criterion, an operator can spatfffher  tomatically derives the relative weights of the two types of
preference of customer/peer/provider routes throughwigie  objectives: 0.875 for the three customer-specified ohjesti
comparisons offline. The appropriate rating for each type oflatency, stability, and security) and 0.125 for the prewvid
route will be derived by AHP automatically and stored in thespecified objective (business relationships).
mapping function (as shown in Figure 4). To determine the relative weights of latency, stabilitydan

In summary, the online, AHP-based policy configurationsecurity, the customer C needs to specify its preferences
process can be performed in three steps: PEcompose: through pair-wise comparisons. Assuming that C enters “la-
The network operator formulates the decision problem bytency vs. stability” = 5, “performance vs. security” = 5, and
identifying a hierarchy of criteria (and subcriteria); @ecify  “stability vs. security” = 1, AHP can then derive the weights
preferences:For each pair of criteria at the same level of the of the three objectives: latency (0.714), stability (0.J4d
hierarchy and with the same “parent criterion”, the networksecurity (0.143), as shown in Figure 7.
operator specifies his/her preference of one criterion twer Now that the weights of the four policy objectives are
other; (3)Derive weights: The preferences are organized in derived, the ISP and the customer C only need to configure the
preference matrices and weights are derived by AHP usingorresponding mapping functions for the objectives. Assgm
linear algebra operations [28]. Note that operators arg onlthat the ISP specifies its preferences on business relatns
involved in the first two steps, and the third step is perfatme as: “customer vs. peer” = 3, “peer vs. provider” = 3, and
by the configuration program automatically. “customer vs. provider” = 9, then AHP automatically derives



the ratings of the three types of routes for the mapping fanct 2. Can Morpheus keep up with the rate of BGP update
of business relationships. Upon receiving a route tagged amessages in large ISPQur unoptimized prototype is able
“customer”, “peer”, or “provider” by the business relatshrip  to achieve a sustained throughput of 890 updates/s, whéle th
classifier, the mapping function will assign it with a busige aggregated update arrival rate of a large tier-1 ISP is &flyic
relationship rating of 0.692, 0.231, or 0.077, respecyivel no larger than 600 updates/s [36].

For the latency mapping function, suppose the customer 3. How many different policies (i.e., decision process in-
C is given three latency intervalsy; = [0,50msec], i2 =  stances) can Morpheus support efficient®@r experimental
[60msec, 150msec], and iz = [150msec, |, and it has the results show that our prototype can support 40 concurrent
following preferences:# vs. ix” = 5, “i; vs.i3” = 9, and  decision processes while achieving a sustainable thraxghp

“i5 vS. 13" = 3. AHP will then derive the ratings the mapping of 740 updates/s.

function should use to map the routes that fall into the three Due to space |imitation’ here we on|y present the evaluation

intervals: i; = 0.672,i, = 0.265, andiz = 0.063. While  details of the first question, and leave the details of thersec
calculating the ratings, AHP also calculates mnsistency and third questions to [40].

ratio of the preferences [28], where a consistency ratio of 0

means all preferences are consistent. In this case, the thre

preferences are inconsistent (i.€;, ¥s.i5” # “i1 vs.io” x “io  A. Prototype as an Extension to XORP

vs.i3"), and the consistency ratio is 0.028. AHP requires the \We chose XORP as the platform to implement our Morpheus

consistency ratio to be no larger than 0.05<3), 0.08 ¢ =4),  prototype because its modular structure closely matches th

or 0.1 (» > 5) for a set of preferences to be acceptable, where Morpheus software architecture. However, since XORP is

is the number of alternatives [28]. (As 0.028 is below theé50.0 designed to implement the standard BGP decision process

threshold, this set of preferences is acceptable.) Whert a sy individual routers, our prototype differs from XORP’s

of preferences specified by an operator has a consistenoy raimplementation in three key ways.

larger than the threshold, Morpheus will request the operat  First, we implemented the weighted-sum-based decision

to reset the preferences. process of Morpheus from scratch. It has the ability to selec
For stability, we assume the stability classifier runs andifferent routes for different edge routers and peers, aml ¢

algorithm similar to the one used by route-flap damping (RFD) simultaneously run multiple decision processes each batsn

and tags each route with a number between 0 and 10@wn policy configuration.

The higher the number is, the more stable the route is. The Second, to demonstrate that policy classifiers are easy to

customer C treats routes with a stability tag below 70 asmplement and to evaluate their performance, we impleniente

unstable, and it extremely prefers stable routes over hilesta four po||Cy classifiers for business re|ati0nshipsy |a§erﬂ|;a-

ones. For security, we assume the security classifier rums thjlity, and security, respectively. While these classfieould,

Pretty-Good BGP (PG-BGP) [21] algorithm, and tags everyin principle, work in parallel, we implemented them as new

route as either “suspicious” or “unsuspicious”. The custom modules in the XORP message-processing pipeline. Since the

C extremely prefers unsuspicious routes over suspiciauteso  classifiers work independently, the ordering amongst them i
In a similar fashion, the provider can provide customizednot important.

routing policies to different customers using separatesitst Third, we modified XORP’s import and export-policy mod-

processes (as shown in Figure 4), and allow each customer {fles to bypass route-flap damping, and ensure export con-

configure certain policy objectives through the simple AHP-sjstency between edge routers and the neighboring domains

based interface. connected to them.

VI. IMPLEMENTATION AND EVALUATION B. Evaluation Testbed

We have implemented a Morpheus prototype as an extension \we conduct our experiments on a three-node testbed, con-
to the XORP software router platform [17]. In this section,sisting of an update generator, a Morpheus server, and an
we first highlight the major changes we made to XORP, thenpdate receiver, interconnected through a switch. Forlestiea
evaluate the performance and scalability of Morpheus usingyajuation, the route generator replays the RIB dump from
our XORP-based prototype. Specifically, we answer thre®outeViews on April 17, 2007 [27] to the Morpheus server.
questions: The evaluations were performed with the Morpheus server

1. What is the performance of Morpheus’ policy classi- and the update generator running on 3.2GHz Intel Pentium-4
fiers and its score-based decision proce$§@ find that the platforms with 3.6GB of memory. We run the update receiver
Morpheus classifiers and decision process work efficieftlg. on a 2.8GHz Pentium-4 platform with 1GB of memory. The
average decision time of Morpheus is only 20% of the averagéhree machines each has one Gigabit Ethernet card and are
time the standard BGP decision process takes, when there arennected through a Gigabit switch. They all run Linux 216.1
20 routes per prefix. kernel.
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routes per prefix.

C. Evaluation of Processing Time ]
_erator only sends one update per prefix to the Morpheus server

_ To evaluate the performance of Morpheus’ policy Classi-g yhere is no tie-breaking involved in our measurements.
fiers and decision process, we conduct white-box testing b¥) L ) . .
instrumenting the classifier functions and the decisiorcess, ecision time (multiple alternative routes per prefix): In the

and measuring the time they take to process a route. TBext experiment, we compare the decis?on time of Morpheus
highlight the performance difference introduced by the Mor and the out-of-the-box BGP implementation of XORP (XORP-

pheus design, we also compare Morpheus’ decision time witBCP): when each prefix has multiple alternative routes. We
two reference implementations in XORP: the standard BGEonfigure both Morpheus and XORP-BGP to receive 20 iden-

decision process and a modified BGP decision process with 4f@! (except for router IDs) routes per prefix from the ugdat
rank-based tie-breaking stdfsimilar to what Morpheus uses) generator. To make a fair comparison, we configure Morpheus

after the multi-exit discriminator (MED) comparison step.  [© use router ID to break ties. From Figure 9 we can see

each processing-time experiment, the update generatds sepMorpheus takes about 54 microseconds on average to select a
100,000 updates to the Morpheus server. best route, whereas XORP-BGP takes an average time of 279

Classificati ime: We fi he i h ool microseconds.
ass_|.|cat|on time: We first measure the .tlme each policy 4 is not surprising to see that Morpheus takes much less time
classifier takes to tag a route. In this experiment, the lassin

than XORP-BGP in selecting best route when the number of
relationship classifier reads in a table of 2000 (AS number, ¢

bUSi lationshi irs. The lat lassifier isviih alternative routes is large, because regardless of the ewuaib
usiness relations ip) pairs. The latency c assier 1s alternative routes per prefix, Morpheus only needs to coemput
static tables of path latency data. We believe the result wi

o X Bne score when a new route arrives, whereas XORP-BGP
get sho_ulgl be comparable to the scenario in which MorpheuRaS to compare the pool of alternative routes for the same
gets this information from a monitoring system, because th refix all together through the step-by-step comparisortsen
measurement results will be pre-fetched by a bgckgroun GP decision process. This also explains why the decision
process and cached. From the CDF of the tagging time Showt'ﬂne of Morpheus has smaller variation, while XORP-BGP's

in Figure 8, we see _that the business-relationship Class'.f!edecision time varies significantly, ranging from less th&0 1
takes only about 5 microseconds to tag a route. The Stablll%icroseconds (when there is only a small number of altereati

classifier takes about 20 microseconds on average, Wh'lleoutes for a prefix) to over 500 microseconds (when the
the delay classifier takes about 33 microseconds. The MO, mber becomes large)

complex classifier—the security classifier which implensent

the PG-BGP algorithm, takes 103 microseconds on average. TABLE Il

Decision time (one route per prefix): We then benchmark PROCESSING TIME OF THE RANKBASED TIE-BREAKER
the time taken by the decision process to calculate the final | [ 10 routes/prefix] 20 routes/prefix]
score for a route (excluding the classification time). As we 10 edge routers 83 115 175 s
expected, the score function runs very quickly, taking dhly 20 edge router 138 s 309 ;1S

microseconds on average. The four mapping functions take
37_ microseconds in total. The tc_>ta| deC|_S|on time is about 45rime to perform rank-based tie-breaking: Finally we mea-
microseconds on average. In this experiment, the update geg e the time Morpheus takes to perform rank-based tie-
3 . . ) _ breaking when multiple alternative routes have the sameesco
In the rank-based tie-breaking scheme, each edge routssignad with a With K led b he h f d h
fixed (but configurable) ranking of all egress points, andettige router with ithout ‘_any nowle g_e about the how often an ow many
the highest ranking is selected as the winner [40]. routes will end up having the same score, we study two cases
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in our experiments: theandom caseand theworst case In policy objectives, implement independent objective dfass,

the random case, we assign every alternative route with and make flexible trade-offs between objectives. Morpheus
random integer score uniformly selected between 0 and 10@llows large ISPs to capitalize on their path diversity and
In the worst case, we let all alternative routes per prefixehav provide customer-specific routes as a value-added ser¥ice.
the same score. We run eight test cases: random case/wosdso enables an ISP to allow its customers to influence its
case with 10/20 edge routers and with 10/20 routes per prefixouting policies through a simple and intuitive configuoati
Since in the four random cases, there is little possibiiity.( interface. Our experiments show that Morpheus can support
(3°)-0.012 = 0.019) that two routes will have the same final a large number of different policies simultaneously while
score, leaving the rank-based tie-breaker almost nevat, usehandling the high rate of BGP updates experienced in large
we list only the average tie-breaking time of the four worstISPs.

cases in Table Il. As we can see, afl alternative routes Most policy objectives can be expressed in terms of tags
happen to have the same score, the rank-based tie-breakiog ratings for individual routes. A notable exception isfira
step will become the performance bottleneck of Morpheusfic engineering (TE), since the total traffic on each link in
decision process, even in the modest case of 10 routes/prefine network depends on the mixture of traffic from many
with 10 edge routers. However, such worst case scenario isterdomain paths. Today, network operators perform TE by
not likely to happen very often in reality, especially whéet tuning the IGP link weights and BGP routing policies to

number of alternative routes is relatively large. move traffic away from congested links. With Morpheus, the
network operators can also configure the egress-pointmgaki
VIl. RELATED WORK to manipulate the flow of traffic. In addition, although some

customers will subscribe to customized routes, the remgini

Previous work proposes to raise the level of abStraCt'or&ustomers will still use whatever paths the ISP selects as

of BGP policy configuration through network-wide, vendor- the “default”. Controlling the route-selection process foe

neutrlal spemﬁca‘ulo n Ianguag(tes [?f" .6]' thowevcle(r, Wel_bel'ev%efault customers give the ISP substantial leeway to pmarfor
new languages alone are not suthicient 10 make policy conye - Aq such, providing greater flexibility in path selectimn

figuration more flexible, because today's intra-AS rOUtingcompatible with effective traffic engineering. We belieteait

architecture a_nd the current BGP decision process both Ine'xploring these issues in greater depth is a promising &enu
troduce peculiar constraints on the set of policies thathwan for future research

realized. In this paper, we take a fresh approach of “design
for configurability” and present a system that supports more
flexible routing policies and yet is easier to configure.
Several recent studies on the Routing Control Platform The authors gratefully acknowledge the support of
(RCP) [13] advocate moving the BGP control plane of aHSARPA/ARO (Grant W911NF-05-1-0417) and NSF (Grant
single AS to a small set of servers that select routes on behaCNS-*0519885). The authors would also like to thank the
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