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Abstract— Network operators control the flow of
traffic in today’s IP networks by manipulating the
configuration of the routing protocols running on their
routers. Although intradomain traffic engineering
is largely isolated to individual Autonomous Systems
(ASes), changes to interdomain routing policies affect
the traffic load in other domains. In this paper, we
argue that neighboring ASes should cooperate when
changing how traffic flows between domains. Rather
than proposing a new routing or signaling protocol,
we argue that neighboring ASes can work in the con-
text of the existing interdomain routing protocol—
BGP (Border Gateway Protocol)—by employing net-
work management tools that predict how configura-
tion changes would affect the flow of traffic. Before
modifying the configuration of the live routers, net-
work operators can evaluate the effects of a proposed
change and convey this information to the neighbor-
ing domain. This domain can, in turn, apply the
same kind of tool to evaluate the effects of the pro-
posed configuration change. We describe how to limit
the amount of information that the neighboring ASes
must exchange. This is crucial for the scalability of our
scheme and for protecting the proprietary data of each
domain. We also describe how a pair of ASes can con-
trol the traffic traveling between their networks with-
out affecting how traffic flows through other domains
not involved in the negotiation.

I. INTRODUCTION

Traffic engineering involves tuning a network’s re-
source allocation policies to the prevailing traffic.
For example, suppose that measurement data (such
as SNMP statistics) show that a link inside the net-
work is overloaded. Diverting some of the traffic to
other paths could alleviate the congestion and im-
prove the performance experienced by users. A net-
work operator could change the paths by modifying
the configuration of the intradomain routing protocol
running on one or more of the routers. For example,
Interior Gateway Protocols (IGPs) like OSPF and

IS-IS select shortest-path routes based on the sum
of integer link weights. Changing the link weights
triggers the selection of new paths for some por-
tion of the traffic. For the most part, the effects of
IGP configuration changes are local to the operator’s
network. However, traffic engineering grows more
complicated if the operators need to alter how pack-
ets travel between domains, since these changes have
direct effects on the flow of traffic in other networks.

Most of the traffic carried by a large IP backbone
traverses multiple Autonomous Systems (ASes). An
operator may need to change how traffic flows to
or from neighboring ASes for a variety for reasons.
First, the two ASes may be installing a new link
or upgrading the capacity of an existing link. Ex-
ploiting the additional bandwidth typically requires
making changes in how packets travel between the
two domains. Second, an existing edge link may be
overloaded, requiring the operator to divert some of
this traffic to a different link to the neighboring AS.
Third, the pair of ASes may have a peering agree-
ment that limits the load in each direction on the edge
links, which may require an operator to divert some
traffic to a different next-hop AS. Fourth, an operator
who observes (say, through active measurement) that
customers are experiencing poor end-to-end perfor-
mance may direct the traffic to a different edge link
along a path with a higher bottleneck throughput. In
each of these examples, a routing change introduced
in one AS has an effect on the flow of traffic in an-
other network. The traffic change could cause un-
foreseen problems, such as overloading of a link in-
side the neighboring AS or changing how the traffic
travels from the neighbor to other parts of the Inter-
net.

The state-of-the-art for interdomain traffic engi-
neering is extremely primitive. Interdomain routing
depends on the Border Gateway Protocol (BGP) [1],
a path-vector protocol that does not incorporate any
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performance, load, or capacity information. BGP
operates at the level of address blocks, or prefixes;
for example, �������
	������
	�
���� represents the ����� ad-
dresses ranging from �������
	������
	 to �������
	������������ . A
router sends an announcement to notify its neighbor
of a new route to the destination prefix and sends a
withdrawal to revoke the route when it is no longer
available. Each advertisement includes a number of
attributes about the route, including the list of ASes
along the path to the destination prefix. The router
applies import policies to filter unwanted routes and
to manipulate the attributes of the remaining routes.
Ultimately, the router invokes a decision process to
select exactly one “best” route for each destination
prefix. The router then applies export policies to ma-
nipulate attributes and decide whether to advertise
the route to neighboring ASes. Router vendors pro-
vide a wide variety of configuration commands for
composing the import and export policies.

In today’s Internet, operators have indirect control
over the flow of traffic by configuring import poli-
cies that favor some routes over others. BGP offers
some basic mechanisms for neighboring ASes to in-
fluence each other’s routing choices (e.g., by setting
the community and multiple exit discriminator at-
tributes in the BGP advertisements). However, the
control is primitive due to the complex nature of the
BGP decision process and the lack of information
about link (and path) capacity and traffic load. Con-
trolling how traffic enters a network is especially dif-
ficult, and typically relies on ad hoc methods such as
“AS prepending” that artificially inflate the length of
an AS path; operators typically cannot predict how
these techniques affect the flow of traffic. Interdo-
main traffic engineering in today’s Internet is an art
where operators have to rely on “tweak and pray”.
This is increasingly becoming an unacceptable way
to engineer large IP networks, as users have begun
to expect more predictable communication perfor-
mance.

On the surface, a natural approach to this prob-
lem would be to develop new “Quality of Service”
routing protocols that govern the selection of AS-
level (or router-level) paths through the Internet. The
routers could exchange information about the traffic
load and resource constraints to compute paths that
satisfy the end-to-end requirements of each “flow”.
However, scaling QoS routing (and the associated
signaling) to a network the size of the Internet would
be extremely difficult, if not impossible. In addition,
interdomain routing in the Internet depends on com-

plex local policies that relate to the commercial re-
lationships between the ASes. Different ASes may
have very different goals, constraints, and policies.
As such, it would be extremely difficult for a sin-
gle set of QoS metrics to drive the selection of end-
to-end paths. For these reasons, we do not advo-
cate developing an interdomain QoS routing proto-
col. Instead, we propose treating interdomain traf-
fic engineering as a network management task that is
supported by appropriate network management tools
and relationships between the affected parties.

This paper proposes that neighboring ASes coop-
erate to control the flow of traffic in the context of
the existing BGP protocol. Still, we believe it is im-
portant for ASes to coordinate before making sig-
nificant changes in how traffic flows between them.
An AS should not “act alone.” We argue that in-
terdomain traffic engineering should involve three
main steps: (i) exploring local changes in BGP poli-
cies and IGP weights; (ii) conveying the influence of
these changes to the affected neighboring domain(s);
and (iii) allowing the neighboring domains to evalu-
ate the impact on their networks before “accepting”
the change. This process could repeat several times
before settling on a mutually agreeable change in
the configuration. For example, an AS may want
to divert outbound traffic from one egress link to
another. Yet, the neighboring domain may realize
that this change would overload a key link inside its
network. An alternative configuration change might
have a better effect on the neighbor and result in bet-
ter end-to-end performance. Our proposed approach
introduces two main challenges—how to predict the
influence of local configuration changes on the flow
of traffic and how to conduct the negotiation between
the neighboring ASes. The first issue has been ad-
dressed in previous work [2, 3]. The second issue is
the focus of this paper.

In this paper, we first argue that an AS should limit
the amount of information it conveys to its neighbor.
This is important for the scalability of our approach
and also to protect proprietary information about the
traffic, topology, and routing policies in each do-
main. We show how to minimize the information
exchange while still allowing the neighboring AS to
evaluate the influence of the configuration changes.
Then, we argue that neighboring ASes should help
each other select configuration changes that do not
affect how traffic enters or leaves other domains not
involved in the negotiation. We show how to se-
lect configuration changes that scope the effects on
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other ASes in this manner. Together, these two
techniques provide an effective way for neighboring
ASes to control the flow of traffic. In addition to
limiting the influence on other ASes, our techniques
are incrementally deployable—any pair of neighbor-
ing ASes (such as two large service providers, or a
customer and its provider) could employ these tech-
niques without the support of the rest of the Inter-
net. We present a preliminary analysis of traffic and
routing data from AT&T’s commercial IP backbone
to demonstrate that our proposed techniques are vi-
able.

II. TRAFFIC ENGINEERING FRAMEWORK

In this section, we argue that a pair of neighbor-
ing ASes can work together to control the flow of
traffic between them. Each AS can apply a network
management tool that predicts how BGP policies and
IGP parameters affect the flow of traffic. An AS that
wants to change its routing configuration can provide
the information that the neighbor needs to predict the
effects on its network. We describe how to aggregate
this traffic data to improve scalability and hide sen-
sitive information. Then, we discuss how an AS can
avoid configuration changes that would have side ef-
fects on how traffic flows through other ASes that
connect to the neighboring domain.

A. Predicting the Traffic Demands

Operators can use network management tools to
predict the influence of changes in BGP policies
and IGP parameters before altering the configura-
tion of the live routers [2, 4]. Such tools rely on
instrumentation of the operational network to pro-
vide an up-to-date snapshot of the network topol-
ogy, the BGP routes advertised by neighboring do-
mains, and the configuration of the local routing
policies/parameters, as well as the offered traffic, as
shown in Figure 1. Operators can apply these tools
to perform “what if” analysis of potential changes
to the routing configuration. In practice, the oper-
ators may limit these changes to small, incremental
modifications of the existing configuration. These
changes may be chosen with certain goals in mind,
such as limiting the configuration and protocol over-
head, ensuring that the changes have a predictable
influence on the flow of traffic, and avoiding sensi-
tivity to small changes in the BGP routes advertised
by neighboring domains. The work in [3] describes
effective ways to modify BGP policies to engineer
the flow of traffic while adhering to these goals.

inbound traffic

import policies topology IGP weights

Traffic Engineering Tool link loads
BGP routes

Fig. 1. Predicting the effects of changes to routing con-
figuration

In this paper, we are concerned with the fact that
configuration changes made in one domain have an
effect on the outbound traffic that flows to one or
more neighboring ASes. We propose that, before
changing the configuration of the live routers, the op-
erators in the neighboring domain(s) should be given
an opportunity to evaluate the effects on the flow of
traffic in their network(s). In particular, a neighbor-
ing domain could apply a similar kind of prediction
tool to evaluate how the change in where traffic en-
ters the network would influence the flow of traf-
fic. This would allow the operators in the neighbor-
ing domain to provide feedback about the proposed
change or prepare for configuration changes of their
own to accommodate the new distribution of traffic.
In this paper, we investigate what kind of informa-
tion the neighboring domains need to exchange to
drive this exploration of possible changes in routing
configuration. In particular, we are concerned about
controlling the amount of information and limiting
the effects on other ASes not involved in the nego-
tiation. We defer the discussion of the details of a
specific protocol for exchanging this information to
future work.

Consider an AS A that is making a configuration
change that will affect the flow of traffic to AS B.
A simple approach would have AS A inform AS
B of the volume of traffic destined to each desti-
nation prefix via each of the edge links between
the two domains. For example, AS A could in-
dicate that 50 Mbits/second of traffic destined to
192.0.2.0/24 would enter AS B through link 1 and 30
Mbits/second would enter via link 2. Upon receiv-
ing this information, AS B could identify the places
where this traffic would leave its network en route
to the final destination. For example, suppose that
AS B sends traffic destined to 192.0.2.0/24 via one
of two edge links 5 and 6 to another AS C. AS B
could use its network management tool to determine
that the traffic entering via 1 might exit on link 5 and
the traffic entering via 2 might exit via link 6. The
tool could also determine how this traffic would flow
through AS B’s network and compute the resulting
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load on each of the links. Based on these results, AS
B might determine that this new distribution of traf-
fic is acceptable and convey a positive response to
AS A. Alternatively, the configuration change may
overload some link in AS B’s network, causing AS
B to request that AS A consider a different configu-
ration change.

B. Aggregating the Traffic Data

The strawman approach described in the previous
subsection requires AS A to provide a large amount
of information to AS B. A typical default-free In-
ternet routing table contains routes for more than
120,000 destination prefixes. Sending detailed traffic
statistics to AS B for a large number of these prefixes
could introduce significant overhead. In addition,
AS A may not want to divulge such fine-grain mea-
surement data. In fact, such detailed traffic statis-
tics might obviate the need for AS B to collect such
detailed measurements of its own. Instead, AS A
should limit the amount of data to minimize over-
head and hide sensitive information from AS B. AS
A should provide just enough information for AS
B to be able to predict the effects of the proposed
configuration change, based on AS B’s own mea-
surement data. Previous work introduced the notion
of a “traffic demand”—a volume of traffic at a sin-
gle ingress point that travels to a destination prefix
reachable via a particular set of egress points [5]. For
example, the volume of traffic entering at link 1 that
is destined to a prefix reachable via links 5 and 6
would be a single traffic demand in AS B’s network.

Rather than providing traffic statistics on a per-
prefix basis, we argue that AS A can send aggregate
information about the prefixes that would be routed
the same way in AS B’s network (i.e., the “traffic
demands” in AS B’s network). In particular, AS A
can aggregate traffic destined to prefixes that have
the same set of egress points in AS B’s network. AS
B can help guide this aggregation by identifying a
list of prefixes that can be grouped together—note,
though, that AS B does not need to identify which
of its egress links are used to direct traffic toward
these destinations prefixes. Previous studies [3, 6, 7]
have shown the potential for grouping related pre-
fixes that have the same Internet routes1. In this
paper, we argue that this grouping can improve the
scalability of the information exchange between the�

AS B would need to inform AS A of changes to the group-
ing of prefixes over time. Preliminary analysis of BGP routing
updates suggests that these groupings are relatively stable.

neighboring ASes and can also hide the exact details
of the volume of traffic destined to each individual
prefix. In addition, the grouping of prefixes could
also simplify the collection of the measurement data
by allowing AS A to measure traffic volumes for a
relatively small number of groups of prefixes in lieu
of computing fine-grain per-prefix statistics.

To further reduce the overhead of collecting and
sending the data, the two ASes could agree to focus
on a small number of destination prefixes (or a small
number of groups of related prefixes). Numerous
studies of IP traffic measurements have shown that
a small fraction of the destinations receive the bulk
of the traffic. As such, narrowing the attention to
a small set of popular destinations would still allow
the two ASes to manipulate a large volume of traffic.
To reduce the amount of information exchange, AS
A could inform AS B only of the changes in the out-
bound traffic—for the groups of prefixes that have
traffic moving from one ingress point to another. As-
suming that AS A proposes relatively small, incre-
mental modifications to the existing configuration,
this should offer a substantial reduction over send-
ing information about all of the popular groups of
destinations. Finally, AS A does not need to con-
vey the absolute traffic volumes for the traffic that
moves from one edge link to another. Instead, AS
A could provide relative statistics (e.g., “ ��	�� of the
traffic traversing link 2 destined to group 7 is moving
to link 3”). This requires AS B to collect sufficiently
detailed traffic statistics of its own to know how to
translate the “ ��	�� ” to an absolute number.

C. Limiting Impact on Other ASes

A key goal of our approach to interdomain traf-
fic engineering is to ensure that changes in the flow
of traffic only affect the ASes involved in the nego-
tiation. The work in [3] considers how AS A can
make changes without affecting its own downstream
customers; in this paper, we consider how AS A can
avoid making routing changes that affect the neigh-
bors of AS B and other domains in the rest of the In-
ternet. When AS A and AS B change the flow of traf-
fic, no other ASes should see a change in how traffic
flows through their networks. This ensures that lo-
cal changes do not propagate through the global In-
ternet. This allows our techniques for interdomain
traffic engineering to deployed incrementally.

Referring to the example in Figure 2, suppose that
link 2 is heavily loaded with traffic flowing from AS
A to AS B. AS A may consider moving traffic des-
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Fig. 2. AS A sending traffic via AS B to destinations in AS C

tined to a prefix in AS C from link 2 to a different
egress link to AS B. Suppose the traffic destined to
prefix � that leaves AS A via link 2 would leave AS
B via link 6, as indicated by the bold path in Fig-
ure 2. This imposes a constraint on where AS A can
move this traffic without affecting AS C. In particu-
lar, AS A cannot move the traffic to link 1, because
this would change where the traffic leaves AS B; AS
C would experience an increase in traffic on link 5.
If the final destination � of the traffic is several AS
hops away from AS B, moving the traffic from link 2
to link 1 may change the flow of traffic in other parts
of the Internet as well. Instead, AS A should only
move the traffic to an edge link that does not change
how the traffic would exit AS B. For example, AS A
could safely move traffic destined to � from link 2
to links 3 and 4, with no effect on AS C. In general,
AS A is limited to moving traffic to other links that
ultimately lead to the same egress point in AS B.

In this example, links 2, 3, and 4 are “equiva-
lent” with regard to the destination prefix � , in the
sense that AS A can move traffic from one link to
another without affecting how the traffic leaves AS
B. Clearly AS A cannot be aware of the equivalence
of links 2, 3, and 4, on its own. AS B must inform AS
A about which links are “equivalent” for a given des-
tination prefix. This forms a partition of the egress
links in AS A that are associated with the destination
prefix. In this example, AS A has an egress set with
links 1, 2, 3, and 4 for destination � , with a partition������� � �"!$# � ��#&%�#'� !&( . Rather than AS B needing
to tell AS A the partition of the egress set for every
destination prefix which it announces, destinations
which share the same partition can be aggregated.

Restricting AS A to moving traffic among “equiv-
alent” egress links imposes a limitations on interdo-
main traffic engineering. To quantify these limita-
tions, we analyzed traffic and routing data from the
AT&T commercial IP backbone. We treated AT&T
as AS B in Figure 2 and used BGP table dumps and
Cisco Netflow data [8] to generate a view of where
traffic entering on peering links leaves the network
en route to the customers. A BGP routing table entry
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Fig. 3. Cumulative distributions of the fraction of egress
sets and traffic per egress set size

consists of a destination prefix, next hop, as well as
several other attributes. Examining the BGP tables
at the peering routers shows where incoming traffic
destined to a particular prefix will leave (via a partic-
ular “next hop” that corresponds to a router connect-
ing to customers). At each peering router, we aggre-
gated the Netflow data to compute the total volume
of ingress traffic for each destination prefix. Net-
flow measurements were collected over the 24 hours
of April 1, 2002, and the BGP routing tables were
dumped at approximately 2 a.m. on the same day.

Using the next hop IP addresses across the BGP
tables, we computed the egress set for each destina-
tion prefix. The size of the egress set in AS B is use-
ful for describing the flexibility AS A has in moving
traffic to alternate edge links between the two ASes.
A small egress set in AS B’s network tends to imply
that AS A has a great deal of flexibility in where traf-
fic can enter AS B while still maintaining the same
egress point in AS B. When the traffic has a single
egress point in AS B, then AS A can direct the traf-
fic to any edge link without affecting how the traffic
leaves AS B’s network. In contrast, a large egress set
in AS B implies that the selection of a specific egress
point in AS B may be strongly dependent on where
traffic enters the network from A.

The bottom curve in Figure 3 plots the cumulative



6

distribution of the fraction of egress sets that have a
certain number of egress points. Nearly 50% of the
egress sets consist of a single egress router. The top
curve plots the fraction of inbound traffic associated
with these egress sets. The destination prefixes that
have a single egress point account for almost 94%
of the traffic. Upon further inspection, we find that
many of these destinations are associated with uni-
versity campuses or broadband providers with pre-
fixes that are reachable at a single access point. The
Netflow data show that these prefixes receive a large
amount of peer-to-peer (P2P) traffic.

The large amount of traffic with a single egress
point suggests that AT&T’s peers would have sub-
stantial flexibility in moving traffic from one edge
link to another without affecting how traffic flows to
AT&T’s customers. To verify this conclusion, we
analyzed the inbound traffic from five major ISPs
that connect to AT&T at various locations through-
out the network. This analysis treats each of these
five ISPs as AS A in Figure 2 and quantifies the de-
gree of flexibility in moving traffic between the edge
links connecting to AT&T. For each peer, more than
90% of the traffic could be freely moved among all
of the edge links without affecting the egress point
in AT&T’s network. Less than 	��)�"� of the incoming
traffic could not be moved to any other ingress point
without affecting how traffic would leave the net-
work. These results, which held consistently across
all five of the peers, suggest the viability of coordi-
nating the flow of traffic between pairs of ASes with-
out necessarily involving the rest of the Internet.

III. CONCLUSION

This paper proposes an approach to interdomain
traffic engineering based on a loose collaboration be-
tween individual pairs of ASes. The two ASes can
work together to find a mutually agreeable way to en-
gineer the flow of traffic without divulging sensitive
information to each other and without affecting how
the traffic travels to other domains. The approach is
incrementally deployable and works with the exist-
ing suite of routing protocols. A complete solution
would need to address several key issues:* Control protocol: The neighboring ASes need to
have a protocol that defines how they interact—how
they identify groups of related prefixes (for aggrega-
tion), groups of related edge links (that can be freely
used to move traffic from one point to another),
changes in traffic volumes, and acceptance/rejection
of proposed modifications to the flow of traffic.

* Selecting a good solution: The neighboring ASes
need to explore one or more possible changes to the
flow of traffic. The number of candidate configu-
ration changes may be quite large. Effective ways
to narrow the search space, perhaps based on hints
exchanged between the two domains, would be ex-
tremely useful. Also, the iteration between the two
domains should not encourage either AS to “game”
the system by providing misinformation.* Inbound traffic: An AS has relatively limited con-
trol over how traffic enters the network. Ideally, an
AS should be able to instruct its neighbor(s) to alter
how they send traffic out their various egress links.
In this case, AS A would change its routing configu-
ration at the request of AS B. Finding effective ways
for AS B to communicate its traffic engineering re-
quirements to AS A would be quite useful.* Traffic measurement: Traffic measurement plays
a crucial role in predicting the influence of config-
uration changes and in providing information to the
neighboring domain. Effective ways to collect rela-
tively fine-grain traffic measurement data would be
an important part of our proposed scheme. Flexible
ways to adapt the collection of the data as needed
(say, to measure certain groups of related prefixes)
would be very valuable.
We are investigating these issues as part of our on-
going work.
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