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Abstract—The Internet consists of a large number of Autonomous Sys-
tems (ASes) that exchange routing information using the Bater Gateway
Protocol (BGP). Each AS applies local policies for select@ routes and
propagating routes to others, with important implications for the reliability
and stability of the global system. In and of itself, BGP doesot ensure that
every pair of hosts can communicate. In addition, routing pdicies are not
guaranteed besafe and may cause protocol divergenceBackup routingis
often used to increase the reliability of the network under ink and router
failures, at the possible expense of safety. This paper prests a general
model for backup routing that increases network reliability while allowing
each AS to apply local routing policies that are consistent ith the com-
mercial relationships it has with its neighbors. In addition, our model is (a) Multi-homed backup
inherently safen the sense that the global system remains safe under any

combination of link and router failures. Our model and the proof of inher-

. . . peer pee,
ent safety are cast in terms of thestable paths problema static formalism 0 ----------------------------------------------------
that captures the semantics of interdomain routing policis. Then, we de- _~

. R . . . . rovi rovider
scribe how to realize our model in BGP with locally-implemerable routing P P

policies. To simplify the specification of local policies, & propose a new

BGP attribute that conveys theavoidance levebf a route. We also describe

how to realize these policies without modification to BGP by sing the BGP custome
community attribute.
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I. INTRODUCTION (b) Peer-peer backup

The Internet consists of thousands of autonomous systems
(ASes) that interact to coordinate the delivery of IP traffim
AS is a collection of routers and links administered by a sin-

gle |r_13t|tut|on_, such_as acompany, university, or Inteseetice an AS to withdraw a route, forcing some of the ASes to select
provider. Neighboring ASes use the Border Gateway Protocqu .
alternate paths. However, these alternate paths are bypioa-

(BGP) to exghange routing mformatlpn [1], [2], [3]. Each BG strained by the commercial relationships between the ASss.
route advertisement concerns a particular block of 1P axbde . o
a result, some AS pairs may not have alternate routes inicerta

and includes a list of the ASes in the path, along with a nurp-. . : . _
. . - ailure scenarios. Therefore, ASes are increasingly ngpligr

ber of other attributes. Each AS applies local policies tecte " ; .
ond traditional customer-provider and peer-peer reatatiips

the best route and to decide whether or not to propagate ti . : ) o
. . : : : : L oTormbackuprelationships to provide connectivity in the event
route to neighboring ASes, without divulging their polignd .
of a network failure.

internal topology to others. In practice, BGP policies rifle .

the commercial relationships between neighboring ASes. _These local backuparrarjgements between ASes introduce ad-

pairs typically have @ustomer-provideor peer-peerelation- ditional BGP route advertisements that announce the backup
routes. On the surface, the announcement of backup routes

ship. A provider provides connectivity to the Internet a®ga s . , .
vice to its customers, whereas peers simply provide coivitgct should improve the robustness of the Internet in the facabf |

between their respective customers. The relationshipseest 2nd router failures. However, the backup routes have negati

ASes translate into local rules that that determine wheiheot implications on the global prolpertles of the Internet rogisys-

an AS exports its best routes to a neighboring AS [4], [5]. tem. The backup rou_tes can mtroduce global BGP convergence
These policies limit the possible paths between each pairR§PPIems that result in protocol divergence, which undessi

Internet hosts. In and of itself, BGP does not ensure thayev&€ robustness of the network. Even if the system convetiges,

pair of hosts can communicate, even if the underlying togplo YS€ of backup routes incurs a global cost in terms of incokase

is connected. In addition, link and router failures may eau§onvergence delay afte.r the withdrawal of a route [6]. s pa-
per, we focus on ensuring that the system converges rather th
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Fig. 1. Backup routes



secondary provider-customer link if the connection to thie pthe complex interaction of local routing policies. Insteae in-
mary provider fails, as illustrated in Figure 1(a). If thekibe- vestigate backup routing in the context of #table paths prob-
tween AS 1 and AS 4 fails, then traffic to and from AS 1 travelem (SPP), a static formalism that captures the semantics of the
via the secondary provider AS 2. Secondyeer-peer backup interdomain routing policies [11], [12], [13]. This allows to
relationship uses an existing peer-peer link for backupe®in define a high-level, global model of backup routing that is in
the event of a failure, as suggested in RFC 1998 [7]. For edependent of the low-level implementation of local polién
ample, consider a university consisting of two campuses{ASaddition, we employ the results of [11], [12], [13] in the pfs
and AS 2) that each have a different provider, as shown in Fitrat our model is inherently safe. Section II-A reviews ttee s
ure 1(b). Normally the peer-peer link would only carry traffi ble paths problem (SPP) while Section II-B reviews the main
between the two campuses. However, if AS 1 loses its conneesult of [10]. Section Il discusses how to support peerpe
tion to its upstream provider (AS 4), then traffic from AS 1 tdackup relationships without sacrificing the inherent tyate#
AS 3 and AS 4 would travel via AS 2. Likewise, traffic fromthe underlying system. Section IV presents a general mddel o
AS 3 and AS 4 to AS 1 would travel via AS 2. This requirebackup routing that also incorporates multi-homed backige r
AS 2 to advertise its ability to reach destinations in AS 1 ® Ationships and load balancing. In Section V, we propose a new
3; likewise, AS 2 must advertise routes learned from AS 3 BGP attribute for propagating the avoidance level in rodiea
AS 1. In this paper, we demonstrate that these additionaradwisements and describe how to implement our scheme without
tisements can cause global convergence problems, unkéagmcemodifying BGP by using the BGP community attribute. Sec-
basic guidelines are followed. tion VI concludes the paper with a summary of future research
Previous research has demonstrated that the interactiorfligections. In Appendix VII we prove that BGP realizatiorfs o
locally defined routing policies can have global ramificatio our SPP model would not suffer from protocol divergenceneve
for the stability of the BGP system. Conflicting local patisi under link and router failures.
among a collection of ASes can result in BGP route oscilla-
tions [8]. We call a collection of routing policiesafeif they
can never lead to BGP divergence. Verifying the safety ofta se This section reviews th8table Paths Problerf8PP) formal-
of routing policies is computationally expensive [9] andul ism of [11], [12], [13] and revisits the key result of [10] ihe
require ASes to reveal their (often proprietary) routingj@es. context of SPP.
In practice, these routing policies depend on the commigesia
lationships with the neighboring ASes. Focusing on custemé. Stable Paths Problem (SPP)

provider and peer-peer relationships, the work in [10] demo  The Stable Paths Problem istaticformalism similar to the
strates that local policies that favor routes via Custone®es ghortest paths problenthat can be described in a manner in-
routes via peers and providers ensure that the global BGP syspendent of angynamic protocolsed to solve instances of
tem converges. However, backup routes introduce two nel chfyis problem. SPP is based on the notiopefmitted pathand
lenges. First, under both the multi-homed and peer-pedwpac ranking functionson these paths. L&k = (V, E) be a simple,

relationships, an AS may prefer a path via a provider or peghdirected graph whefié = {0,1,2,...,n} is the set of nodes
rather than choosing a customer route that traverses onerer Mynd 7 is the set of edges. For any nodeneighbors(u) =

backup links. Second, under the peer-peer backup reldariimnS{w | {u,w} € E} is the set ofneighborsfor u. There is a
an AS violates the traditional routing policies by advengsits  special node € V, called theorigin, that is the destination to
peer’s routes to other peers or upstream providers. which all other nodes attempt to establish a path. Our exasnpl
In this paper, we extend the results of [10] to backup roufill often use nodé as the origin.
ing. We present routing policy guidelines that guarantagttie A pathin G is either the empty path, denoted gyor a se-
BGP system isnherently safe— safe under any combination ofquence of nodegpy, vi_1 ... v1 v), k > 0, such that for each
link and router failures. At the same time, the routing pec 4, ¥ > i > 0, {v;,v; 1} is in E. Note that ifk = 0, then
arelocally implementable That is, only coordination between(q,) represents the trivial path consisting of the single nade
an AS and its neighbors is required. Our results can be sumrgach non-empty patR = (v, vx_1 ... v; vo) has a direction
rized as follows. We show that, in order to guarantee saifedy, from its first nodevy, to its last nodevy. If P and@ are non-
route is marked as a backup route, then it must retain thi&-magmpty paths such that the first nodeQris the same as the last
ing as it propagates to subsequent ASes. An AS should alwaygle in P, then PQ denotes the path formed by tieencate-
prefer a primary route over a backup route to the same desgtation of these paths. We extend this with the convention that
nation. Then, we investigate policies for selecting amosgta eP = Pe = P, for any pathP. For example(4 3 2) (21 0)
of backup routes to the same destination. We show by examg@resents the patt 3 2 1 0), whereas (2 1 0) represents the
that preferring backup routes via a customer over backug@soupath (2 1 0) This notation is most commonly used whEris a
via a peer or provider can result in an unsafe system. Instegdth starting with node and{u, v} is an edge irE. In this case
we introduce the notion of aavoidance levethat increases as (v v) P denotes the path that starts at nagéraverses the edge
a path traverses additional backup edges. This model abow$y, v}, and then follows patt® from nodev.
generalization of [10] where each AS can now prefer custemer For eactw € V, P¥ denotes the set gfermitted pathsrom
to peers and providers within an avoidance level. v to the origin (nodev). If P = (v v ... vy o) is in P?,
Proving properties about a dynamic, distributed protosol ihen the nodey, is called thenext hopof pathP. LetP be the
very difficult in practice. This is especially true for BGPalto union of all setsPY. For eachw € V, there is a non-negative,

II. ROUTING PoLicy MODEL



130 Q o 210 that adjacent nodes have eithecastomer-provideror peer-

10 20 peer relationship. Although a customer-provider or peer-peer
relationship may apply across all blocks of IP addresses, ou
analysis allows for the possibility of ASes having differezla-

320 e tionships for each address block. Consider a nadé/e parti-

30 tion neighbors(u) into three setsustomers(u), peers(u), and
providers(u) — the customers, peers, and providers:pfe-
spectively. Relationships must be consistent betweenraopai
nodes. Thatis, ifv € customers(u) thenu € providers(w);

integer-valuedanking functiom\?, defined ove®?, which rep- similarly, if w € peers(u) thenu € peers(w). We also clas-
resents how node ranks its permitted paths. I, P, € Pv sify a path as a customer, peer, or provider path, depending o
and\?(P,) < X?(P,), thenP; is said to bepreferred overP,. the relationship between the first two nodes in the path. A pat
LetA = {\"|v eV —{o}}. (u w)P is a customer path i € customers(u), a peer path if

An instance of th&table Paths Problens = (G, o, P, A), w € peers(u), or a provider path ifv € providers(u).
is a graph, an origin node, the set of permitted paths frorh eac Figure 3 shows an example graph where peer-peer relation-
node to the origin, and the ranking functions for each node. $hips are represented by a dotted line and provider-cust@ne
addition, we assume th@° = {(0)}, and for allv € V — {o}: lationships are represented by a solid line with an arrowtug

Fig. 2. BAD GADGET

(empty path is permittedy € P?, from the provider to the customer. Based on these relatipash
(empty path is lowest ranked)?(¢) = 0, A?(P) > 0 for P # we can define special cases of the Stable Paths Problem thatim
€ pose practical restrictions on the graph structure, thejid

(strictness)If P, # P, and\?(P,) = \?(R,), then there is a paths, and the ranking functions. In particular, the workl]
u such thatP, = (v u)P} andP, = (v u)P; (pathsP; andP, identified several combinations of restrictions that aféi@ent

have the same next-hop), to guarantee that the resulting system is inherently satee T
(simplicity) If path P € Pv, thenP is a simple path (no re- restrictions are reasonable in the sense that they arduliatith
peated nodes), the commercial relationships between neighboring autausm

LetS = (G, o0, P, A) be an instance of the Stable Paths Prolsystems. In the remainder of this section, we revisit onbede
lem. A path assignmernis a functionz that maps each nodescenarios in the context of the Stable Paths Problem anat intr
u € V to a pathr(u) € P¥. An assignment istableif each duce terminology that will be used in the rest of the paper.
nodew selects a pathr(u) that is the highest ranked permit- First, we use the provider-customer relationship to impbse
ted path that is consistent with the path chosen by the net-trectionality on some of the edges in the grgphTheprovider-
node. For example, if(u) = (u v)P, thenw(v) = P. If no customer digrapirefers to the directed graph resulting from
such assignment exists, théhs unsolvable Figure 2 presents the provider-customer edges 61 We assume that provider-
the SPP calleBAD GADGET, which has no solution. customer relationships are hierarchical; in other wortig t

A Simple Path Vector Protocol (SPVP) was defined in [12hrovider-customer digraph is acyclic. Informally,ifis a cus-
[13] to solve the Stable Paths Problem in a distributed mann@®mer ofv andw is a customer ofv, thenw is not a customer of
SPVP can be thought of as an abstraction of BGP. There areFigure 3 has such a hierarchical structure. However, gdalin
two desirable properties for an instance of SPP with redpectprovider-customer edgf), 5} would introduce a cycle involv-
behavior we can expect from SPVP: ing nodes5, 3, and0. This assumption is consistent with the
Safety: An instance of the SPP mafeif the protocol SPVP can commercial relationships between ASes. For example, amati
never diverge. The exampBaD GADGET is not safe since it wide AS may be a provider for a regional AS, which in turn
has no solution and so the protocol can never converge. may be a provider for a particular university campus, bug thi
Inherent safety:An instance of the SPP isherently safdf it  university campus would not be a provider for the nationevid
is safe, and remains safe after removing any nodes, edgesASr
permitted paths. Second, we assume that no permitted path haalley —
Inherent safety guarantees that a system will remain saferuna provider-customer edge followed by one or more customer-
network failuresandunder more restrictive routing policies thaprovider edges. That is, a path between two nodes should not
filter out some permitted paths. In Appendix VII, we presenttgaverse an intermediate node that is lower in the hierasihge
sufficient condition for an SPP to be inherently safe. this would cause a customer to transit traffic between twasof i

As outlined in Section V, a given set of BGP routing policieapstream providers [4], [5]. For example, patiés5 3) and
gives rise to a separate instance of SPP for each IP addoess b{0 3 2) would be permissible. In contrag 0 3) and(6 1 0 3)
announced. The nodes of the gra@imodel either individual would not be permissible since they each include a valleg Th
routers or entire autonomous systems. Since the presemtati path(6 1 0 3) has a provider-customer ed{& 1} followed by a
this paper will ignore the details of BGP configuration witlain  customer-provider edgfo, 3}. In this case, the valley includes
autonomous system, we will usually identify nodes with ASesan intermediate peer-peer edge 0}.

Third, we impose restrictions on paths that include peerpe
edges. We allovuphill paths such ag0 3 5) that consist of

Motivated by the commercial relationships between aone or more customer-provider edges dodnhillpaths such as
tonomous systems in the Internet, we consider the posgibil{5 3 0) that consist of one or more provider-customer edges [14].

B. Neighbor Relationships



(6532),(6542) (532),(542)

\2

(16532),(16542) (02),(032),(03542) (2) - -

[N
o

Fig. 3. AS graph with provider-customer and peer-peeriteiahips, with per- Fig. 4. Node 1 providing backup service for node 2

missible paths to node 2

IIl. I NHERENTLY SAFE ROUTING WITH STEPS

We also permit path®; (u v)P> whereP; is either an empty Peer-peer backup relationships violate the restrictiotr®-

pathe or an uphill path{u, v} is a peer-peer edge, af} is duced in Sectic_m 11-B. After introducing the notion of a bapk
either an empty pathor a downhill path. For examplél 6 5 3) path_, we explain why backup paths should alway_s _have a lower
is a permissible path. However, we do not permit paths tH&"King than other paths. Then, we explore policies for rank
havestepssince this would violate the restriction that peers onl§?d Petween backup paths and show that preferring customer
transit traffic between their respective customers. Fdgnal P2ckup paths over peer and provider backup paths can rasult i

peer-peer edgéu, v} is astepin path P, (u v)P; if either the an unsafe system. Finally, we propose a policy that prefetssp

last edge ofP; is a peer-peer or provider-customer edge, or tfydth fewer steps over paths with more steps, with preferéorce

first edge inP, is a customer-provider edge. For example, tHe'Stomer paths among paths with the same number of steps.

path (5 4 3 2 0) is not permissible because it has two steps;

{4,3} and{2,0}. Likewise, the patl{l 0 2) is not permissible A Backup Paths With Steps

because it has two stepkt, 0} and{0,2}. Normally, the selection and export of routes is constrained

ggrcustomer—providerand peer-peer relationships. Baaka-

onships introduce additional paths that provide conimggin

tomer path(5 3 0) higher than peer pat{5 6 0). This is con- :hihevent of;ajfaltl_uret_and éhangde h(t)r\]N nodes slel_ec::gmo:e% p?tths

sistent with the commercial relationships between ASesASn 0 the same destination. L-onsider In€ example In FIgurees a
removing the edgé¢5, 3}. The new solution to the stable paths

has a financial incentive to limit the amount of traffic tha-tr bl lect diff t paths f q . F
verses peer and provider links, and may receive paymendbagEO em may select difterent paths for Some node pairs. ~or
ample, deleting edgks, 3} would remove the customer path

on the amount of traffic that travels via customer links. We 39) forc de 5 t the oth " A 2
not impose any restriction on the ranking of different custo ), forcing node 5 to use the other customer p )
to reach node 2. However, nodewould have to use a peer

paths, or of different peer and provider paths. path(5 6 0) to reach node 0, since the customer p@&B 0) is

In summary, we consider a stable paths problem with the f¢lo onger available. 1f5,3} and{4,2} both fail, then nodes
lowing four properties: 1, 5, and 6 do not havany permissible path to nod2 even
though the graph is still connected. Ensuring that thesesod
have a path to nod&requires relaxing the restrictions on the set
of permitted paths. For example, relaxing the no-stepicestr

Fourth, we assume that customer paths are preferable to FE
and provider paths. For example, nosivould rank the cus-

(acyclic provider-customer digraphyhe directed graph in-
duced by the customer-provider relationships is acyclic.

]Sno-valley)f SCU’“ Y U;hvo) E P andvj‘.il € cu‘?t(;merﬁ(,vj_) tion would make(5 4 3 2) into a permissible paths with a step
joislomej 1_ ,.--, 1, thenv;_y # providers(v;) for all i = involving edge{4, 3.

Enlarging the set of permissible paths has important impli-
cations on whether the system remains inherently safe. ©n th
one extreme, every path could be permissible. Howeverspath
with valleys violate the basic notion of hierarchical reaships
) between nodes. Instead, we define a slightly weaker notion of
providers(u), thenA((u w)Pr) > A((u v)P,) for all paths reachability where the set of permitted paths can includespa
andPs. .

that have steps. Figure 4 shows an example where node 1 pro-

These assumptions result in the following theorem from,[10{ides backup service for node 2. This backup relationship al

expressed in SPP terminology: lows paths like(213)P; and (214)P, to ensure that node 2

_ ] . ) can reach destinations in the rest of the Internet. In amlditi
Theorem I1.1: Any SPPS with an acyclic prowder-customerpath like(412)P, and(312)P, ensure that the rest of the In-

digraph and the no-valley, no-step, and prefer-CuStOMEI&IF o et can reach node 2 and its downstream customers.

ties is inherently safe. These paths fall into the three categories shown in Figuie 5.
The theorem is a special case of Theorem IV.1, presenteein Higure 5(a), node v has a backup relationship with node uto al
next section. low backup pathéw uv) P, corresponding to the patB 1 2) P,

(no-step)If (v ... v1vg) € P andv;_; € peers(v;) for some
j=k,...,1,thenvy_1 € providers(vp)forh =k,...,j—1
andv;_y € customers(v;)fori=j—-1,...,1.

(prefer-customenf w € customers(u) andv € peers(u) U



(a) Provider—customer, peer—peer (b) Peer—peer, customer—provider (c) Peer—peer, peer—peer

Fig. 5. Allowing backup pathéw « v) P with a step
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Fig. 6. Backup paths should be global \ :
in Figure 4. In Figure 5(b), node w has a backup relation- @
ship with node u to allow backup patl® « v) P throughu'’s

prowder nodev, correspondlng to Fhe pa@ 1 3)P3' In Fl_g_ Fig. 7. Unsafe system when customer backup paths are mefewer peer
ure 5(c), node w has a backup relationship with node utod®lu ™ packup paths

backup pathgw uv)P, corresponding to both patig14) P,
and(412)P;,.
C. Ranking Among Paths With Steps

B. Lower Ranking for Paths With Steps In addition to preferring primary paths over backup paths,
each node needs to rank amongst the backup paths. The sim-
A backup path should hawglobal significance. That is, if a Plest policyranks the backup paths based on the path length,
path P is a backup path, thefu v) P is also a backup path. A favoring shorter backup paths over longer backup pafhkis
backup path should not be used unless all primary paths are @aproach has the desirable property of minimizing the leoft
available. More formally, if patt?, has no steps and pakh has backup paths. In addition, always selecting the shortestuma
one or more steps, thex(P;) > A(P,). Having a lower rank- path ensures that the system is inherently safe. Inforpralik-
ing for backup paths is important for the safety of the system ing primary paths over backup paths reduces the problem to
the example in Figure 6, nodes 2, 3, and 4 each have a provid@ subproblems related to primary paths and backup paths,
customer relationship with node 1 and peer-peer relatipashrespectively. The prefer-customer requirement in Sediid
with each other. Node 1 also has a peer-peer relationsHipyit 2ddresses the subproblem concerning primary paths, and the
which is a customer of 2. Limiting the consideration to prigna Shortest-path requirement addresses the subproblemreence
valley-free paths, nodes 2, 3, and 4 would each select alpaith ing backup paths. However, the shortest-path policy is very
uses the edge from 2 to 0, and node 1 would select a direct p&@strictive, since it does not incorporate information atbthe
Now, suppose that the set of permissible paths is extendad tocommercial relationships between nodes or the number p$ ste
clude paths with steps, such@sl 0) and(3 1 0), following the in the backup paths. The shortest-path policy would prefer a
approach in Figure 5(a). Nodes 2, 3, and 4 should still ptafer provider path with two steps over a longer customer path with
primary path that uses the edge from 2 to 0. If the edge betwe¥ie Step.
0 and 2 fails, nodes 2, 3, and 4 select paths to O that include no Extending the prefer-customer policy to backup paths is an
1. Each of these paths has a step. For example, node 2 shaplgealing first approach to allowing a more liberal rankifig o
not prefer the patli2 3 1 0) over path(2 1 0) just because the backup paths. In this scheme, a node would assijigher
subpath(2 3 1) does not involve a step. Otherwise, the exammank to a backup path through a customer over a backup path
ple in Figure 6 could devolve to theaD GADGET scenario in through a peer or provider However, this policy can result in
Figure 2. an unsafe system. Consider the example in Figure 7, where



a general routing model based amoidance levelsvhere each
node assigns a higher rank to paths with a lower avoidaneé lev
The assignment of an avoidance level to each path should pre-
serve the maximum flexibility for each node to apply localipol
cies for backup routing and load balancing. The notion of an
avoidance level is more general than counting steps in aipath
two ways. First, the avoidance level does not have to inerbgs
unit increments. For example, a path with two steps coulé hav
a higher avoidance level than another path with three st&xgrs.
ond, the avoidance level can increase for any edge in the path
For example, a provider-customer edge can increase thd-avoi
ance level of a path. Conceptuallybackup edgevith respect
to a path is any edge that increases the avoidance level.
The model does not prescribe how much to increase the avoid-
Fig. 8. Unsafe system when provider backup paths are peefever peer gnce |level for each backup edge; in practice, this may depend
backup paths local policies. However, some basic restrictions on avediga
levels are necessary to ensure that the global system is inhe

each node prefers customer backup paths over peer and @rovidtly safe. An edgéw u) that contributes to a step is a must
backup paths. Also, suppose that each node ranks among &§s@ backup edge; that is, the péthu)P must have a higher
tomer paths (or among peer and provider paths) based on @gidance level than the subpdth Any other edge may also be
length of the path. Nodes 1, 2, 3, and 4 do not have any stégoackup edge with respect to a path.
free paths to node 0. The prefer-customer property wouldtres We formalize these notions using a non negative function
in node 4 preferring a path via node 3 and node 3 preferring:&P) called anavoidance classifierthat obeys the following
path via node 2. Node 1 prefers the shorter customer path gditions:
node 4 over the path via node 2. In addition, node 2 prefd® If P and@ are paths permitted at nodeandsx(P) < x(Q),
the shorter provider path via node 1 over the peer path via ndBeni(Q) < A(P).
8. This system is unsafe. Similar examples can be shown 8 If P, @, andQP are permitted paths, thei{P) < x(QP).
preferring peers over providers, preferring providersgers, An avoidance level is any value in the rangexof Condition
and for preferring customers over peers. Figure 8 shows a(@hstates that a path with a lower avoidance level is preferred
example of an unsafe system where provider paths are pedfe@ver a patiQ) with a higher avoidance level. Condition (b) states
over peer paths at nodes 1, 2 and 3. that the avoidance level cannot decrease as a path traeerses
Ranking backup paths based on path length would hagiéonal edges.
avoided these problems, at the expense of imposing sigmifica The weight of an edge with respect to a pafthis equal to
restrictions on backup policies. The shortest-path palioyld #((w u)P) — k(P). An edge{w,u} is abackup edge with re-
force a node to prefer a path with a large number of steps wiRect to pathP if the weight of edggw, u} with respect taP is
a small number of steps, whenever the path with more steps h@g-zero. Note that this generalizes the notion of edgehteig
a shorter overall length. Instead, we consider anothercagapr in two ways. First, a given edge can have different weight wi
that ranks paths based on the number of steps. Among pdggpect to different paths. Second, an edge may have a vedight
with the same number of steps, customer paths are rankeerhigtero with respect to certain paths. An edge u} is amanda-
than peer and provider paths, consistent with the appraacHary backup edge with respect to pathv) P if it matches any
Section 1I-B. This policy is consistent with the commeraiad of the three conditions outlined in Figure 5. In particulhis
lationships between nodes and also ensures that the sysirem imeans that
herently safe. Informally, ranking paths with fewer stejgher (@) {w, u} is a provider-customer edge afid, v} is a peer-peer
than paths with more steps reduces the problem to a coltestio edge, or
subproblems, each corresponding to paths with a fixed numBey {w, u} is a peer-peer edge afd, v} is a customer-provider
of steps. The safety of each of these subproblems is assyre@@ge, or
the prefer-customer requirement, as shown in the nextsecti (¢) {w,u} and{u,v} are peer-peer edges.
An avoidance classifiex is step awareif for any P permit-
IV. GENERALIZED BACKUP ROUTING ted atv and (wuv)P permitted atw we havex((uv)P) <

This section proposes a general technique for dividing éne p((w uv) P) whenevef{w, u} is a mandatory backup edge with
missible paths intavoidance levelsPaths with a lower avoid- respect to patiu v) P.
ance level are preferred over paths with a higher avoidawed;|  If x is an avoidance classifier for SBPthen ranking function
within an avoidance level, customer paths are preferred oveis said to beprefer-customer with respect toif within a set of
peer and provider paths. In addition to capturing the peer-p Paths of the same avoidance level customers paths arene:fer
backup relationship (i.e., steps), this model incorparatelti- More formally, if for everyP and@ permitted at node with
homed backup relationships and load balancing while enguri(?) = £(U), if P is a path to one ofi's customers and) is
that the system remains inherently safe. not, then\(Q) < A(P). Based on these definitions, we have the

The idea of counting the number of steps in a path suggeftfowing theorem:




Theorem IV.1:Consider an SPB with the acyclic and no- The BGP attributes are used byport policiesand export
valley properties with a step-aware avoidance classifi¢ithe policiesat each router to implement itsuting policies These
ranking function\ prefers customers with respectapthenS policies can delete, insert, and modify some attributeesin

is inherently safe. route announcements. They can di#ter out announcements.
The proof appears in Appendix VII. As a BGP announcementmoves from 4% ASw it undergoes
three transformations. Firsty applies its export policies. If

V. THINK GLOBALLY, ACT LOCALLY the route announcement is not filtered out, then a BGP-specifi

We now consider how safe backup routing might be implé&ansformation occurs, which addsto theas_path of the an-
mented in BGP with locally-implementable routing policieat nouncement, and filters out the announcement ifethipath
do not require global knowledge. The goal is to define a set@ntainsu. Finally, theimport policiesof u are applied to the
recommendations that, if followed by all ASes, would allaw f announcement. This is the point that a local preferenceevialu
a very flexible framework for implementing backup routes ar@ssigned.
load balancing, while at the same time provide a guarantee ofThe BGP route selection procedure selects best route by first
the inherent safety of interdomain routing. preferring highest values of local preference, then sBbAS

Our recommendations will ensure that all conforming intepaths, and so on. For a complete description of this process,
domain BGP routing policies could be translated into inh#ye see [2], [3], [1].

safe instances of the Stable Paths Problem for every networknformally, the process of transforming a set of BGP pofcie

destination. In particular, we require that into an instance of SPP could proceed as follows. Desigmate a
(1) valleys are not permitted, AS as the origin. A distinct instance of the SPP would be con-
(2) we can define an avoidance classifiepn the associated structed for each prefiﬂ Originated by aw. For each AS; we
SPP that is step aware, then enumerate every possible simple path in the AS grap fro
(3) the ranking of paths prefers customers with respect to ta& , to ASw. For each such patR, we start ab and compose
avoidance levels of. the export policies, BGP transformation, and import pekgi

We do not explicitly enforce the condition that the prov'rdermarching along the path in a hop-by-hop fashion towardf
customer digraph is acyclic, depending instead on natuaal Mye do not make it to the end of the path (that is, the route was
ket considerations. Note that we are not advocating thedinet fjjtered out somewhere along the path), then the path is not in
lation of BGP policies into instances of the SPP. The SPP f@fe set of permitted paths at Otherwise, the pati is in the
malism is serving.only asa simple semantic framework in Whigegt of permitted paths at For each permitted path this pro-
we can more easily prove inherent safety. ~ cedure will produce a BGP route announcemgt). We then
Section V-A first describes how routing policies are implegefine“ to be any ranking function that the obeys the rules (1)
mented with BGP and how BGP policies can be translated to R P;) < \4(P,) if and only if the BGP route selection pro-
instance of the Stable Paths Problem. Section V-B thenmastli cegs will prefer(Py) overr(Py), and (2)A*(P) = \*(P)
how the rules of [10] can be implemented in BGP. Section W and only if the BGP route selection process does not prefer
C proposes a new attribute for BGP, called é@weidance level one ofr(P,) overr(P;) the other. In case (2), the details of the
and describes a very natural extension to the implementafio ggp selection process dictate that botP,) andr(P;) must
[10] that covers the inherently safe backup routing defimed tcome from the same next-hop router. Since a BGP speaking
current paper. Since the avoidance level attribute doegetot royter only announces at most one route to any prefix (its best
exist in BGP, Section V-D describes how it can be simulated Udute), there is no possibility of a router simultaneousdyihg
ing the BGP communities attribute, at the cost of introdgcinyg routes of the same rank. (Note that this accounts for the
some complexity into the definition of routing policies. strictnesscondition in the definition of a ranking function for
A. BGP Routing Policies and Translation to SPP Stable Paths Problems., gllven In Section ”_A'), -
“Observe that many distinct sets of BGP routing policiesaoul
BGP exchanges route announcements between BGP speajifigs|ate to the same instance of SPP. Put another way, the se
routers. These announcements are records containingiaadeshs gpp permitted paths at nodend the ranking of those paths
tion network (also called an address block, CIDR block, or i35 \* does not simply represent the routing policy of ASut
prefix) and attributes associated with this destinatiorut®an- 5iner the composition of all routing policies along pattesf

nouncements include the following attributes. the origin tou.
nlri : IP prefix _ _ _
next_hop : nexthop (address of next hop router)  B. Implementing Simple Routing
as_path ordered list of ASes traversed We now describe how the simple routing of [10] and Sec-
local pref : local preference

tion 11-B can be implemented in BGP.
The following table indicates whether or not an AS announces
The local preference attribulecal_pref is not passed be- a route to its neighbor depending on its relationship to tige A
tween autonomous systems, but is used internally withiruan @hat sent the route. A indicates that the route may be an-
tonomous system to assign a local degree of preference. Comunced, while &\ indicates that it may not be. For example,
munity values [15] are typically used in routing policies fte- an announcementfrom a peer may be passed along to a customer
ciding on the value cfocal pref or on filtering. but not to another peer.

c_set : setof community values



From

To

customer| peer| provider
customer Y Y Y
peer Y N N
provider Y N N

rules ensure that the conditions of Theorem IV.1 are met.

D. Simulating Avoidance Levels with Communities Values

RFC 1998 [7] suggests using BGP communities as a way to
influence a neighbor’s routing policies. It applies thishteique

These export rules ensure that no permitted path will havd%the implementation of peer-peer backup. We extend this ap

step (N in peer-peer, peer-

provider, and provider-peer entrié%')oa‘:h to simulate inherently safe backup routing desdribe

or a valley (N in provider-provider entry). In addition to theseSec:tion V-C. Since we will use communities to carry several

rules, each AS must ensure that all values of local prefere

Aits of information, it is perhaps best to think of them as ex-

assigned to customer announcements are greater thanalll [fgded community values [16].

preference values assigned to peers and providers.

We assume that each AShas defined the following commu-
nity values, and that the semantics of these labels is shatied

C. Safe Backup Routing with an Avoidance Level Attribute 'S neighbors.

(w : bu : 1) tag for backup route of avoidance level

The easiest way to describe inherently safe backup rOLﬂinq{U : up) tag for upstream routes (used between peers).
to imagine that BGP is extended with a new attribute #@id- Roytes that have not been tagged with an avoidance level com-
ance levebf a route. The idea is that the higher this value, thenity value are treated as being in avoidance I6vaie also
less preferable a route. The avoidance level attribute t@ist;ssyme that for any neighboy and any avoidance levélthat
considered before any other attribute in the BGP decision Pipa(w,u,1) represents the local preference assigned to routes

cess. Other approaches that affect later stages of theia®ecig g 4, received aty. We assume that for eaah this function
process are not sufficient. One example is the commonly-usgfhtorms to the following rules:

technique of AS prepending (inflating AS path length by répeg |5 ,, ¢ customers(
ing an AS number multiple times) that affects the decisian prq, each level we havelpa(
cess after the local preference attribute.

w), v € peers(w) U providers(w), then
w,v,l) < lpa(w,u,l).
o For eachly,ls,u,v, if I1 < I, thenlpa(w,u,ls) <

We can now extend the export rules to allow the three caggg(w, v, 1,).
covered by Figure 5:

From

In order to make sure that are avoidance classifier is s
aware, we must impose rules concerning the use ofttued-
ance levehttribute. For eacly of the export table, the follow-
ing table indicates when the avoidance level attribute rbest
increased. The entr® indicates that its increase is optional,

To
customer| peer| provider
customer Y Y Y
peer Y Y Y
provider Y Y N

while aR indicates that its increase is required

From

Note that the optional entries in this table allow for veryiftde

To
customer| peer| provider
customer O @] @]
peer @) R R
provider 0] R

backup routing and load balancing.

The more liberal export rules allow the possibility of forrgi

That is, within each avoidance level customer routes are pre
ferred over peer and provider routes, and routes of levebtow
avoidance levels are always preferred over routes of higher
avoidance levels.

In practice, this scheme requires imposing some limibn
the number of avoidance levels. If an AS useglues of local

ﬁgr€ference to differentiate between routes of the samelamoe
e

el, then the functiofpa must take onm x n distinct values.
This complicates configuration of routing policies, partarly
given the limitations of today’s router configuration laages.

VI. CONCLUSIONS

Selecting efficient, stable routes between each pair oshost
is a major challenge for the distributed Internet routinfyae-
tructure. In and of itself, BGP does not ensure that hosts can
communicate, even if the network is connected. In addition,
conflicting local policies amongst a collection of ASes canse
the protocol to oscillate. This paper has has presented &lmod
for backup routing that increase global network reliapitith-
out compromising the stability of the routing protocol.

Several issues remain to be addressed. First, the intmacti

a valley involving one or more steps. To avoid this, an AS musf backup routing with prefix aggregation needs to be studied
never send to a provider an upstream route that was recei@stond, the models presented in this paper are simplifidzhtn t

from a peer. An AS must mark routes that it receives fromthey ignore the internal structure of ASes. It should be dote
provider before it sends them to a peer. An AS should newat we are ignoring the configuration of BGP within each AS,
export such a marked route to a provider. A special commun#yd so our recommendations will not exclude all types of BGP
value could be employed between peers to signal that a rodigergence. This follows from the fact that some types of in-

was received from an upstream provider.

ternal BGP configurations can lead to BGP divergence within a

Local preference must be assigned in a way that ensures giagle AS. For example, the interaction of BGP route refleto
no customer route can get a value less than or equal to a peaherprocessing of BGP routes using multi-exit discriminatd-
provider route. This ensures that customers are preferiteéhw ues, and internal routing metrics, is not guaranteed to exgey

an avoidance level since the selection process will conkidal

(see for example Scudder [17]). Routing policies may nat-act

preference only after the avoidance level. Together theggls ally be AS-wide, but may vary between border routers, mostly



to meet traffic engineering goals. The interaction and wéde
between external routing (both normal and backup) andnater

routing should be explored.
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VIl. PROOFS

ance level such thaf¥ is of levell.
Proof: Let W be a dispute wheel. For anyve have\": (Q;) <
A% (R;Qi+1). By property(a) of an avoidance classifier, this

This appendix presents the proofs of all of results statéoen IMPlies thats(R;Qi41) < x(Q;). From property(b) we derive
body of the paper. Some definitions are repeated here for ef§@i+1) < £(RiQit1). Together, these give us
of reading.

A. Dispute Wheels

We first introduce a sufficient condition that guarantees th3'PS

K(Qir1) £ K(RiQir1) < K(Q)-

for eachi. By composing these equations we obtain (again, all
cripts are taken to be may

an instance of the Stable Paths Problem is inherently safis. T #(@1) < #(Bi-1Q:) < K(Qim1) <
definition is taken from [11], [12]. K(Ri—2Qi—1) < K(Qi—2) <

A dispute wheelV of sizek is a triple(U, 3, R), wherel n(R Ouea) P /e(Q ) P
is a sequence df nodesug, uy, - - -, ug_1, O is a sequence df n(RZEHIJ)FZ < N(Q:J)Fl =

non-empty path€)o, @1, -+, Qr—1, andR is a sequence of  This proves the
non-empty path®g, R1,- - -, Rr_1. This triple is such that for

each0 <i < k—1we have

(1) R;is a path fromu; to u;y 1,

(2) Q; andR;Q;+1 are permitted ati;,

(B) A¥(Q:) < A" (RiQiq1)-

All subscripts are to be interpreted modélo

equalities claimen.
Corollary VII.2: SupposeS is an SPP and is an avoidance
classifier forS. If for every avoidance levélthere is no dispute

wheel of levell, thenS is wheel-free.

C. Backup Edges
Supposee = {u,v} is an edge in the SPP graph. The

See Figure 9 for an illustration of a dispute wheel. An SP#rovider-customer digraph can impose an orientation os thi
S is wheel-fredf it does not contain a dispute wheel. It followsedge. If the edge is oriented, we use the notatiom). We say
from the results of [11], [12] that if is wheel-free, then it has that(u,v) is a customer-provider edgeuife customers(v) or
a unique solution and is inherently safe. a provider-customer edgeiif € providers(v). If e is an edge



andeP is a permitted path, thea is called abackup edgéf Proof: From Corollary VII.2 and the results of [11], [12] it is
k(P) < k(eP). Let (wuwv)P be a permitted path at. If any enough to show that for every avoidance lel#iere is no dis-
of the following conditions hold, then eddev,u} is called a pute wheel of level.

mandatory backup edge SupposdV = (17, g, ﬁ) is a dispute wheel of levél Pick
(@) (w,u)is a provider-customer edge afid, v} is a peer-peer anyu; € U. LetQ; = e1Q andR;_; = Re,. We now perform
edge, a case analysis on all of the combinations of edgeande,.

(b) {w,u} is apeer-peer edge afd, v) is a customer-provider

edge, Ri_,

(¢) {w,u} and{u,v} are peer-peer edges. €2 _uj

An avoidance classifiet is step awardf it treats any manda-
tory backup edge as a backup edge. Thatsi§uv)P) <
k((w v v)P) for each of the cases (a)-(c).

Lemma VII.3:Let S be an SPP with a step aware avoidance
classifierk. SupposeS has a dispute whed¥ of avoidance
levell. Then noR; contains a mandatory backup edge.

Proof: Suppose thaR?; = PeP>, wheree is a mandatory  First, suppose that; is a provider-customer edge. Sinie
backup edge. From the definition of an avoidance classifier weefers customers, ani{@;) < A(R;Q;i41), it must be that
havek(eP2Qi+1) < K(PrePyQit1) = k(R1Qiy1). Sincex is R, starts with a provider-customer edge. Lemma VI1.4 (1) tells
step aware, we have(Q;+1) < k(eP2Q;+1). Together these us that all the edges iR; are provider-customer edges. We
facts imply thatk(Q;+1) < k(R;Qi+1). This contradicts the now consider the first edge @f; 1. This cannot be a customer-

€1

Qi

assumption thald’ is of one avoidance levél/m provider edge, since this would imply th&;Q;,; contains a
Lemma Vll.4:Let S be a valley-free SPR; a step aware valley. And this edge cannot be a peer-peer edge, since this
avoidance classifier fo¥, andW is a dispute wheel fof. would imply that the last edge dt; is a mandatory backup edge

(1) Ifthere is someR; in W whereR; = (u; v)P and(u;,v) is (condition (a)), which is prohibited by Lemma VI1.3. Theoeé¢

a provider-customer edge, then every edgé&pfs a provider- the first edge of);,1 must be a a provider-customer edge. We

customer edge. can now repeat this argument step-by-step clockwise arthend

(2) If there is someR; in W where R; = P(vu;y+1) and dispute wheel and conclude that the entire rim is made up of

(v,us41) is a customer-provider edge, then every edgeRpf provider-customer edges. This contradicts the assumiain

is a customer-provider edge. the customer-provider digraph is acyclic. Therefore, wedne

Proof: (1). Lete be any edge iR; = PieP>. Assume, with- not consider further the case whergis a provider-customer

out loss of generality, that all edgesBf are provider-customer edge. This leaves the following cases to consider.

edges. Suppose thais a customer-provider edge. Thisis aconcase 1:es is a peer-peer edge. There are two subcases to con-

tradiction, since this would mean th&{Q; 1 contains a valley. sider.

On the other hand, suppose tlais a peer-peer edge. Let Case 1.1:e; is a peer-peer edge. This means thatis a

be the last edge if?; (a provider-customer edge). This is themandatory backup edge (condition (c)), which is prohiblgd

a mandatory backup edge (condition (a)), which is prohibité.emma VII.3.

by Lemma VII.3. Therefore; can be only a provider-customerCase 1.2:e; is a customer-provider edge. This means that

edge. is a mandatory backup edge (condition (b)), which is prdéibi
(2). Let R; = P(vu;4+1) ande be any edge i = P'eP”. by lLemmaVIl.3.

Assume without loss of generality that all edgesf are Case 2:e; is a provider-customer edge. There are two subcases

customer-provider edges. Suppose thiata provider-customer to consider.

edge. This is a contradiction, since this would mean thapthie Case 2.1: e; is a peer-peer edge. This means thatis a

mitted pathR;Q;+1 contains a valley. On the other hand, supnandatory backup edge (condition (a)), which is prohibligd

pose that is a peer-peer edge. Thers a mandatory backup Lemma VII.3.

edge (condition (b)), and is prohibited by Lemma VII.3. Tder Case 2.2:e; is a customer-provider edge. This contradicts the

fore,e can be only a customer-provider edge. assumption that no permitted path contains a valley.
Case 3:e; is a customer-provider edge. Since this is the only re-
D. Preference for Customers maining case, this must be true for the last edge in everyRath

If x is an avoidance classifier for SBPthen ranking function in the dispute wheel. Then we know, by Lemma VIl.4 (2), that
) is said to becustomer preferring with respect toif within a  ll edges on the rim of the wheel are customer-provider edges
set of paths of the same avoidance level customers pathseare phis contradicts the assumption that the customer-prodde
ferred, or put more formally, if for every? and@ permitted at 9raph is acyclicm
nodeu with k(P) = k(U), if P is a path to one of’s customers
andq@ is not, thenA\(Q) < A\(P).

Theorem VII.5:Let S be a valley-free SPP with an acyclic
provider-customer digraph. Suppose thais a step aware
avoidance classifier fof, and thatS has a customer preferring
rankingA with respect toc. ThenS is inherently safe.



