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Abstract— Customers of Internet Service Providers (ISPs) are paths, making it difficult to satisfy complex objectives
increasingly interested in running applications such as vice for balancing load and minimizing disruptions.

over IP, video games, and commercial transactions. This new 2) Large reactions to small changesThe routing proto-
range of applications cannot tolerate poor network performance .

(high delays or low available bandwidth) or network instabiity cols often over-react to small changes in the network
(periods of loss or variation in delay or available bandwidh). topology and configurable parameters, at the expense of
Unfortunately, routine events such as equipment failures 10 network robustness.

planned maintenance cause routing changes, which may leadt  3) Slow routing-protocol convergence:During routing-
transient service disruptions or persistent performance poblems. protocol convergence, data packets are lost, delayed, and

Operators of ISP networks are faced with the challenge of deli d out of ord ) . d dation i
minimizing routing disruptions using current routing tech nology, elivered out of oraer, causing a serious degradation in

which offers little control. In this paper, we discuss routing end-to-end performance.
disruptions from an ISP perspective. First, we describe the 4) Poor support for planned events: Although main-
causes and effects of routing changes. Then, we provide a st tenance activities are planned in advance, the routing

network design guidelines and operational practices that etwork
operators can use to reduce the impact of routing changes ireir
network.

protocols cannot gracefully move the traffic to new paths
beforehand.

The first two limitations make it difficult for operators to
| INTRODUCTION contrpl_thg flow of traffic |n_steaQy stg\te, whereas the last
. two limitations relate to transient disruptions that ocduring
As the Internet becomes an ever more critical part %Uting—protocol convergence.

the world’s communication infrastructure, Internet Seevi | this paper, we describe the state of the art for how the
Providers (ISPs) are under increasing pressure {0 provige, aiors of large ISPs can reduce the frequency and impact
good, predictable performance to a wide range of applioatio ot 1o ting disruptions caused by internal network events. T
Unfortunately, routine events such as equipment failure age; the stage, Section Il presents a brief overview of rgutin
planned maintenance can lead to long-term changes in Paifisp networks. Then, Section Il explains how the scope
properties (e.g., higher round-trip times and lower a@la 4 jmpact of the routing disruptions depends on the under-
bandwidth) and serious transient disruptions (e.g., h@s | 1ying network events. Section IV describes how ISPs manage
and delay during routing-protocol convergence). TheSEG®I | g disruptions through the design and configuration of
disruptions are a significant problem for applications sash {he network, as well as the operational practices for making

voice over IP (VoIP), video games, and commercial transgtyanges to the network. Section V concludes the paper.
tions. For example, a recent study of VoIP performance found

that most service disruptions occur during routing chaiiggs
not because the network lacks sufficient resources for icayry
the traffic. A disruption lasting a few hundred millisecoris  The Internet is an interconnection of thousands of Au-
long enough to interrupt a phone conversation or a video ganiénomous Systems (ASes), where each AS is a collection of
and other applications such as Web transactions are visiplyuters and links managed by a single institution. Most of
affected by disruptions lasting a few seconds. these ASes buy upstream connectivity from an Internet Servi
ISPs take great care in designing and operating their nefrovider (ISPs). ISPs face many unique routing challenges
works to prevent routing disruptions and limit their scopél a because of their role as “transit” providers. First, thgéasize
impact. However, the IP routing protocols were not designed ISP backbones—often hundreds of routers and thousands
with these requirements in mind, leaving network operaitors of links—introduces scalability challenges in running ting
the difficult situation of “working around” the many limifahs protocols. Second, an ISP must connect to numerous cus-
of today’s technology. The operators must grapple with fotémers and many other ISPs at diverse geographic locations;
main challenges: a pair of ISPs may connect in multiple geographic locations
1) Indirect control over the flow of traffic: The operators for richer connectivity and fault tolerance. Third, the ISP
have only indirect control over how the routers selechust know how to reach every destination prefix (block of IP

Il. ROUTING IN ISP NETWORKS



addresses) in the Internet. In today’s Internet, an ISRallyi a complete view of the network topology. IGP messages are
stores routing information for more than 150,000 prefixesflooded periodically and in response to topology changes) su
which means that each forwarding table has more than 150,@80link weight changes and equipment going up or down. Link
entries. To satisfy these requirements, ISPs typicallybotth  weights only change when reconfigured by network operators,
intradomain and interdomain routing protocols on their ynamot dynamically to adapt to changes in network conditions
routers. such as congestion. Each router runs Dijkstra’s algoritom t

Our discussion draws on the example in Figure 1. Theompute the shortest paths in terms of link weights to every
example illustrates the behavior of routing protocols ingn other router and uses the results to build the forwardintgtab
inside and among ASes using an internetwork with five ASds Figure 1, routerC' selects the shortest patfi D, A with
The traffic from the web server to the user enters the Smdiktance2 to reach routerA.
ISP network at ingress rout&r, which has two choices of
egress routersd and B. The interdomain routing protocol is
responsible for selecting which egress router to use todmw
traffic to the user; say that it selects egre$s Then, the In the Internet, the Border Gateway Protocol (BGP) is
intradomain routing protocol selects the path framto A, the interdomain routing protocol responsible for exchaggi
in this caseD is the next hop in the path tdl. RouterC reachability information about external destination pesi or
combines the information from the two routing protocols tprefixes that belong to other ASes. BGP is responsible for
construct a forwarding table that maps the user’s prefix selecting theAS path(or which ASes have to be traversed)
next hopD (via the two interfaces going fror@' to D). We to reach a destination prefix. BGP is a path-vector protocol
now summarize the path-selection process for each routihat allows each AS to apply local policies in selecting
protocol, for more details refer to [2]. and propagating routes for each destination prefix. Network
administrators use BGP policies to express businessaeiati
ships between ISPs and customers, or to determine preéerenc
among choices of connections (e.g., to determine backuys pat
or to balance load) [3].

Two routers establish a BGP session to exchange BGP
update messages. A large backbone network has BGP sessions
with multiple neighboring ASes and can also have multiple

BGP )
Big ISP
]
Inside an AS BGP sessions with each neighbor AS. As a result, a router
IGP (OSPF, 1S-1S)

Large ISP
/ may receive routes for a destination prefix from multiple

' neighbors. A BGP route has a number of attributes (such as
/ local preference, next-hop, AS-path, origin type, and iplét
Exit-Discriminator) that are conveyed in route advertisens
and can be manipulated by local policies. The router invokes

a decision procesdo select exactly one “best” route for
each destination prefix among all the routes learned from its

neighbors.
trafficto\‘~\ N In the example in Figure 1, router$ and B learn routes

user \ to the user prefix fronexternalBGP (eBGP) sessions. Each
of A and B select the best of the eBGP-learned routes and
Fig. 1. Example of an internetwork with five ASes and the detan the propagate this choice to routers inside the AS usimigrnal
internal topology of the Small ISP. BGP (iBGP). Routers in the AS have the choice between these
two routes. Since we assume that the network operator gives
the same preference to both routes, then for routers insi&le t
A. Intradomain Routing: Metric-Based AS both routes look “equally good” at the BGP level (with the

same local preference, number of AS hops, etc.). This leaves

e o o ot s . D and £ i e lemma ofchoosing between e
y : ' P oints A and B. When there are multiple egress points for
the path between the ingress router and the egress ro@e

; : [S'reflx, routers direct traffic to theosestegress point—the
Intradomain routing protocols compute shortest pathstase , . S
. e X N : . router with the smallest intradomain distance (e.g., nodte
metrics” or “link weights” statically configured by netwlor

operators. Network operators usually configure link Wesjgh[eleCts egress point with distance? from C). This step in

B. Interdomain Routing: Policy-Based

Between ASes

. . : . -~ The BGP decision process is calledrly-exit or hot-potato
to achieve some traffic-engineering goal such as balanbimg outing
traffic load or minimizing propagation delay in the network. '
The most common IGPs in large ISPs today are OSPF and
IS-IS, which are link-state routing protocols. Each routas I1l. ROUTING DISRUPTIONS AREINEVITABLE

1For an up-to-date view of the number of routable prefixes,tsegublic Networ.k. operators Conﬁgure both IGR |i!‘lk Weights and
data repository at http://www.route-views.org. BGP policies to control the flow of traffic in the network



to achieve good network performance and utilization. How- losses of IGP keepalive messages. Until the failure is
ever, routine events such as link failures may trigger rapti detected, the router continues forwarding data packets
changes. This section first discusses the kinds of events tha into the failed link, leading to packet loss.
cause routing changes and the steps that each router has to Propagation: Upon detecting the link failure, the inci-
take to adapt to these events. Then, we present a taxonomy of dent routers generate link-state advertisement messages
routing changes according to their scope and impact. to inform the other routers about the change. To avoid
overloading the network with multiple messages, routers
employ a timer to limit the message-generation rate.

« Path recomputation: Upon receiving a message report-
Events that disrupt routing can happen inside the network jng a change, routers need to recompute their best paths to
(e.g., equipment failures, routing software crash, planne g gther routers. Since the path recomputation consumes
maintenance, and routing configuration changes for traffic many CPU cycles, routers impose a minimum time inter-
engineering) or outside (e.g., BGP updates from neighgorin v petween two consecutive computations. Messages that
domains). In this paper, we focus on minimizing the impact  4yyive during this interval are grouped. If BGP routes are
of internal events, because these events are under theokontr 4ffected, then the router also needs to re-run the BGP de-
of a single ISP. Network operators cannot fix the cause cision process for any affected destination prefixes. Some
of external events directly. However, they often reconfigur  yendors’ BGP implementations do not react immediately
IGP metrics or BGP policies to adjust to changes in the tg changes in the IGP distances. Instead, these routers
set of BGP-learned routes and fluctuations in the incoming have a scan process that runs periodically to sequence

traffic. This reconfiguration is an internal event and trigge through the BGP routing table and revisit the BGP routing

A. Routing Reaction to Network Events

routing changes. We call muting disruptionany transient or decision for each prefix. This process runs only once a
persistent perturbation of network performance that issedu minute in some router implementations [5].
by a routing change. « Forwarding-table update: Finally, routers update their

IP links represent logical connectivity, which can be imple  forwarding tables. In high-speed routers, each line card
mented using a variety of link-level technologies (e.gtic has its own forwarding table for rapid forwarding of
fiber, Ethernet, and FDDI). Optical links offer the possiiil data packets. Hence, a router typically needs to update
of automatic restoration after failures of link compongstsch multiple forwarding tables with new entries.

as optical amplifiers or fiber segments), without triggering Tpe period of time between when an event happens and
topology changes at the IP level. However, most ISPS réfe |ast router updates its routing information is calieating
on IP routing for restoration [4]. First, optical restomatiis ¢onyergencewhereas the time for the last router to update its
expensive in terms of spare capacity. Second, optical /@St rywarding table is calledorwarding-plane convergencél-
tion cannot protect against interface and router failusch  thoygh routing and forwarding-plane convergence areeeat
represent a significant fraction of fa|lur§§. There_foretepﬁ forwarding-plane convergence might take less time (bexaus
failures of lower-layer components are visible as linkuess  some of the routing protocol messages do not lead to changes
at the IP !ayer. In _fact, it is common that multiple 1P |.In|($1'n the forwarding path) or more time (because of extra
share a single optical amplifier or fiber segment, leading {R|ay to update the forwarding table after routers selest be
multiple smul?aneous failures at the IP level when an (m’t'cpaths, especially when many paths change at the same time).
component fails. _ During forwarding-plane convergence, packets may be daugh
Not all routing disruptions are caused by unexpected equiR-forwarding loops, which may cause them to be lost, delayed
ment failures. A large fraction of them are caused by routing gelivered out of order. The transient period of disruptio

maintenance. For instance, almost half of all intradomajysociated with convergence varies depending on the sd¢ope o
events during a five-month period in the Sprint backbonge routing change.

happened during the maintenance window [4]. Maintenance

activities happen more often than most people realize.d.arg. Taxonomy of Routing Changes Triggered by Internal Events
ISP networks have hundreds of routers and thousand of linkstpe convergence delay and the volume of traffic affected
In a network with700 routers, if the operating system on th%lepends on the scope of the routing change:

routers need to be upgraded (say) once a year, this meangycg| IGP routing changes In Figure 1, when one of the
that on average two routers are under maintenance per dayidRs betweenC' and D fails (e.g., because of a failure of the
addition, construction activities require moving fiberiks  interface associated with the link), packets from the wetese
may be added or removed, interfaces may crash, optigglhe user may get lost for a short period of time before mute
amplifiers may need repair or replacement, etc. C detects the failure and starts forwarding all packets usiag
Routers react to internal network events in stages: remaining link. When a router has multiple outgoing links on
« Detection If the event corresponds to an IGP or BGRhortest paths, forwarding-plane convergence usualgsthdss
reconfiguration, then the detection is immediate. Howhan a second [4]. Even aft€f updates its forwarding table,
ever, in case of equipment failures, it may take some tingeperformance disruption may continue due to congestion on
before the router detects it either by receiving an explidihe remaining link fromC' to D.
alarm from the underlying hardware (in case of Packet IGP routing changes affecting multiple routers If both
over SDH/SONET links) or by detecting consecutivéinks betweernC' and D fail simultaneously (e.g., because they



share the same fiber or optical amplifier), then multiple ecait

need to update their forwarding tables. IGP convergence in
a network with hundreds of routers takes several seconds.
After IGP convergence, there may be persistent performance

problems either because the pathE, D, A is congested or Q
because it leads to longer propagation delay.

Egress-point changes In addition to an IGP routing
change, the failure of both links betweeh and D causes @ ®)

Som_e rO.Uters tO_Change their S_eIeCtlon of egress point fD.ESOFig. 2. Preventing BGP egress changes with redundant pathg baving

destination prefixes. The routing change causes the destagGreferred egress router.

from C to A to increase fron2 to 10. Although the BGP route

through A is still available, the IGP distance change would

causeC' to select the route through egress palhtbecause both the duration of routing convergence and the scope of the

of hot-potato routing. Even if the BGP-level route does nabuting change.

change, the convergence of BGP routes after an IGP change

can take a couple of minutes [5]. In a large ISP network,

a single IGP routing change can affect tens of thousands of

destination prefixes at the same time. The traffic shift may Preventing routing disruptions helps avoid shifts in teaffi

cause an abrupt increase in traffic along the new path, mugtira delays in forwarding-plane convergence, and exiigrna

to the surprise of downstream neighbors, as well as changésible BGP updates. However, current routing technoledie

in the end-to-end path characteristics (e.g., delay anithélen not offer network operators the control necessary to contai

bandwidth) seen by the user. routing disruptions completely inside the domain and elimi
BGP path change Take again the example in Figure 1 andhate transient perturbation during routing convergencéhis

imagine the scenario in which both links betwe€nand D  section, we describe the best common practices for backbone

fail, and routerA is using a route through Big ISP. When routedesign and configuration, and operational activities taiced

C shifts from the route vial to the one viaB, the AS path of the negative effects of routing changes.

the new route is different; henadg must send a BGP update

to its customer to report the change. Besides the impact of . i .

the egress change, this event may impact the upstream péthackbone Design and Configuration

Sending BGP updates to neighbors may have unpredictabldo reduce the likelihood of link congestion and high prop-

effects, because it may impact whether or where the neighlsgation delay, the ISP catlesign a backbone with enough

chooses to direct its traffic. Previous studies have showR B®andwidth and path diversityo accommodate the offered

may take severahinuteso converge after a topology or policytraffic after an equipment failure or during planned mainte-

change [6]. BGP’s long convergence time is mainly due to ti@nce Overprovisioningalso reduces the need for the network

exploration of alternate routes before selecting a statuiéer operators to modify the routing-protocol configuration toua

The details of path exploration depend on timing details &iffic to different paths when the offered traffic changes

routers throughout the Internet. Interarrival times ofum@30 (say, due to natural time-of-day fluctuations). Reducing th

seconds are quite common for external routing changese sifiequency of configuration changes reduces the number of

many routers use a0-second minimum-route-advertisementouting disruptions in the network.

timer for eBGP sessions [6]. In addition to accommodating extra traffic, path diversity
Network operators would prefer that internal events bean help reduce the effects of routing-protocol convergenc

contained inside the network as much as possible (onlyeguslif the backbone has multiple shortest paths between a pair of

IGP changes), which cause shorter transient disruptiods aouters, the failure of a link on one of these paths has only

have no impact in where the traffic enters or leaves thecal consequences, as discussed earlier in Section IHeB.

network. Even though network operators often know the timexample, after the failure of one link between routérsand

and the location of some of these events in advance, thByin Figure 1, routerC immediately switches to forwarding

are largely unable to prevent disruptions because of the walytraffic over the other link, well before the rest of the tens

routing protocols react to internal events. For exampl@nif have learned about the link failure. As such, the ISP should

operator knows that a change will last only a few minutdavor backbone designs with multiple shortest patiike

(the time to reboot a router or exchange an interface cafprint backbone follows this approach and, as such, tylgical

for instance), then there is no need to trigger an egreskes not experience transient forwarding loops duringmgut

point or BGP path change. Or, if an operator reconfigur@sotocol convergence [7]. Having multiple shortest patiss a

IGP weights for redistributing load inside the network, iteduces the likelihood of egress-point changes due to hot-

would be unfortunate if this change caused BGP updatespotato routing. As shown in Figure 2(a), routdr has two

neighboring domains (which may change where traffic enteskortest paths (with an IGP distance Wf) to egress point

the network) or egress-point changes (which changes whéte This decreases the likelihood that a single internal event

traffic leaves the network). In the next section, we discusguld change the IGP distance to rea@hwhich would tend

ways of minimizing the impact of internal events by reducintp prevent egress-point changes [5].

IV. “W ORKING AROUND” ROUTING DISRUPTIONS



Careful design and configuration of the network can also
reduce the likelihood that internal events trigger a chainge
egress point. For example, in Figure 2(b), routenas a small
IGP distance ofl0 to reach egress poii® and a much larger
IGP distance ofl00 to reachC. This significantly reduces the
likelihood that small variations in IGP distances wouldjdrer
A to switch to the BGP route learned frogi. In addition
to selecting appropriate IGP weights, network designers ca
also avoid egress-point changes by selecting the locatigg 3. A still picks egressB during maintenance
of connections to neighboring domains. When adding new
peering connections to neighboring domain, network design
can use a model of the network and metrics of netwofkRbust to equipment failures, since the optimization reiti
sensitivity to events [8] tgprioritize adding connections at must explore the effects of many different failure scersaj@j.
locations that are sensitive to disruptignsith the goal of  Although overprovisioning reduces the frequency of con-
alleviating the problem. This technique puts more routars figuration changes, some critical failures or maintenance
a situation like routerd in Figure 2(b). When this is not activities require the operators to adapt the configuration
possible, the ISP caavoid placing services that are sensitivd=or planned maintenance activities, the operators can try t
to transient routing disruptions at locations that have thigschedule the change to occur during periods of lower traffic
chance of experiencing egress-point changd@s instance, an load, when the network has enough capacity to accommodate
ISP can place a gaming server or key VoIP clients at a locatitite resulting shifts in traffic on to new paths. Still, the IGP
that is more robust to internal changes. topology change might lead to a shift in traffic from one egres

The network designer can also reduce routing disruptioR8int to another, leading to longer convergence delays and
throughcareful selection of the underlying technologies in thBGP routing changes in other domaifitie operators can use
backboneFor example, IGPs like OSPF and IS-IS depend dfaffic-engineering tools to determine if a planned maiatece
lost keepalive timers to detect link failures, leading tdgme  activity would trigger changes in egress points, and ture th
tially long delays (with large timer values) or high overtiealGP link weights accordinglyFor example, in Figure 3 the
(with low timer values). Instead, the designer could buiid t router A selects egress poirt with an IGP distance 010
backbone out of Packet Over SDH/SONET (POS) links thaver egress’ with a distance0. However, if the left link from
have explicit alarms for reporting failures. Today, POSksin A needs to be disabled for upgrading, the distancg twould
are commonly used in large ISP backbones, meaning that migstease t@5, makingC' the closer egress point. This egress-
link failures are detected relatively quickly at the linkyéa Point change can be avoided by changing the weight of the
rather than through lost keepa”ve message52[4]_ middle link from 10 to 4 before the maintenance activity; this

ensures that the alternate pathRohas distancé 9—smaller
than the distance t@'.
B. Operational Practices However, maintenance still causes transient disruptiens a
the routers converge to the new IGP paths in a distributdd fas
ion. Rather than simply disabling the equipment, the opesat
to the available network resourcebnfortunately, operators Csnin%r;gi:ﬁgtTﬁenﬁmongg;ttTg gnssrr;/dmg;O\?aJO%)ilscuzgge

do not have direct control over the flow of traffic. Instea wo main advantages. First, the incident router learns @ |
they configure the IGP link weights and BGP routing poIic:iesh . . ; ' o . )
to achieve their network-wide objectives, such as balegwciC ange |mmeQ|ater, mstegd of waiting to detect_a “.nml .

' I%ec:ond, the link can continue to carry packets in flight while
the routers converge to new paths. Operators can safelyleisa

link load, limiting propagation delays, and creating nmlki
shortest paths between pairs of routers. The operataiect the link after the convergence process completes. Thesaver
procedure can be used to reactivate the link, so that opsrato

measurements of the offered traffieduse traffic-engineering

tOOIS. that predlct the effects of changes to Fh? rogtlngqm?l can test whether the link works properly before routerst star

configuration[9]. These tools can run optimization routines . . :
) . : o ) using it to forward data traffic.

to select link weights and routing policies that satisfy the

network objectives. However, the optimization problems ar

NP hard [9], even for the simplest objective functions, iogc C. Summary

the use of local-search techniques. Finding a good setfing o, summary, an ISP can address the four challenges enu-

the IGP metrics is especially difficult when routing must bgarated in Section | by:

Given a network design, the network operatadjust the
configuration of the routing protocols to match the offeread

s . , 1) gaining control over the flow of traffic by using traffic-
As another example, the network designer could use a tungnédichnol- . . .
ogy, such as Multi-Protocol Label Switching (MPLS) to diréaffic across engineering tools to predlct the effects of changes to the
the backbone, rather than running BGP on each internalroliese tunnels IGP topology and routing configuration,
would avoid transient forwarding disruptions during the B@onvergence 2) avoiding Iarge reactions to small changes by selecting

process when multiple routers switch to new egress pointBL#$ also . | . d IGP iah L h
includes support for fast reroute through the constructibrbackup paths, peering locations an weights to minimize the

which can reduce the effects of IGP convergence. likelihood of hot-potato routing changes,



3) reducing convergence delay by selecting designs that
reduce the scope of routing changes and selecting tech-
nologies such as tunneling and POS, and

4) preparing for maintenance by carefully “costing out”
the equipment beforehand (to reduce convergence de-
lay) and adjusting the routing-protocol configuration (to
prevent congestion on the new paths).

V. CONCLUSIONS

This paper discusses the disruptive effects of routing
changes. Although routing protocols were designed to adapt
quickly to topology and configuration changes, current ap-
plications demand even smaller periods of disruption. This
requirement is even harder to satisfy after the immensetgyrow
of the Internet infrastructure. The guidelines presentethis
paper are useful for network designers and operators taeedu
routing disruptions using current routing technology. Manf
these techniques are simply clever “hacks” to work around a
system that was not designed to be managed.

A complete solution requires changes to the routing-
protocol implementations (by the router vendors) and ec&an
ments to the protocols themselves (by standards bodies such
as the IETF). These enhancements should reduce the need for
network operators to follow some of the guidelines discdsse
in Section IV to deal with routing disruptions. Ultimatelye
believe that instead of proposing incremental enhancesrient
the protocol that fix one aspect of the problem at a time, the
IETF and the research community could investigate alterna-
tive approaches that give operators more direct and effecti
control over the selection of paths to meet the demanding
performance requirements of Internet applications.
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