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Abstract

Quality-of-service (QoS) routing satisfies applicationfpemance
requirements and optimizes network resource usage butigte
path-selection schemes require the distribution of litétes in-
formation, which can impose a significant burden on the band-
width and processing resources in the network. We investitya
fundamental trade-off between network overheads and thé qu
ity of routing decisions in the context of the source-dieeldink-
state routing protocols proposed for future IP and ATM neatsgo
Through extensive simulation experiments with severatsmta-
tive network topologies and traffic patterns, we uncoveetfects
of stale link-state information, random fluctuations infi@load,
and variations of the link-cost metric on the routing andnsitiing
overheads. The paper concludes by summarizing our keysesul
a list of guidelines for designing efficient quality-of-giee routing
policies in large backbone networks.

1 Introduction

The migration to integrated networks for voice, data, anét mu
timedia applications introduces new challenges in suppppre-
dictable communication performance. To accommodate skver
traffic characteristics and quality-of-service (QoS) riegments,
these emerging networks can employ a variety of mechanisms t
control access to shared link, buffer, and processing ressu
These mechanisms include traffic shaping and flow contradde r
ulate an individual traffic stream, as well as link schedylmd
buffer management to coordinate resource sharing at thieepac
or cell level. Complementing these lower-level mechanjsmst-
ing and signalling protocols control network dynamics bsedi-
ing traffic at the flow or connection level. QoS routing sedemt
path for each flow or connection to satisfy diverse perforoeae-
quirements and optimize resource usage [6, 16, 28]. However
support high throughput and low delay in establishing catinas
in large networks, the path-selection scheme should naiwoe
excessive bandwidth, memory, and processing resources.

In this paper, we investigate the trade-off between these re
source requirements and the quality of the routing decésitie
focus on link-state routing algorithms where the sourcecwor
router selects a path based on the connection traffic pagasraeid
the available resources in the network. For example, the ABM
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rum’s PNNI standard [22] defines a routing protocol for dlistt-
ing topology and load information throughout the netwonkd a
a signalling protocol for processing and forwarding corioec
establishment requests from the source. Similarly, prep@3oS
extensions to the OSPF protocol include an “explicit ragitin
mechanism for source-directed IP routing [11, 30]. Durirgi{p
ods of transient overload, link failure, or general conmpesthese
schemes are able to find QoS paths for more flows. However, QoS
routing protocols can impose a significant bandwidth and¢se-
ing load on the network, since each switch must maintainvits o
view of the available link resources, distribute link-staiforma-
tion to other switches, and compute and establish routesdar
connections. To improve scalability in large networks,tehés
and links can be assigned to smaller peer groups or areasxthat
change detailed link-state information.
Despite the apparent complexity of QoS routing, these path-
selection and admission control frameworks offer netwasign-
ers a considerable amount of latitude in limiting overheatts
particular, the network can control the complexity of thatiog
algorithm itself, as well as the frequency of route compateand
link-state update messages. Link-state information caprbpa-
gated in a periodic fashion or in response to a significanhgba
in the link-state metric (e.g., utilization). For exampmdink may
advertise its available bandwidth metric whenever it clesnigy
more than10% since the previous update message; triggering an
update based on a change in available capacity ensureshéhat t
network has progressively more accurate information adittke
becomes congested. In addition, a minimum time between up-
date messages would typically be imposed to avoid overhgadi
the network bandwidth and processing resources durind fau-
tuations in link bandwidth. However, large periods and searig-
gers resultin stale link-state information, which can esaiswitch
to select a suboptimal route or a route that cannot accomt@oda
the new connection. Hence, tuning the frequency of linkest-
date messages requires a careful understanding of thedftloke-
tween network overheads and the accuracy of routing deasio
Several recent studies consider the effects of stale oseear
grained information on the performance of QoS routing algo-
rithms. For example, analytical models have been develtped
evaluate routing in hierarchical networks where a switcé lima-
ited information about theggregataesources available in other



peer groups or areas [12]. To characterize the effects & sta
formation, comparisons of different QoS-routing algarithhave
included simulation experiments that vary the link-stgidate pe-
riod [2, 17, 18], while other work considers a combinatiompefi-

odic and triggered updates [21]. However, these studies hav
included a detailed evaluation of how the update polici¢srin
act with the traffic parameters and the richness of the uyiderl
network topology. Finally, new routing algorithms have bgeo-

simulator that limits the computational overheads of eatihg the
routing algorithm in large networks with stale informatiddased
on this simulation model, Section 3 examines the effectseof p
odic and triggered link-state updates on the performandeaer-
heads of QoS routing. The experiments evaluate severalotopo
gies to explore the impact of inaccurate information on hosil w
a richly-connected network can exploit the presence of ipialt
short routes between each pair of switches. Section 4 sttigée

posed that reduce computation and memory overheads bygbasinimpact of stale load information on the choice of link megrfor

path selection on a small set of discrete bandwidth levels][Z];
these algorithms attempt to balance the trade-off betweeuracy
and computational complexity.

The performance and implementation trade-offs for QoS-rout
ing depend on the interaction between a large and complef set
parameters. For example, the underlying network topoloaty n
only dictates the number of candidate paths between eacbfpai
nodes or switches, but also affects the overheads for congput
routes and distributing link-state information. The effecf inac-
curate link-state information depend on the amount of badidhw
requested by new connections. Similarly, the frequencyndf |
state updates should relate to connection interarrivaltemding
times. Routing and signalling overheads, coupled with tlesp
ence of short-lived connectionless traffic, limit the prdjom of
traffic that can be assigned to QoS routes; this, in turnceffine
interarrival and holding-time distributions of the QoS+ed con-
nections. Although a lower link-state update rate reduedsork
and processing requirements, stale load information sset-up
failures, which may require additional resources for cotimgu
and signalling an alternate route for the connection. Initamid
controlling overhead in large networks may require stimits on
the frequency of link-state updates and route computatean
though inaccurate information may make it very difficult tecs
cessfully reserve resources on long routes.

In this paper, we investigate these performance issuesghro
a systematic study of the scaling characteristics of Qo8ngin
large backbone networks. In contrast to recent simulatiodies
that compare different routing algorithms under specifitvoek
configurations [2,9, 10, 14,17-19, 21, 23, 24], we focus afeun
standing how routing performance and implementation ceals
grow as a function of the network topology, traffic patterasd
link-state update policies. In Section 2, we construct aibbet
model of QoS routing that parameterizes the path-seleatipo:
rithm, link-cost function, and link-state update policgded on the

selecting minimum-cost routes for new connections. Thegxp
ments suggest guidelines for tuning link-state updatecgsliand
link-cost metrics for efficient QoS routing in high-speedmarks.
Section 5 concludes the paper with a list of guidelines faigle
ing efficient quality-of-service routing policies in lar@packbone
networks.

2 Routing and Signalling Model

Our study evaluates a parameterized model of QoS routing,
where routes depend on connection throughput requireragilts
the available bandwidth in the network. When a new connectio
arrives, the source switch computes a minimum-hop pathctrat
support the throughput requirement, using the sum of linktsco
to choose among feasible paths of equal length. To provideyev
switch with a recent view of network load, link informatiosdis-
tributed in a periodic fashion or in response to a significéiange
in the available capacity.

2.1 Route Computation

Since predictable communication performance relies oimigav
some sort of throughput guarantee, our routing model vieanslb
width as the primary traffic metric for defining both appliocat
QoS and network resources. Although application requirgsme
and network load may be characterized by several other dignam
parameters, including delay and loss, initial deploymen®oS
routing are likely to focus simply on bandwidth to reduceaalg
rithmic complexity. Hence, our model expresses a conne'stio
performance requirements with a single paramétérat repre-
sents either a peak, average, or effective bandwidth, dipgon
the admission control policy. In practice, the end-hostiapfion
may explicitly signal its required bandwidth, or networluters
can detect a flow of related packets and originate a siggalén
quest. Each link has reserved (or utilized) bandwidth that

PNNI standard and proposed QoS extensions to OSPF, as well agannot be allocated to new connections. Consequently,tatssvi

the results of previous performance studies. It should behem
sized that our study focuses on the interaction betweersliate
staleness and the cost-performance trade-offs of QoS gppito-

tocols. We consider a mixture of representative topolqgied op-
erating regimes where connection durations and the timeedwsst
link-state updates are large relative to propagation agaadling

delays. Our model permits a realistic evaluation of largekbane
networks and the routing of the longer-lived traffic flowstthee

likely to employ QoS routing.

Since the complexity of the routing model precludes a clesed
form analytic expression, we present a simulation-basetyghat
uncovers the effects of stale link-state information ook dy-
namics. To efficiently evaluate a diverse collection of rekv
configurations, we have developed a connection-level edven

link-state database stores (possibly stale) informatioabout the
utilization of each link: in order to compute suitable routes for
new connections. Each link also has a aostc;) that is a func-
tion of the utilizationu; (u;), as discussed in Section 2.2.
Although networks can employ a wide variety of QoS rout-
ing strategies, previous comparative studies have demadedt
that algorithms with a strong preference for minimum-hoptes
almost always outperform algorithms that do not consideh pa
length [1,9,10,18,19,23]. For example, selecting the stide
shortest path (i.e., the minimum-hop route with the maximum
value ofmin;{1 — u;}) increases the likelihood of successfully
routing the new connection. Similarly, the network coulksethe
minimum-hop path with the smallest total load (minimum \eatid
Ei u;) to balance network utilization. In contrast, non-minimal



routing algorithms, such as shortest widest path, ofteecseir- However, the optional step of pruning the (seemingly) isflele

cuitous routes that consume additional network resourc#zea links may actually disconnect the source and the destimapiar-
expense of future connections, which may be unable to logate ticularly when the network is heavily-loaded. When a fekesib
feasible route. Biasing toward shortest-path routes isqudarly route cannot be computed, the source rejects the connedgtion
attractive in a large, distributed network, since pathtanga rela- out trying to signal it through the network. Stale link-sténfor-
tively stable metric, compared with dynamic measureméfiisio mation may contribute to thegeuting failures since the source
delay or loss rate [10]. may incorrectly prune a link that could actually support tesv

In our model, the source selects a route based on the baidwidt connection (i.e., the link has +b < 1, although the source deter-
requirement and the destination node in three steps: (i) (Option- minesthat:;+b > 1). Routing failures do not occur when pruning

ally) prune infeasible links (i.e., links with . + 5 > 1), (ii) is disabled. In the absence of a routing failure, the sounitiates
compute shortest paths to the destination based on hog;emeh hop-by-hop signalling to reserve bandwidtion each link in the
(iii) extract a route with the minimum total co3t ; c;. route. As the signalling message traverses the selectadqsath
This process effectively computes a “cheapest-shortest-switch performs an admission test to check that the link cam-a
feasible,” or a “cheapest-shortest” path, depending orthgreor ally supportthe connection. If the link has sufficient reses, the
not the pruning step is enabled. By pruning any infeasilollesli switch reserves bandwidth on behalf of the new connectien (i
(subject to stale information), the source performs a iiakry u; = u; +b) before forwarding the set-up message to the next link
form of admission control to avoid selecting a route that-can in the route.
not support the new connection. In @node network withZ Once the bandwidth resources are reserved on each link in the
links, pruning ha®( L) computational complexity and producesa route, the network admits the connection, committing badtiw
sparser graph consisting entirely of feasible links. Thie@switch b on each link in the path for the duration of the call. Howeweer,
can employ the Dijkstra shortest-path tree algorithm [5¢don- set-up failureoccurs if a link does not have enough resources avail-
pute a the shortest path with the smallest total cost [25¢ Dh able when the set-up message arrives. To deploy QoS rouiihg w

jkstra shortest-path calculation h@$ L log V) complexity when reasonable network overheads, the delays for propagatihgra-
implemented with a binary heap. Although advanced data@-stru cessing these set-up messages must be much smaller tharkthe |
tures can reduce the average and worst-case complexitthg],  state update periods and connection holding times. In asgum
shortest-path computation still incurs significant ovehi large that propagation and processing delays are negligiblejrmatel

networks. Extracting the route introduces complexity ingar- focuses on the primary effects of stale link-state infoforabn
tion to the path length. establishing connections for the long-lived traffic flowsndily,

we model at most one attempt to signal a connection. Although
2.2 Link-Cost Metrics we do not evaluate alternate routing (or crankback) aftestaip

The routing algorithm uses link cost metrips } to distinguish ~ failure, the connection blocking probability provides astimate
between paths of the same length. Previous studies suggesas  ©f the frequency of crankback operations. In practice, ackéd”
possible forms for the path metric, including sum of linKiné- request may be repeated at a lower QoS level, or the network ma
tions, maximum link utilization on the path, or sum of theklin ~ carry the offered traffic on a preprovisioned static route.
delays. For a general model of link cost, we employ a function
that grows exponentially in the link utilizatior;( &), where 2.4 Link-State Update Policies

the exponent controls how expensive heavily-loaded links look Every switch has accurate information about the utilizatiad
relative to lightly-loaded links. An exponent of = 0 reduces  cost of its own outgoing links, and potentially stale infation
to load-independent routing, whereas large values t#vor the  apoutthe other links in the network. To extend beyond thimgir
widest shortest paths (selecting the shortest-path rbatentaxi- link-state update policies evaluated in previous perforoesstud-

mizes the available bandwidth on the bottleneck I|nk) Wiingea ies [2, 17_19], we consider a three_parameter model thdi’mp
parametekmin to be the minimum-cost utilization level; any link  to the routing protocols in PNNI and the proposed QoS extessi
utilization belowumin is considered to have the minimum cost. o OSPF. In particular, the model includes a trigger thapoesls
Settingumin = 0.5, for example, results in a routing policy in  to significant changes in available bandwidth, a hold-damet
which all links with less thaﬁo% utilization look the same with that enforces a minimum Spacing between updates’ and shefre
regard to cost. ) _ _ period that provides an upper bound on the time between epdat
We represent link cost witt’ discrete values. Small val-  The link state is the available link bandwidth, beyond theazity
ues ofC' limit the computational and storage requirements of the already reserved for other QoS-routed traffic (ile u;). This is
shortest-path computation. However, coarse-grain limt-an- in contrast to traditional best-effort routing protocaisy,, OSPF)
formation can degrade performance by limiting the routitgpa  in which updates essentially convey only topology inforiorat
rithm’s ab|||ty to dIStInngh between links with differeavailable We do not assume, or model, any particu|ar technique forloligt
resources, though the presence of multiple minimum-casee  ing this information in the network; two possibilities aredtling
provides efficient opportunities to balance load throudarabte (as in PNNI and OSPF) or broadcasting via a spanning tree.

routing. The periodic update messages provide a refresh of the link ut
. . . lization information, without regard to changes in the &le
2.3 Connection Signalling capacity. Still, the predictable nature of periodic updatienpli-

When a new connection request arrives, the source switch ap-fies the provisioning of processor and bandwidth resourmethé
plies the three-step routing algorithm to select a suitgdath. exchange of link-state information. To prevent synchration of



Topology N | L | Deg.| Diam. | h

Randomgraph | 100 | 492 | 4.92 6 3.03
MCI backbone 19 | 64 | 3.37 4 2.34
Regular topology| 125 | 750 6 6 3.63

Table 1. The random graph is generated using Waxman’s
model [27]; nodes in the regular topology have identical
connectivity.

update messages for different links, each link introducsmall
random component to the generation of successive upddtds [8
addition to the refresh period, the model generates updipias
detection of a significant changdsg in the available capacity since

the last update message, whexe = '“;fu“,’l. These changes
in link state stem from the reservation (reléase) of linkdvaidth
during connection establishment (termination). By upuatink
load information in response to a change in available badiiyi
triggered updates respond to smaller changes in utiliza®©the
link nears capacity, when the link may become incapable pf su
porting new connections. Similarly, connections termirgabn a
heavily-loaded link introduce a large relative change inilable
bandwidth, which generates an update message even foivgey |
triggers. In contrast to periodic updates, though, trigdarmpdates
complicate network resource provisioning since rapid flatibns

in available capacity can generate a large number of liatestp-
dates, unless a reasonable hold-down timer is used.

2.5 Network and Traffic Model

Akey challenge in studying protocol behavior in wide-aregn
works lies in how to represent the underlying topology aiad tr
fic patterns. The constantly changing and decentralizadaaf
current networks (in particular, the Internet) results ipor un-
derstanding of these characteristics and makes it difftoutte-
fine any “typical” configuration [20]. Adding to the challemgre
observations that conclusions about algorithm or protpeoior-
mance may in fact vary dramatically with the underlying netikv
model. For example, random graphs can result in unreallitic
long paths between certain pairs of nodes, “well-known’btop
gies may show effects that are unique to particular conftgurs,
and regular graphs may hide important effects of heterdgene
and non-uniformity [29]. Consequently, our simulation esip
ments consider a range of network topologies (see Tablent), a
we comment on similarities and differences between thelgém
each configuration.

ity to evaluate the effects of having multiple shortestpatutes
between pairs of nodes [25]. We further assume that the aggol
remains fixed throughout each simulation experiment; thawe
do not model the effects of link failures.

Each node generates connection requests according to-a Pois
son process with rat, with uniform random selection of destina-
tion nodes. This results in a uniform traffic pattern in thgular
graphs, and a non-uniform pattern on the MCl and random ¢epol
gies, allowing us to compare QoS routing to static shopesit-
routing under balanced and unbalanced loads. We model con-
nection holding times using a Pareto distribution (shapama
etera, scale parametet, and CDFFx(z) = 1 — (3/z)) with
a = 2.5 to capture the heavy-tailed nature of connection dura-
tions [20] while still producing a distribution with finiteaviance
making it possible to gain sufficient confidence on the sitiorta
results. For comparison we also conducted experimentsexith
ponentially distributed holding times. We denote the meadihg
time as{. Connection bandwidths are uniformly-distributed within
an interval with a spread about the méafor instance, call band-
widths may have a mean 6% of link capacity with a spread of
200%, resulting inb ~ U(0.0,0.1]. Most of the simulation ex-
periments focus on mean bandwidths frers% of link capacity.
Smaller bandwidth values, albeit perhaps more realisticildire-
sult in extremely low blocking probabilities, making it abst im-
possible to complete the wide range of simulation expertsign
a reasonable time; instead, the experiments consider howfth
fects of link-state staleness scale with thparameter to project
the performance for low-bandwidth connections. With a @mnn
tion arrival ratel at each ofV switches, the offered network load
is p = ANLbh/L, whereh is the mean distance (in number of
hops) between nodes, averaged across all source-destipatis.

3 Link-State Update Policies

Our initial simulation experiments focus on the effectsrafd-
curate link-state information on the performance and aveds of
QoS routing by evaluating periodic and triggered updatésita-
tion.

3.1 Periodic Link-State Updates

The connection blocking probability increases as a funabb
the link-state update period, as shown in Figure 1(a). Tipekx
ment evaluates three bandwidth ranges on the random gratrhs w

As our study focuses on backbone networks, we consideran offered load op = 0.75; the connection arrival rate remains

topologies with relatively high connectivity, an increagly com-
mon feature of emerging core backbone networks [29], that su
port a dense traffic matrix (with significant traffic betweensn
pairs of core nodes) and are resilient to link failures. Eactie

fixed atA = 1, while the Pareto scale parametgrjs used to ad-

just the mean holding time to keep load constant across tee th

configurations. For comparison, the graph shows results avitd
without pruning of (seemingly) infeasible links. We vanettp-

can be viewed as a single core switch in a backbone network tha date periods from almost continuous updates to very lonigger

sends and receives traffic for one or more sources and caares
sit traffic to and from other switches or routers. In addition
studying a representative “well-known” core topology (arle

of 200 times (graphs show up to 80 times) the average connec-
tion interarrival time (further details on simulation setare avail-
able in [25]). Due to their higher resource requirements High-

representation of the MCI backbone that has appeared irr othe bandwidth connections experience a larger blocking pritibab

routing studies [17, 18]), we also evaluate both randomtisamnd
regular topologies in order to vary important parametdus gize,

than the low-bandwidth connections across the range ofdfate
update rates. The blocking probability for high-bandwidtn-

diameter, and node degree in a controlled fashion. Most of ou nections, while higher, does not appear to grow more stesply
graphs show results for the MCI and random topologies, thoug a function of the update period; instead, the three sets wesu
we use a set of regular graphs with different degrees of ativae remain roughly equidistant across the range of updategerio
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Figure 1. Random topology withA = 1, « = 1,andp = .75.

Pruning vs. not pruning: In experiments that vary the offered
load, we see that pruning reduces the blocking probabilityen
small to moderate values pfy allowing connections to consider
nonminimal routes. However, pruning degrades performamece
der heavy load since these nonminimal routes consume é@dtra |
capacity, at the expense of other connections. Stale tete-n-
formation reduces the effectiveness of pruning, as showfign
ure 1(a). With out-of-date information, the source may imectly
prune a feasible link, causing a connection to follow a nammi
mal route when a minimal route is available. Hence, the stss
of the link-state information narrows the range of offeredds
where pruning is effective, though other techniques carromrg
the performance. Experiments with differenvalues and topolo-
gies show the same basic trends as Figure 1(a), though thlésres
with pruning disabled show a weaker dependence on the fatk-s
update period in the MCI topology. Since the MCI topology has
relatively low connectivity, most source-destinationrpado not
have multiple minimum-length routes; hence, when prursndjs-
abled, the the route computation does not react much to esang
in link load. In general, the network can control the negaiflu-
ence of nonminimal routes by limiting the number of extra iop
a connection can travel, or reserving a portion of link reses
to connections on minimal routes. To address staleness diore
rectly, the pruning policy could more conservative or mdiveral

in removing links to balance the trade-off between minintad a
nonminimal routes [13].

Route flapping: Although QoS routing performs well for small
link-state update periods (significantly outperformingtistrout-
ing [25]), the blocking probability rises relatively quigkbefore
gradually plateauing for large update periods. In Figusg,Hven
an update period of five time units (five times the average eonn
tion interarrival time) shows significant performance @etation.
By this point, set-up failures account for all of the call ¢itang,
except when the update period is very small (e.g., for uppkate
ods close to the interarrival time), as shown in Figure 1(bicw
focuses on a small region of the experiments with pruningdn F
ure 1(a); when pruning is disabled, routing failures newuo,
and set-up failures account for all blocked connectionsgdn-
eral, periodic updates do not respond quickly enough tatiaris

in link state, sometimes allowing substantial changes tago
noticed. This suggests that inaccuracy in the link-statatiese
causes the source switch to mistake infeasible links asbleas
hence, the source selects an infeasible path, even whenaher
other feasible routes to the destination. We see that méditures
occur only with very accurate information since the souezers
about link infeasibility very quickly. When link-state cdlactu-
ate significantly between updates the source is virtualitageto
find at least one seemingly feasible path, thus avoiding &ngu
failure.

Under large update periods, relative to the arrival rated an
holding times, the links can experience dramatic fluctunstim
link state between successive update messages. Suchdiek-s
flapping has been observed in packet routing networks [15¢rev
path selection can vary on a packet-by-packetbasis; the past
nomenon occurs here since the link-state update periodge la
relative to the connection arrival rates and holding timéten
an update message indicates that a link has low utilizatti@rest
of the network reacts by routing more traffic to the link. Blog
remains low during this interval, since most connections loa
admitted. However, once the link becomes saturated, cdionsc
continue to arrive and are only admitted if other connedtitamn-
minate. Blocking stays relatively constant during thiemal as
connections come and go, and the link remains near capg&otty.
large update periods, this “plateau” interval dominatesittitial
“climbing” interval. Hence, the QoS-routing curves in Figd (a)
flatten at a level that corresponds to the steady-state inigpkob-
ability during the “plateau” interval.

Eventually, QoS routing starts to perform worse than static
routing, because the fluctuations in link state begin to eddbe
random variations in traffic load. In searching for (seertyipgn-
derutilized links, QoS routing targets a relatively smeli af links
until new update messages arrive to correct the link-statizbdse.

In contrast, under static routing, the source blindly reutea sin-
gle group of links, though this set is typically larger thae et
identified by QoS routing. Thus, when the update period grows
quite large, static routing is more successful at balanikciad and
reducing connection blocking. The exact crossover poitwéen
the two routing algorithms is very sensitive to the disttibo of
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traffic in the network. For example, in the presence of “hmits”

of heavy load, QoS routing can select links that circumvéet t
congestion (subject to the degree of staleness). Underssooh-
uniform load, QoS routing continues to outperform statigtiry
even for large update periods. For example, experiments v
non-homogeneous MCI backbonetopology show that QoS i@utin
consistently achieves lower blocking probability thartisteout-

ing over a wide range of update rates.

Path length and bandwidth requirements: Fluctuations in link
state have a more pernicious effect on connections betwistamd
source-destination pairs, since QoS routing has a largeraghof
mistakenly selecting a path with at least one heavily-lodd.
This is especially true when links do not report their newesta
at the same time, due to skews in the update periods at differe
switches. In other experiments, we compared connectiarkirig
probability to several alternative measures of blocking].[2ZThe
hop-count blocking probability is defined as the ratio of ltogp-
count of blocked connections to the hop-count of all conpast
bandwidth blocking is defined analogously relative to redee
bandwidth. Compared to conventional connection blockingse
metrics grow more quickly in the presence of stale infororati
In general, bandwidth blocking exceeds hop-count blocksig-
gesting that high-bandwidth connections are even hardenute
than high hop-count connections, though link-state sedenloes
not seem to affect one metric more than the other.

Connection holding times: Despite the fact that staleness due to
periodic updates can substantially increase connectiocklinig,
the network can limit these effects by controlling which egpof
traffic employ QoS routing. For example, other experimehts\s
that longer holding times allow the use of larger link-stapelate
periods to achieve the same blocking probability [25]. Alsp
comparing the trends to an identical experiment with expene
tially distributed holding times, we found that the Paretstril
bution produces a significantly more rapid rise in blockimgla-
bility over the same range of update periods (nearly twice&aas
for some mean holding times). The heavier tail of the Pareto d
tribution results in many more shorter-lived connectidment an
exponential distribution with the same mean, implying thatse
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shorter connections require very frequent updates to eelse-
ceptably low blocking probability. These results suggkat the
network could limit QoS routing to the longer-lived traffibat
would consume excessive link resources if not routed clyefu
while relegating short-lived traffic to preprovisionedti&taoutes.
With some logical separation of resources for short-lived lang-
lived traffic, the network could tune the link-state updatigies
to the arrival rates and holding times of the long-lived cern
tions. With appropriate mechanisms to identify or deteaglo
lived traffic, such as flow detection schemes for groupingtes
packets [4], the network can assign this subset of the ttaff@oS
routes and achieve good routing performance with a lowde lin
state update rate.

3.2 Triggered Link-State Updates

Although periodic updates introduce a predictable ovethea
for exchanging link-state information, triggered updatas of-
fer more accurate link-state information for the same ayerate
of update messages. The graph in Figure 2(a) plots the ctionec
blocking probability for a range of triggers and severaldaiath
ranges in the MCI topology. In contrast to the experiments wi
periodic link-state updates, we find that the overall blagiroba-
bility remains relatively constantas a function of thegeg, across
a wide range of connection bandwidths, cost metrics, arahiak
ues, with and without pruning, and with and without hold-egow
timers. Additional experiments with the well-connecteduiar
topology show the same trend [25].

Blocking insensitivity to update trigger: To understand this phe-
nomenon, consider the two possible effects of stale liakesin-
formation on the path-selection process when pruning ibleda
Staleness can cause infeasible links to appear feasibause
the switch to dismiss links as infeasible when they couldaict f
support the connection. When infeasible links look feasilthe
source may mistakenly choose a route that cannot actughly su
port the connection, resulting in a set-up failure. Howeifehe
source had accurate link-state information, any infeaslinks
would have been pruned prior to computing a route. In thigcas
blocking is likely to occur because the source cannot loadéa-



sible route, resulting in a routing failure. Instead of easing the
connection blocking probability, the stale informatioraciges the
nature of blocking from a routing failure to a set-up failufég-

ure 2(b) highlights this effect by plotting the blocking pedility

for both routing and set-up failures. Across the range giger

values, the increase in set-up failures is offset by a dseréga
routing failures.

Now, consider the other scenario in which staleness causes

feasible links to look infeasible. In this case, stale infation
would result in routing failures because links would be e
sarily pruned from the link-state database. Although thiseccan
sometimes occur, it is very unlikely, since the triggeringain-
anism ensures that the source switch has relatively aecimat
formation about heavily-loaded links. For example, a catina
terminating on a fully-utilized link would result in an egmely
large change in available bandwidth, which would activatessm
any trigger. Moreover, a well-connected topology often imase
than one available route between any two nodes; the liketiho
of pruning links incorrectly orall of the feasible routes is quite
low. Hence, the blocking probability is dominated by thevives
scenario, namely mistaking infeasible links as feasibdifional
experiments illustrate that the trade-off between rousind set-up
failures persists even in the presence of hold-down tintkeegigh
the hold-down timer increases the overall blocking prolitgtzind
rate of signalling failures.

However, in a loosely-connected networks, an incorrechpru
ing decision can cause the source to erroneously considatine
imal routes. For example, the random topology hiaher block-
ing rates withsmaller trigger values when trying to route high-
bandwidth connections [25]. Unlike the other two topolagitne
random graph typically does not have multiple equal-lempgttins
between a pair of nodes. As a result, pruning an infeasible li
along the shortest path results in the selection of a nommaihi
route. In the end, this increases the overall blocking podityg
since these nonminimal routes consume extra resource- If,
stead, the source chose not to prune this infeasible link (ke
to stale link-state information), then the connection vdcattempt
to signal along the shortest path. Although the connectionlev
block upon encountering the infeasible link, the networkuldo
benefit by deciding not to accept the connection. Havindhiig
out-of-date information has a throttling effect in this eaim fact,
the use of a small hold-down timer has a similar effect, teésyin
much flatter curves for blocking as a function of the triggstill,
it is generally unwise to apply pruning for high-bandwidtine
nections when the topology does not have multiple routesjoéke
(or similar) length. For most realistic scenarios, blockiemains
largely insensitive to the trigger value.

Link-state update rate: Despite the increase in set-up failures,
large trigger values substantially reduce the number ohtghes-
sages for a given blocking probability, as shown in Figuré8t
very fine-grained triggers, every connection establishraed ter-
mination generates an update message on each link in the rout
resulting in an update rate A NA/L in a network with N
switches, L links, and an average path length bfhops. For
the parameters in this experiment, the expression redacesd
link-state update messages per unit time, which is closkdg-t
intercept in Figure 3; additional experiments show thatlihle-
state update rate is not sensitive to the connection holifimes,
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Figure 3. Link-state update rate for random topology
with p = 0.75,A = 1, @ = 1, and no pruning.

consistent with the ANk /L expression. In Figure 3, the larger
bandwidth values have a slightly lower link-state update far
small triggers; high-bandwidth connections experienceghdr
blocking rate, which decreases the proportion of calls #raer
the network and generate link-state messages. When tsigger
coarse, however, more connections are signalled in theamketw
(due to fewer routing failures), and the high-bandwidth roeat
tions trigger more updates since they create greater fltictuia
link state.

Unlike routing failures, set-up failures can generate-hitdte
update messages, since reserving and releasing link cesour
changes link state, even if the connection ultimately bdoaka
downstream node. The increase in route flapping and setiup fa
ures for larger triggers slows the reduction in the update ira
Figure 3 as the trigger grows. The exact effect of set-upifed
depends on the number of successful hops before the coomecti
blocks. Also, if the network supports crankback operatidhs
attempt to signal the connection on one or more alternat&sou
could generate additional link-state update messageslifias a
secondary effect, pruning infeasible links at the sourdécévean
inflate the update rate by selecting nonminimal routes #semve
(and release) resources on extra links. Overall, thougldesio
trigger values are effective at reducing the link-stateaipdate
by about a factor of three to four. Also, for a fixed update rate
triggers can significantly reduce the proportion of set-aifufes
when compared with periodic updates. For instance, settiag
trigger to around.30 results in an average update interarrival of 3
(for b ~ (0,0.06]) and17% of the blocking occurs in signalling.
When using periodic updates at the same frequency, seflurefa
accountfor74% of the blocked connections, and the blocking rate
is much higher.

4 Link-Cost Parameters

In this section we consider the impact of the link-cost param
eters C and«) of the routing algorithm on blocking probability
and route computation complexity.
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4.1 Number of Cost Levels ¢)

The experiments in Section 3 evaluate a link-cost functigh w
a large number of cost levels, limited only by machine piieois
With such fine-grain cost information, the path-selectigoethm
can effectively differentiate between links to locate ttodnéap-
est” shortest-path route. Figure 4(a) evaluates the rguigo-
rithm over a range of cost granularity and link-state upgtese-
ods. To isolate the effects of the cost function, the routitgp-
rithm does not attempt to prune (seemingly) infeasibledible-
fore invoking the shortest-path computation. T@ecost levels
are distributed throughout the range of link utilizationsdgetting
umin = 0. Compared to the high blocking probability for static
routing (C = 1), larger values of” tend to decrease the blocking
rate, particularly when the network has accurate linkesator-
mation, as shown in the “period=1" curve in Figure 4(a).

Fine-grain cost metrics are less useful, however, when link
state information is stale. For example, having more thandost
levels does not improve performance once the link-stateatgpd
period reacheg0 times the average interarrival time. Although
fine-grain cost metrics help the routing algorithm distiistpbe-
tween links, larger values @ also limit the number of links that
the routing algorithm considers, which can cause route fiteppn
contrast, coarse-grain cost information generates mae"“be-
tween the multiple shortest-path routes to each destmatibich
effectively dampens link-state fluctuations by balancimg lbad
across several alternate routes. In fact, under stalenmaton,
small values ofC' can sometimes outperform large values(yf
but this crossover only occurs once the update period hasngro
so large that QoS routing has a higher blocking probabilignt
static routing. The degradation in performance under hjgtate
periods is less significant in the MCI and random topologie®,
to the lower likelihood of having multiple minimum-hop pathe-
tween pairs of nodes.

fering significant reductions in the connection blockinghmbil-
ity. Fine-grain cost information is more useful in conjunatwith
triggered link-state updates, as shown in Figure 4(b). Wdisd,
however, that experiments with a finite number@fvalues are
consistent with the results in Section 3.2; that is, the ection
blocking probability remains constant over a wide rangerigf t
gers. Since the trigger value does not affect the overatikihg
probability, Figure 4(b) plots only the signalling failseln con-
trast to the experiment with periodic updates, increagiegium-
ber of cost levels beyon@ = 4 continues to reduce the blocking
rate. Since triggered updates do not aggravate fluctuatidim
state, the fine-grain differentiation between links outysi the
benefits of “ties” between shortest-path routes. Althowmiydr
values ofC reduce the likelihood of signalling failures by a fac-
tor of two, increasing the number of cost levels eventuafigre
diminishing returns.

4.2 Link-Cost Exponent (v)

To maximize the utility of coarse-grain load informatiohget
costfunction should assign each costlevel to a criticajeaof link
utilizations. Under fine-grain link costs (larg®, our experiments
show that the exponent does not have much impact on perfor-
mance; values ok > 1 have nearly identical performance. These
results hold across a range of link-state update periodgesiing
that large values ot do not introduce much extra route flapping.
This is important for path selection algorithms, since iygests
that widest shortest-path and cheapest shortest-pathdshave
similar performance under stale link-state informatiorawéver,
the choice of exponent plays a more important role in cost-based
routing with coarse-grain link costs. These experimentsvgu a
sharp drop in the blocking probability due to the transitfoom
static routing & = 0) to QoS routing ¢ > 0), followed by an
increase in blocking probability for larger valuesof25]. When

The appropriate number of cost levels depends on the updatex is too large, the link-cost function concentrates most efdbst

period and the connection-bandwidth requirements, asagelhe
overheads for route computation. Larger value€’aficrease the
complexity of the Dijkstra shortest-path computation with of-

information in a very small, high-load region.
For large« and smallC, some of the cost intervals are so
narrow that the arrival or departure of a single connectimua



change the link cost by one or more levels. For example, whenfic on preprovisioned static routes. The network can set¢edba

o = 8 andC = 10, the link-cost function has four cost levels
in the 90-100% range. This sensitivity exacerbates route flap-
ping and also limits the routing algorithm’s ability to difentiate
between links with lower utilization. Further experimedemon-
strate that pruning lowers the differences between theesufor

different C' values. This occurs because pruning provides addi-

tional differentiation between links, even for small vadus C.
We also explored the effects of the link-state update peyiothe
connection blocking probability asis increased, for a fixed value
of C'. Interestingly, larger update periods dampen the detriaten
effects of large values af, resulting in a flatter blocking probabil-
ity curve. Although large values af limit the granularity of the
costinformation, the drawback of a large valuexdt largely off-
set by the benefit of additional “ties” in the routing algbrit when
information is stale. Hence, the selectiomad$ actually more sen-
sitive when the QoS-routing algorithm has accurate knogéeaaf
link state.

5 Conclusions and Future Work

The performance and complexity of QoS routing depends on

the complex interaction between a large set of parametdrs T
paper has investigated the scaling properties of soureetdd
link-state routing in large core networks. Our simulati@sults
show that the routing algorithm, network topology, links¢éunc-
tion, and link-state update policy each have a significapsiot on
the probability of successfully routing new connectiors weell

as the overheads of distributing network load metrics. QGay k
observations are:

Periodic link-state updates: The staleness introduced by periodic
link-state update messages causes flapping that subbyaintia
creasesthe rate of set-up failures. This increases caonétck-
ing and also consumes significant resources inside the netwo
since most of the failures occur during connection set-gpeed
of during path selection. In extreme cases with large uppete
riods, QoS routing actually performs worse that load-iretefent
routing, due to excessive route flapping. Our results shawah
purely periodic link-state update policy cannot meet thal doals

of low blocking probability and low update overheads in istad
networks.

Bandwidth and hop-count: Connections with large bandwidth
requirements experience higher blocking probabilities the ef-
fects of increasing link-state staleness are only slightlyse rel-
ative to lower-bandwidth connections. However, stale-bitékte
information has a strong influence on connections betwestardi
source-destination pairs, since long paths are much niaely lio
have at least one infeasible link that looks feasible, orfeasible
link that looks infeasible. These effects degrade the pexdnce
of QoS routing in large network domains, unless the topoisgy
designed carefully to limit the worst-case path length.

Holding times: Longer connection holding times change the
timescale of the network and allow the use of larger linkestgp-
date periods. Stale information has a more dramatic efiedeu
heavy-tailed holding-time distributions, due to the rety large
number of short-lived connections for the same averageifmld
time. Our findings suggest that the networks should limit QoS
routing to long-lived connections, while carrying shavel traf-

traffic in short- and long-lived flows by partitioning link bdwidth
for the two classes, and detecting long-lived flows at theeeafg
the network [7].

Triggered link-state updates: Triggered link-state updates do not
significantly affect the overall blocking probability, thgh coarse-
grain triggers do increase the amount of blocking that steoms
more expensive set-up failures. Triggers reduce the anofwmt-
necessary link-state traffic but require a hold-down tineeptte-
vent excessive update messages in short time intervalsevow
larger hold-down timers increase the blocking probabdityl the
number of set-up failures. Hence, our findings suggest using
combination of a relatively coarse trigger with a modestdhol
down timer.

Pruning infeasible links: In general, pruning infeasible links im-
proves performance under low-to-moderate load by allowimmg
nections to consider nonminimal routes, and avoiding uessary
set-up failures by blocking more connections in the routamo-
tation phase. However, under heavy load, these nonminangs
consume extra link resources, at the expense of other ctiongc
Pruning becomes less effective under stale link-staterimdtion,
loosely-connected topologies, and high-bandwidth cotioes,
since these factors increase the amount of traffic thatvislla
nonminimal route, even when a minimal route is feasible. SEhe
results suggest that large networks should disable pruninigss
most source-destination pairs have multiple routes of lepra
near equal) length. Alternatively, the network could imp@tmits

on the resources it allocates to nonminimal routes.

Rich network topologies: The trade-off between routing and set-
up failures also has important implications for the setectf the
network topology. Although dense topologies offer moretyou
ing choices, the advantages of multiple short paths digsips
link-state information becomes more stale. Capitalizinglense
network topologies requires more frequent link-state tesland
techniques to avoiding excessive link-state traffic. Faaregle,
the network could broadcast link-state updates in a spartree,
and piggyback link-state information in signalling messsg
Coarse-grain link costs: Computational complexity can be re-
duced by representing link cost by a small humber of discrete
levels without significantly degrading performance. TRig$pe-
cially true when link-state information is stale, suggegt strong
relationship between temporal and spatial inaccuracy énlittk
metrics. In addition, coarse-grain link costs have the fieog
increasing the number of equal-cost routes, which imprakes
effectiveness of alternate routing. We exploit these attarstics
in our recent work on precomputation of QoS routes [26].
Exponent alpha: Under fine-grain link costs (larg€’), routing
performance is not very sensitive to the exponenan exponent
of 1 or2 performs well, and larger values do not appear to increase
route flapping, even under very stale information. Thesaltes
suggest that selecting routes based widest shortest-matheap-
est shortest-paths would have similar performance uneker gtk
state. Coarse-grain link costs require more careful seteof «,
to ensure that each cost level provides useful informatiod,that
the detailed cost information is focused in the expected lea
gion.

These observations represent an initial step in understguachd
controlling the complex dynamics of quality-of-serviceuting



under stale link-state information. We find that our distiime
between routing and set-up failures, and simulation erpuets
under a wide range of parameters, provide valuable insigtas
the underlying behavior of the network. Our ongoing work fo-
cuses on exploiting these trends to reduce the computhtioia
protocol overheads of QoS routing in large backbone netsvork
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