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Abstract— Despite the architectural separation between in-
tradomain and interdomain routing in the Internet, intrado main
protocols do influence the path-selection process in the Border
Gateway Protocol (BGP). When choosing between multiple
equally-good BGP routes, a router selects the one with the
closest egress point, based on the intradomain path cost. Under
such hot-potato routing, an intradomain event can trigger BGP
routing changes. To characterize the influence of hot-potato
routing, we propose a technique for associating BGP routing
changes with events visible in the intradomain protocol, and
apply our algorithm to a tier-1 ISP backbone network. We
show that (i) BGP updates can lag60 seconds or more behind
the intradomain event, (ii) the number of BGP path changes
triggered by hot-potato routing has a nearly uniform distri bution
across destination prefixes, and (iii) the fraction of BGP messages
triggered by intradomain changes varies significantly across time
and router locations. We show that hot-potato routing changes
lead to longer delays in forwarding-plane convergence, shifts in
the flow of traffic to neighboring domains, extra externally-visible
BGP update messages, and inaccuracies in Internet performance
measurements.

I. I NTRODUCTION

End-to-end Internet performance depends on the stability
and efficiency of the underlying routing protocols. A large
portion of Internet traffic traverses multiple Autonomous Sys-
tems (ASes), making performance dependent on the routing
behavior in multiple domains. In the large ASes in the core
of the Internet, routers forward packets based on information
from both theintradomain andinterdomain routing protocols.
These networks use the Border Gateway Protocol (BGP) [1]
to exchange route advertisements with neighboring domains
and propagate reachability information within the AS. The
routers inside the AS use an Interior Gateway Protocol (IGP)
to learn how to reach each other. In large IP networks, the
two most common IGPs are OSPF [2] and IS-IS [3], which
compute shortest paths based on configurable link weights. A
router combines the BGP and IGP information to construct
a forwarding table that maps destination prefixes to outgoing
links.

The two-tiered routing architecture should isolate the global
Internet from routing changes within an individual AS. How-
ever, in practice, the interaction between intradomain andin-
terdomain routing is more complicated than this. The example
in Figure 1 shows an AS with two external BGP (eBGP)
sessions with a neighboring AS that advertises routes to a
destination prefix. The two routersB and C propagate their
eBGP-learned routes via internal BGP (iBGP) sessions with
routerA. This leavesA with the dilemma of choosing between
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Fig. 1. Hot-potato routing change from egressC to B

two BGP routes that look “equally good” (e.g., with the same
number of AS hops). The BGP decision logic dictates thatA

directs traffic to the closestegress point—the router with the
smallest intradomain distance (i.e., routerC). This decision is
commonly calledearly-exit or hot-potatorouting. Hot-potato
routing tends to limit the bandwidth resources consumed by
the traffic by moving packets to a next-hop AS at the nearest
opportunity. However, suppose the IGP distance toC changes
from 9 to 11, in response to a link failure along the original
path or an intentional change in a link weight for traffic
engineering or planned maintenance. Although the BGP route
throughC is still available, the IGP distance change would
causeA to select the route through egress pointB. We refer
to this as ahot-potato routing change.

Hot-potato routing changes can have a significant perfor-
mance impact: (i) transient packet delay and loss while the
routers recompute their forwarding tables, (ii) BGP routing
changes visible to neighboring domains, and (iii) shifts in
traffic that may cause congestion on the new paths through the
network. Traffic shifts impact both ISPs and end-users. End-
user applications will need to adapt to new end-to-end path
characteristics (new RTT and available bandwidth). ISPs need
to adapt to a (possibly large) variation in thetraffic matrix, or
where traffic enters and leaves the network.

The frequency and importance of these effects depend
on a variety of factors. A tier-1 ISP network connects to
many neighboring domains in many geographic locations. In
practice, an ISP typically learns “equally good” BGP routesat
each peering point with a neighboring AS, which increases the
likelihood that routing decisions depend on the IGP distance
to the egress points. In addition, the routers have BGP routes
for more than 150,000 prefixes1, and a single IGP distance
change may cause many of these routes to change at the same

1To obtain up-to-date information about the size of routing tables, please
reference http://www.cidr-report.org.



2

time. If these prefixes receive a large volume of traffic, the
influence on the traffic matrix of the AS and on its downstream
neighbors can be quite significant. In this paper, we quantify
these effects by analyzing the IGP-triggered BGP updates in
a tier-1 ISP network.

On the surface, we should be able to study hot-potato
routing changes in an analytical or simulation model based on
the protocol specifications. However, the interaction between
the protocols depends on details not captured in the IETF
standards documents, as discussed in more detail in SectionII.
Vendor implementation decisions have a significant impact
on the timing of messages within each protocol. The design
of the network, such as the number and location of BGP
sessions, may also play an important role. In addition, the
behavior of the routing protocols depends on the kinds of
low-level events—failures, traffic engineering, and planned
maintenance—that trigger IGP path changes, and the prop-
erties of these events are not well-understood. In light of
these issues, our study takes an empirical approach of a joint
analysis of IGP, BGP, and traffic measurements collected from
a large ISP network.

Although previous studies have characterized IGP link-state
advertisements [4], [5], [6], [7] or BGP update messages [7],
[8], [9], [10] in isolation, this is the first study to present
a joint analysis of the IGP and BGP data. The work in [9]
evaluates how BGP routing changes affect the flow of traffic
inside the Sprint backbone but does not differentiate between
routing changes caused by internal and external events. The
main contributions of this paper are:

• Identifying hot-potato BGP routing changes: Our algo-
rithm for correlating the IGP and BGP data (i) generates a
sequence of distance changes that may affect BGP routing
decisions, (ii) classifies BGP routing changes in terms of
possible IGP causes, and (iii) matches BGP routing changes
with related distance changes that occur close in time.

• Evaluation in an operational network: We apply our
algorithm to routing data collected from a large ISP net-
work, and identify suitable values for the parameters of the
algorithm. Our study demonstrates that hot-potato routing
is sometimes a significant source of BGP update messages
and can cause relatively large delays in forwarding-plane
convergence.

• Exploring the performance implications: We join our
stream of hot-potato routing changes with traffic measure-
ments to evaluate the impact on the traffic matrix. We
discuss how hot-potato routing changes can lead to (i)
packet loss due to forwarding loops, (ii) significant shiftsin
routes and the corresponding traffic, and (iii) inaccuracies
in measurements of the forwarding system.

These contributions are presented in Sections III–V, followed
by a summary of our results in Section VI.

II. M ODELING HOT-POTATO ROUTING

In this section, we present a precise definition of a “hot
potato routing change” and explain why identifying these
routing changes in an operational network is surprisingly
difficult.

0. Ignore if egress point unreachable
1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP distance to egress point (“Hot potato”)
7. Vendor-dependent tie break

TABLE I

STEPS IN THEBGPDECISION PROCESS

A. Hot-Potato BGP Routing Changes

The BGP decision process [1] on a router selects a single
best route for each destination prefix by comparing attribute
values as shown in Table I. Two of the steps depend on the
IGP information. First, a route is excluded if the BGP next-hop
address (i.e., the egress point) is not reachable. For example,
in Figure 1, the routerA does not consider the BGP route
from C if A’s forwarding table does not have an entry that
matchesC ’s IP address. Then, after the next five steps in the
decision process, the router compares IGP distances associated
with the BGP next-hop addresses and selects the route with the
smallest distance—theclosestegress point. If multiple routes
have the same IGP distance, the router applies additional steps
to break the tie. When the BGP decision process comes down
to the IGP distance, we refer to the BGP decision ashot potato
routing. When a change in an IGP distance leads a router to
select a different best BGP route, we refer to this as ahot
potato routing change.

To guide our characterization of hot-potato routing, we
propose a simple model that captures the path selection process
at a single router (which we denote as avantage point):

• Distance vector (per vantage point): The vantage point
has a distance vector that represents the cost of the shortest
IGP path to every router in the AS. The distance vector,
which changes in response to link failures and modifications
to the link weights, is a concise representation of the aspects
of the IGP that can affect BGP routing decisions.

• Egress set (per prefix):Routers usually receive routes to
a prefix p from multiple neighbors. When routes are tied
through step4 in the BGP decision process, step5 says
that the router selects the route learned from an external
neighbor to reachp. We call each router that selects an
external route top an egress point top (for example, routers
B and C in Figure 1). Each egress point propagates the
external route top to other routers in the AS via iBGP. For
routers that learn the route top via iBGP (as routerA), the
routes announced by all the egress points are equally good.
We call the set of all egress points top the egress set ofp.

For each prefix, the vantage point selects the egress point
(from the egress set) with the smallest distance (from the
distance vector). A hot-potato routing change occurs when a
vantage point changes the selection of egress points for a prefix
because of a change in the distance vector (i.e., that makes
the new egress point closer than the old one). For example,
initially router A in Figure 1 has an egress set ofp of {B, C},



3

distances of10 and 9 to B and C, respectively, and a best
egress point top of C; then, when the distance toC changes
to 11, A selects egress pointB. Our goal in this paper is
to determine what fraction of the BGP routing changes are
hot-potato routing changes in an operational network.

B. Challenges of Characterizing Hot-Potato Routing

Given the egress set for each destination prefix and the
distance vector for each vantage point at any point in time,
it is relatively simple to determine which BGP messages were
triggered by IGP routing changes. However, several factors
conspire to make the problem extremely challenging:

Incomplete measurement data:In a large operational net-
work, fully instrumenting all of the routers is not possible;
instead, we must work with data from a limited number of
vantage points. In addition, commercial routers offer limited
opportunities for collecting detailed routing data—we can
only collect measurements of the routing protocol messages
that the routers exchange among themselves. Collecting IGP
measurements is difficult, because it often requires a physical
connection to a router located in a secure facility. Fortunately,
in link-state protocols like OSPF and IS-IS, the routersflood
the link-state advertisements (LSAs) throughout the network,
allowing us to use data collected at one location to reconstruct
the distance changes seen at other routers in the network.
However, this reconstruction is not perfect because of delays
in propagating the LSA from the point of a link failure or
weight change to other routers in the network. Collecting BGP
data from multiple routers is easier because BGP sessions run
over TCP connections that do not require a physical adjacency.
However, BGP messages from the operational router must
traverse the network to reach the collection machine, which
introduces latency; these delays may increase precisely when
the IGP routes are changing. In addition, since BGP is a path-
vector protocol, we only havethe best route of the monitored
router, making it difficult to know the complete set of routing
choices that are available at any given time.2

Complex routing protocol dynamics: IGP routing changes
stem from topology changes (i.e., equipment going up or
down) and configuration changes (i.e., adjustments to the link
weights). Monitoring the IGP messages shows only theeffects
of these events. In practice, multiple LSAs may occur close
together in time (e.g., the failure of a single router or an optical
amplifier could cause several IP links to fail). If one LSA
follows close on the heels of another, the routing system does
not have time to converge after the first LSA before the next
one occurs. Similarly, a prefix may experience multiple BGP
routing changes in a short period of time (e.g., a neighboring
AS may send multiple updates as part of exploring alternate
paths [12], [8]); or a hot-potato routing change might trigger
multiple iBGP routing changes as the network converges. In
addition, the global routing system generates a constant churn
of BGP updates, due to failures, policy changes, and (perhaps)
persistent oscillations. Continuously receiving severalupdates

2A proposal such as the IETF’s BGP Monitoring Protocol [11] would allow
a router to send all its routes to a prefix.
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Fig. 2. RouterA changes best route without distance change

a second is not uncommon. This makes it difficult to identify
which BGP routing changes are caused by hot-potato rout-
ing inside the AS. The Multiple Exit Discriminator (MED)
attribute introduces additional complexity because the BGP
decision process compares MED values only across routes
learned from the same next-hop AS, resulting in scenarios
where a router’s local ranking of two routes may depend on
the presence or absence of a third route [13].

Hierarchy of iBGP sessions inside the AS:Large networks
often employroute reflectorsto reduce the overhead of dis-
tributing BGP information throughout the AS [14]. However,
route reflectors make the dynamics of network-wide routing
changes extremely complicated, because they hide some routes
from the other routers in the network. In the example in
Figure 2, routerD is a route reflector with clientsA, B, and
C. Both A andD have shorter IGP paths toC thanB. When
the C–D link fails, routerD shifts its routes from egressC
to egressB. However, sinceA is a client ofD, it too would
change its routes to use egressB even though its own distance
vector has not changed! Determining which BGP routes from
A are caused by IGP changes requires knowing the route-
reflector configuration of the network and which BGP routing
changes fromD were caused by the IGP. Someunder-counting
of hot-potato routing changes is inevitable, though focusing the
analysis on vantage points that are “top-level” route reflectors
helps limit these effects.

Vendor implementation details: Although the routing pro-
tocols have been standardized by the IETF, many low-level
details depend on implementation decisions and configuration
choices. The vendor implementations have numerous timers
that control when the router recomputes the IGP paths, reruns
the BGP decision process, and sends update messages to BGP
neighbors. The router operating system may have complex
techniques for scheduling and preempting tasks when multiple
events occur close together in time. These router-level details
can have a first-order impact on the network-wide dynamics
of hot-potato routing.

Together, these issues suggest that computing an exact mea-
sure of hot-potato routing changes is extremely difficult, and
that we should seek approximate numbers based on reasonable
heuristics.

III. M EASUREMENTMETHODOLOGY

In this section, we present our methodology for measuring
hot-potato changes experienced by operational routers. Fig-
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ure 3 presents the steps to correlate BGP updates from a van-
tage point with OSPF LSAs. (Each dotted box represents steps
described in a particular subsection.) Section III-A presents
the measurement infrastructure used to collect BGP updates
and OSPF LSAs. We describe how to compute the distance
vector from the OSPF LSAs in Section III-B. Section III-C
explains the classification of BGP routing changes in terms
of the possible causes. This sets the stage for the discussion
in Section III-D about how to associate BGP routing changes
with related distance changes that occur close in time.

A. Measurement Infrastructure

In this paper, we study the backbone network of a tier-1 ISP.
This network has hundreds of routers that are located in a few
dozen Points of Presence (PoPs) spread throughout the US.
The ISP uses OSPF with areas as intradomain routing protocol.
OSPF weights are set to reflect the positioning in geographic
regions and traffic engineering constraints. The ISP uses equal-
cost paths when there are parallel paths for redundancy and
better network utilization. The network also deploys an iBGP
hierarchy with two route reflectors per PoP. Top-level route
reflectors are connected in a full mesh.

We have deployed an OSPF and a BGP monitor in this
network. Figure 4 depicts our measurement infrastructure.The
OSPF monitor [15] is located at a PoP and has a direct physical
connection to a router in the network. We connect our monitor
to a router in area 0 to have complete view of the distances
to reach each router. The monitor timestamps and archives
all LSAs. The BGP monitor has iBGP sessions (running over
TCP) to at least one top-level route reflector at each PoP and
is in the same peer group as the clients of the route reflector.
Using an iBGP session allows the monitor to see changes
in the “egress point” of BGP routes. The BGP monitor also
dumps a snapshot of its routes four times a day to provide an
initial view of the best route for each prefix for each vantage
point, so that we can later classify the type of BGP change
as discussed in Section III-C. The OSPF and BGP monitors

Monitor

OSPF

LSAs

some peering

Monitor no peering

rich peering

BGP iBGP updates

PoP

router

Fig. 4. Measurement infrastructure in a large tier-1 ISP backbone

run on two distinct servers and timestamp the routing messages
with their own local clocks; to minimize timing discrepancies,
both monitors are NTP synchronized.

Our analysis focuses on176 days of data collected from
January 2003 to July 2003. Because details of network topol-
ogy, peering connectivity, and the absolute number of routing
messages are proprietary, we omit router locations and nor-
malize most of our numerical results. We study data collected
from one route reflector per PoP (all Cisco routers) and, for
simplicity, present the results for three of these vantage points.
To explore the effects of router location and connectivity,we
select three vantage points in PoPs with different properties.
Rich peeringis a router in a PoP that connects to a large
number of peers, including most major ISPs.Some peeringis
a router in a PoP that connects to some but not all major
peers. No peering is a router in a PoP with no peering
connections. Most traffic is directed to egress points in two
nearby PoPs. The three PoPs are located in the eastern part of
the United States, relatively close to the location of the two
route monitors.

Resets of the monitoring session would affect the accuracy
of our results, especially if IGP routing changes are correlated
with iBGP session resets. Each of the BGP monitoring ses-
sions experienced at most five resets per month, perhaps due
to temporary disruption of the monitor’s connection to the rest
of the network. These results suggest that IGP events were not
a significant contributor to iBGP session resets in the network.
In fact, the default keep-alive and hold timers for BGP sessions
(60 and 180 seconds, respectively) make it unlikely that tran-
sient disruptions during IGP convergence would affect iBGP
reachability. Before conducting our analysis, we eliminate all
destination prefixes where the BGP routing decisions depend
on MEDs; to be conservative, we exclude any prefix that had
any BGP update with a non-zero MED attribute during the
period of the data collection, which represent approximately
13% of the total number of prefixes.

B. Computing Distance Vector Changes

OSPF is a link-state routing protocol where each unidirec-
tional link is assigned an administrative weight that is flooded
throughout the network in a reliable fashion [2]. Our algorithm
processes the LSAs as they arrive to continuously track the
OSPF topology and compute the distance vector changes
from each vantage point. First, our algorithm disregards any
LSAs that do not reflect a change in the OSPF topology;
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this process excludes OSPF’s periodic refresh LSAs as well
as any duplicate LSAs sent in the reliable flooding process.
For the remaining LSAs, we emulate the OSPF shortest-path
computation [2] to determine the distance from each vantage
point to every other router at the boundary of the network (i.e.,
any router that could serve as an egress point for one or more
prefixes).

Some OSPF topology changes do not trigger distance
changes. For example, some links with high OSPF weights do
not appear on any shortest path (e.g., links under maintenance
or provisioning); an increase in the weight or the failure of
the link would not affect any of the shortest paths. Also, some
links always appear as part of multiple shortest paths along
with other links (e.g., parallel links between two routers).
A failure of one of these links will not trigger a distance
change. Other LSAs may change the distances for one vantage
point but not another. Whenever an LSA changes one or more
distances for a given vantage point, our algorithm producesa
new distance vector for that vantage point. If the vantage point
cannot reach another router (e.g., due to a failure or network
partition), we represent the distance as∞. Our study focuses
on the common case of distance changes from one finite value
to another.

In practice, multiple LSAs may occur close together in
time. Even if these LSAs stem from different events (e.g.,
two independent failures), the delays in propagating the LSAs
and in converging to new routes make it impossible to analyze
these LSAs separately. Instead, we group distance changes that
occur within a small time window into a single distance vector
change. We select the interval duration based on analysis of
our OSPF measurements, shown by the “distance changes”
curve in Figure 5. To generate the curve, we consider the in-
terarrival times of the distance changes between each (vantage
point, egress router) pairs and plot the resulting cumulative
distribution across all pairs. About 5% of the distance changes
occur within ten seconds of each other. These may correspond
to LSAs caused by a single physical event, such as rebooting a
router. Otherwise, the curve increases gradually over the range
of values. Half of the distance changes have an interarrival
time of more than 3400 seconds, and 10% are more than
252,000 seconds (almost a month). In the next Section, we
apply a time interval of10 seconds for grouping distance
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changes; additional experiments showed that the results were
not sensitive to small changes in the size of the interval.

C. Classifying BGP Routing Changes

The global BGP routing system generates a continuous
stream of update messages, as shown by the example in
Figure 6. This graph plots the number of BGP updates (left
y-axis) and distance changes (righty-axis) seen by the “rich
peering” router over one hour, with one-minute bins. In this
example, the router sometimes makes several hundred BGP
routing changes in a minute. In contrast, very few intervals
have more than a handful of distance changes, and these
changes do not necessarily cause the router to switch from
one egress point to another for any prefix. The large volume of
BGP updates stems, in part, from the exploration of multiple
alternate routes when a router switches from one best path
to another [12], [8]. These short-lived BGP routes do not
correspond to stable path changes but rather thetransitionfrom
one stable route to another. The details of path exploration
depend on timing details at routers throughout the Internet.
Instead, in our study, we are interested in how IGP distance
changes cause a router inside the AS to switch from one stable
route to another with a different egress point.

To focus on changes from one stable route to another, we
group BGP updates at the same router for the same prefix
that occur close together in time, based on the “BGP updates”
curve in Figure 5. To generate the curve, we consider the
interarrival times of the BGP updates from each vantage point
for each prefix and plot the resulting cumulative distribution.
More than30% of the BGP updates have an interarrival time of
five seconds or less. This stems from the5-second minimum-
route advertisement timer used by Cisco routers to pace the
update messages on iBGP sessions. Previous studies have
shown that interarrival times of around30 seconds are quite
common for external routing changes, since Cisco routers use
a 30-second minimum-route advertisement timer for eBGP
sessions [12]. In Figure 5 about two-thirds of the BGP updates
have a spacing of less than70 seconds. In the next Section,
we apply a time interval of70 seconds for grouping BGP
messages to combine many of the transient updates occurring
during path exploration. Additional experiments showed that
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the results were not sensitive to small changes in the size of
the grouping interval.

Many BGP routing changes have no relationship to the
distance vector changes in the interior of the network. Drawing
on the BGP decision process, our algorithm classifies BGP
routing changes in terms of their possible causes. Starting
with an initial BGP routing table, we consider a stream of
changes in the best route for each prefix. Figure 7 illustrates
how we classify a BGP routing change from router to route
s for a prefix at a particular vantage point. Hot-potato routing
changes cause a router to switch from one BGP route to
another. As such, changing from or to a null route does not
represent a hot-potato routing change. However, hot-potato
routing changes can causes to replacer. In this case, further
analysis helps narrow down the possible causes. Ifr and s

have the same egress point, a change in the distance vector
cannot be responsible.

Having different egress pointsr.egress ands.egress does
not necessarily imply that hot-potato routing is responsible.
The new routes might be “better” than the old one at some
earlier stage in the decision process; for example,s might have
a shorter AS path or a larger local-preference. Alternatively,
the router might have been withdrawn; because our monitor
sees only the best route at each vantage point, we can only
infer that r was withdrawn ifs is “worse” than r. Hence,
if r and s are not “equally good” through steps0–5 of the
BGP decision process, we can dismiss hot-potato routing as
a possible cause. If the routes are equally good, hot-potato
routing might be responsible if the relative “closeness” of the
two egress points has changed—making the egress points

closer than egress pointr.

D. Matching Distance Changes with BGP

To further refine our inference that an IGP routing change
caused the vantage point to selects, we inspect the stream
of distance vectors for this vantage point to see ifs.egress

became closer thanr.egress within some small time interval.
We verified the correctness of this algorithm using the router
testbed presented in [16]. In this scenario, all BGP routes are
stable and the only changes are related to distance changes;
our algorithm correctly identified the OSPF LSA that caused

each BGP update. However, BGP routes arenot stable in the
operational network. Hence, our algorithm might mistakenly
match a BGP routing change with anunrelateddistance vector
change. The BGP routing change might have been triggered
by an external event, such as a policy change or a failure in
another AS, that causedr to be withdrawn or replaced by a
less attractive route. Yet, a seemingly-related distance vector
change could occur nearby in time that is consistent with the
vantage point’s decision to switch to routes. In this situation,
our algorithm would mistakenly associate the replacement of
r by s with the distance change. (In practice, the IGP event
might have caused a similar BGP routing change anyway if
the external event had not happened first!)

Although these kinds of mismatches are difficult to avoid
completely, three aspects of our algorithm reduce the like-
lihood of false matches: (i) preprocessing the distance vector
changes and BGP update messages as discussed in Section III-
B and III-C, (ii) the fine-grained classification in Figure 7
which eliminates many of the external BGP routing changes,
and (iii) the careful selection of the time window for corre-
lating the two datasets. To find the appropriate time window,
we first consider distance vector changes that occur within
ten minutes before or after the BGP routing change. Although
our algorithm did find occasional matches over the entire20-
minute interval, the vast majority of hot-potato BGP routing
changes occurred withinthree minutesof the distance vector
change, for reasons we explore in more detail in the next
section. In experiments where we didnot pre-process the
OSPF and BGP data, we tended to see a larger number
of (presumably false) matches in the large time intervals,
suggesting that our preprocessing is helpful for reducing the
likelihood of false matches.

Our algorithm finds some matches where the BGP routing
change appears to happen1–2 secondsbefore the distance
vector change. Although this seems counter-intuitive, this can
occur in practice for two reasons. First, the OSPF LSA may
take longer to reach our OSPF monitor than for the related
BGP update to reach the BGP monitor. The reliable flooding
of OSPF LSAs is typically implemented in software on the
router, which may subject these messages to higher delays. In
contrast, BGP update messages are sent via a TCP connection
between two routers; the IP packets carrying these messages
traverse the hardware forwarding path through the routers.
Second, the BGP monitor has a coarser timestamp resolution
than the OSPF monitor. To account for these two issues, we
allow a smallnegativetime difference between the distance
vector change and the BGP change. Therefore, we believe a
time window of(−2, 180) is a reasonable way to avoid false
matches while still capturing the bulk of the real hot-potato
routing changes. We use this window for the analysis in the
rest of the paper.

IV. CHARACTERIZING HOT-POTATO ROUTING

This section presents a case study of hot-potato routing
changes in an operational network. Our goal is to identify and
understand the main properties of hot-potato routing changes,
rather than to highlight specific numerical values that might
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vary from one network to another. Although most hot-potato
routing changes occur within60 seconds, extra delays of1–
2 minutes sometimes arise due to the iBGP hierarchy and
the transfer of update messages. The frequency of hot-potato
routing changes varies significantly across time and router
location. Interestingly, the hot-potato BGP updates have a
much more even spread across the destination prefixes than
the remaining update messages.

A. BGP Reaction Time to Distance Changes

Figure 8 presents the cumulative distribution of the delay
between a distance vector change and a correlated BGP routing
change for the “no peering” router from January 2003 to July
2003. For comparison purposes, this graph also presents the
lab results from [16], which were generated from a controlled
experiment with a router in a lab, using the same router model
deployed in the operational network. For this experiment all
BGP routing changes were caused by an OSPF routing change.
The lab curve is almost perfectly linear in the range of5
to 65 seconds due to the influence of two timers. First, the
router imposes a5-second delay after receiving an LSA before
performing the shortest-path computation to avoid multiple
computations when several LSAs arrive in a short period of
time [17]. A second LSA that arrives during this interval does
not incur the entire five-second delay, as evidenced by the
small fraction of LSAs that experienced less than five seconds
of delay. Second, the router has a60-second scan timer that
runs periodically to sequence through the BGP routing table
and run the BGP decision process for each prefix [18]. The
BGP change does not occur until the scan process runs and
revisits the BGP routing decision for this prefix. As such,
the delay in the BGP routing change is uniform in[5, 65],
as evidenced by the straight line in the graph. A router
also imposes a10-second interval between two consecutive
shortest-path calculations, which explains delays in the[65, 70]
range.

The graph shows a significant gap between the results for
the lab experiments and the curve forall hot-potato changes

sent by the “no peering” router. Upon receiving a new LSA,
the router must (i) rerun the IGP shortest-path computation,
(ii) apply the BGP decision process to select the best route for
each prefix, and (iii) send update messages to BGP neighbors
for the routes that have changed. The first two steps represent
the time required to react to a distance vector change, and the
third step depends on the number of BGP routing changes. The
lab experiments evaluated only the first two steps. To have a
fair comparison, we also measure and report the delay between
the distance vector change and thefirst prefix experiencing a
hot-potato routing change.

The graph shows that most hot-potato routing changes occur
within 80 seconds of the distance vector change, which is
closer to the70 seconds upper limit of the lab results. The
extra10 seconds are explained by the rate of LSA arrivals and
the number of routes in an operational router. When the rate of
LSAs is higher, the likelihood of incurring the10-second delay
between consecutive shortest-path calculations increases. The
scan process may require several seconds in an operational
router because of the large number of BGP routes. The60-
second timer restarts after thecompletion of the previous
scan; hence, the BGP reaction time also includes the time
for running the scan process. These two factors contribute to
longer reaction times in the operational router. We discussthe
reaction times longer than80 seconds in the next subsection.

B. Transfer Delay for Multiple Prefixes

The difference between the curve forall hot-potato changes
and the one for thefirst change corresponds to the delay to
transfer BGP updates for multiple prefixes. When a distance
vector change affects a large number of prefixes, the trans-
mission of the BGP update messages to iBGP and eBGP
neighbors introduces additional delay. We study the effect
of this additional delay by inspecting some large hot-potato
changes. For example, for the “no peering” router one distance
change affected more than80, 000 prefixes. Although the BGP
change for the first prefix occurs66 seconds after the distance
vector change, the routing change for the last prefix occurred
83 seconds later,149 seconds after the OSPF change. This
delay is determined by the volume of updates to be transferred
and the TCP transmission rate between the vantage point and
the BGP monitor.

In our experiments, the BGP monitor is within a few
hundred miles of the “no peering” router and the update
packets travel just a few hops through the network. Longer
transfer delays might be possible over iBGP sessions between
pairs of routers with longer round-trip times, which may also
contribute to longer delays in reacting to hot-potato routing
changes. We should expect lower (but still significant) delays
with higher-speed routers. For instance, a test of a 40Gbps
router in a controlled environment found that the recovery
from a BGP session failure, for a session with 500 thousand
prefixes, can take up to 18 seconds [19].

The transfer delay may also be responsible for the instances
in Figure 8 in which the reaction time exceeds80 seconds for
the “first change” curve. These kinds of delays may be caused
by the propagation of hot-potato BGP routing changes from
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one router to another, as shown in Figure 9. In the example,
routersA andB are route reflectors and routersC, D, andE

are egress points;C is a client ofA, andD andE are clients
of B. Initially, A andB select egress pointD, with distances
of 18 and 8, respectively.A is unaware of the route viaE
becauseB only advertises its best route toA. When theB-D
distance increases to11:

1. The LSA is flooded throughout the network and each
router computes new distances toD. For example,A and
B compute new distances of21 and11, respectively.

2. After their scan timers elapse,A and B rerun the BGP
decision process. IfA runs first,A selects the egress point
C with a distance of20, since this is smaller than21.
Sometime afterwards,B selects egress pointE.

3. B sends the new route (with egress pointE) to A, andA

selects egress pointE with a distance of19.

Suppose a distance vector change triggers a large number of
BGP updates fromB, but some of these updates do not trigger
hot-potato changes inA. Then,A may have to wait for the
transfer of a number of BGP updates before experiencing a
hot-potato change. This explains some of the reaction times
longer than80 seconds in Figure 8. Other instances with longer
reaction times may also be due to false matches in associating
a BGP routing change with a distance vector changes.

Combining the results of the “first change” curve in Figure 8
and the transfer delays, a router’s reaction to distance vector
changes may take0–80 seconds for the first prefix and an
additional 80 seconds (in extreme cases) for the remaining
prefixes. Combining these effects, the vast majority of hot-
potato changes take place within three minutes of the distance
vector change, as shown by the “all changes” curve in Figure 8.

C. Temporal and Spatial Variability

The influence of hot-potato routing varies significantly
across time. Figure 10 presents the number of hot-potato
updates. For ease of presentation, the graph plots the days
in increasing order of the number of hot-potato BGP routing
changes and we only show the46 days with higher number
of hot-potato changes. The plot shows that on most days the
routers did not experienceany hot-potato routing changes.
Still, on a few days the number was much higher. For the
“no peering” router, one day had400 thousand hot-potato
routing changes, this unusually large number represented82%
of the BGP routing changes on that day. The variability across
the days may stem from natural differences in the time and
location of IGP weight changes and maintenance activity.
The large variation across days makes it difficult to define a
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representative statistic for the frequency of hot-potato routing
changes.

Comparing the three curves in Figure 10 highlights the
influence of the location of the router on the likelihood of
hot-potato routing changes. Over the period of our study, the
“rich peering” router was always the least affected by distance
changes, as seen by the bottom curve lying very close to thex-
axis in Figure 10. The likelihood that a distance change affects
the selection of the BGP best route depends on the proximity
of the router to each of its nearby egress points.

To better understand the impact of router location, we study
the connectivity of each vantage point using one typical BGP
table snapshot during our measurement period. Figure 11
presents in the x-axis the egress ID normalized by the total
number of egress points and in the y-axis the number of
prefixes per egress point for each vantage point in log scale.
Although there are hundreds of egress points in the network,
each vantage point routes most prefixes using very few of
them (the top-five egress points cover approximately 65% of
prefixes for each vantage point). This plot shows that the top-
three egress points for the “no peering” and the “rich peering”
routers are exactly the same. We inspected these egress points
and found that all of them are located at the “rich peering”
PoP. Given that all top-five egress points for the “no peering”
router are in other PoPs, this vantage point is more sensitive to
internal routing changes than the others (as seen in Figure 10).
In fact, distance changes between the “no peering” router and
the “rich peering” PoP have the potential to impact the BGP
decision of over 90 thousand prefixes.

The fact that the top-three egress points for the “rich
peering” router are located in its PoP explains why very
few distance changes cause the router to select a different
egress point. This suggests that a natural way to reduce
the number of hot-potato routing changes would be to have
rich peering atevery PoP. However, having rich peering at
all locations is infeasible in practice, due to distance and
geographic constraints. A service provider is bound to have
routers in some remote locations that are not close to PoPs
of the other large providers. A study of sensitivity of the
same network to single link and router failures confirms this
variation across routers [20]. In fact, this study pinpoints the
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“no peering” router as one of the most at risk of hot-potato
routing changes in this network. Both the model presented
in [20] and the tool presented in [21] can be used to determine
the most sensitive routers in a network.

To summarize, the impact of hot-potato routing varies across
days and locations; our measurements show that the fraction
of BGP routing changes due to hot-potato routing varied from
0% to over 80% of the BGP changes of a router during a
day. Individually, the three routers do not experience hot-
potato routing changes all that often. The “no peering” router
experiences hot-potato changes once a week on average. How-
ever, for an entire network, across all prefixes, these changes
occur much more often than per-router results suggest. There
are hundreds of routers in the network and they experience
hot-potato routing changes at different times. The impact of
internal changes depends on both the location and the internal
events that happened in a day. In the same day a router in
one location of the network may experience a large number
of hot-potato changes, whereas another has none.

D. Hot-Potato Variation Across Prefixes

Previous studies have shown that a small fraction of unstable
prefixes are responsible for most of the BGP route updates [7],
[8] and that the popular prefixes responsible for the bulk of the
traffic have very few BGP updates [8], [9]. The BGP routes
for the remaining prefixes stay the same for days or weeks at
a time. An interesting question is to what extent these results
translate to hot-potato changes. Figure 12 plots the cumulative
distribution of BGP update messages across the destination
prefixes for the “no peering” router for June 2003, which was
a typical month in terms of hot-potato routing changes. To
compare our results with previous work, the graph plots the
number ofBGP update messagesrather than the number of
BGP routing changes. The prefixes are sorted according to
their contribution to the number of BGP messages. The middle
curve corresponds to all of the BGP messages. About20% of
the prefixes contribute65% of the BGP updates, consistent
with previous findings [7], [8]. However, the bottom curve
shows that the distribution of BGP updates caused byhot-
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potato routing changes has a much more even spread across
the prefixes.

The broader distribution across prefixes occurs because
distance vector changes can affect the distances to reach the
egress points for a wide variety of prefixes. Still, some prefixes
do not experienceanyhot-potato BGP updates, as seen in the
flat portion in the upper-right part of the graph. This part of
the curve corresponds to prefixes with a very small number of
egress points, including the prefixes that have asingleegress
point. Every router in the network would always pick this
single egress point as the best egress point for the prefix. The
relatively uniform distribution across the remaining prefixes
may have important implications. For prefixes that generally
have stableeBGP-learned routes, internal distance changes
could be a primary cause of the BGP routing changes observed
inside an AS. Since some of these prefixes may be responsible
for a large volume of traffic, limiting the frequency of hot-
potato routing changes may be useful to avoid large traffic
shifts and transient performance disruptions.

E. Cause and Duration of Distance Vector Changes

A manual inspection of the distance vector changes re-
sponsible for the hot-potato changes that affect the largest
fraction of prefixes indicates that their main cause is link
maintenance. This result is consistent with a study of the
Sprint network [22]. The network of study has the policy of
increasing the link weight to a very high value before taking
down the link, a procedure called “cost out” a link [23]. Most
of the large hot-potato shifts are triggered by distance changes
caused by cost-in and cost-out procedures, and link failureor
recovery. Router failures or reboots are rarer.

Many of these changes last for more than an hour. Figure 13
shows the complementary cumulative distribution functionof
the duration of link down events that triggered hot-potato
changes at least at one of the three vantage points. Although
around 25% of hot-potato changes recover within ten minutes,
the majority of them (approximately 60%) last for more than
one hour. This result might seem in contrast with a previous
study that shows that only 10% of link failures are longer
than 20 minutes [6]. However, we only focus on the subset of
link failures that trigger hot-potato changes andvery shortlink
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failures rarely last long enough to impact the BGP selection
process. Given that the BGP scan process runs only once a
minute, links may fail and recover without ever triggering BGP
routing changes.

V. I MPLICATIONS OF HOT POTATOES

Hot-potato changes in BGP routing influence network per-
formance by causing shifts in the flow of traffic to neighboring
domains and extra delays in the convergence of the forwarding
plane. In addition, hot-potato changes can introduce inaccuracy
in active measurements of the forwarding plane and external
monitoring of BGP update messages.

A. Performance Degradation

1) Routing and Traffic Shifts:Hot-potato routing can some-
times cause a router to change the egress points for multiple
destination prefixes, which will lead to a large number of BGP
update messages at the same time. Even if these destination
prefixes carry no traffic, this burst of updates may disrupt
the control plane by temporarily overloading the CPU of
the routers. In Figure 14, we explore how many destination
prefixes are affected at a single router when a distance change
occurs. More than 99% of the distance changes do not affect
the egress point for any prefix. The vast majority of intrado-
main events occur far away from the router, and as result do
not affect the path distances for nearby egress points. Even
when changes occur closer to the router, they might not affect
the router’s local ranking of the two closest egress points for a
given prefix or might not last long enough to impact the BGP
decision. However, when hot-potato routing changesdo occur,
the effects can be dramatic. For the “no peering” router in the
top curve in Figure 14, 0.1% of the distance changes affect
the BGP route for more than40% of the prefixes.

These kinds of routing changes can lead to sudden increases
in traffic at the new egress points and along the downstream
paths. To estimate these effects we used Cisco’s Netflow [24]
measurements at each vantage point as explained in [25].
These measurements report the number of bytes in ten-minute
bins that enter a vantage point toward each destination prefix.
In Figure 15, we replot the graph from Figure 14 together
with the fraction of traffic affected by distance vector changes

0

10

20

30

40

50

60

70

99.6 99.65 99.7 99.75 99.8 99.85 99.9 99.95 100

%
 p

re
fix

es
 a

ffe
ct

ed

% distance vector changes

no peering
some peering

rich peering

Fig. 14. Fraction of prefixes affected by distance vector change

0

10

20

30

40

50

60

70

99.5 99.55 99.6 99.65 99.7 99.75 99.8 99.85 99.9 99.95 100

%
 tr

af
fic

 a
ffe

ct
ed

% distance vector changes

no peering (prefixes)
no peering (traffic)

some peering (prefixes)
some peering (traffic)
rich peering (prefixes)

rich peering (traffic)

Fig. 15. Fraction of traffic affected by internal changes.

for March and April 2004, which is the timeframe for which
we also have traffic data available. Although the timeframe is
different, the “prefixes” curves in Figure 15 are qualitatively
similar to that in Figure 14.

Figure 15 shows that the percent of traffic affected by a
distance vector change is roughly the same as the percent
of prefixes. In fact, for the very large hot-potato routing
changes, the traffic shift is even larger than the fraction of
prefixes would suggest. This occurs because the large shifts
affect nearly every prefix that has multiple egress points.
The remaining prefixes include a large number of smaller
customers that connect to the backbone at a single location.On
average, these customers do not receive as much traffic as the
other prefixes that are reachable via multiple egress points. As
a result, it is precisely the morepopular destination prefixes
that are most affected by the hot-potato routing changes,
leading to even larger shifts in traffic than expected.

In fact, our detailed analysis of the Netflow data [25] shows
that:

1. Although the likelihood of large traffic fluctuations is
small, big changes do sometimes occur.In any given ten-
minute time interval, less than0.02% of the traffic matrix
elements studied have a traffic variation of more than4
times the normal traffic variations. However, some elements
vary by more than4 times the normal variations several
times a week.

2. Most routing changes do not cause much variation in
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the traffic matrix. Previous studies [9], [8] have shown that
routing changes typically do not cause large traffic shifts;
most BGP routing changes affect destination prefixes that
receive very little traffic.

3. Routing changes are responsible for many of the large
traffic shifts: In nearly 60% of the instances where a traffic-
matrix element fluctuated by more than10 times the normal
variation for the traffic change could be explained by a BGP
routing change. In particular, the largest variations of the
traffic matrix were caused by hot-potato routing changes.

2) Slow Forwarding-Plane Convergence:Compared to
other kinds of routing changes, hot-potato routing changes
cause longer delays in forwarding-plane convergence, since
each router must recompute its IGP routesand rerun the
BGP decision process before updating the forwarding table.
Differences in when the routers revisit their BGP decisionscan
lead to transient forwarding loops, as illustrated in Figure 16.
In this example, the AS has four routers and two egress points
to prefix d. The numbers on the edges represent the IGP
link weights, and we omit the full-mesh of iBGP sessions
for simplicity. At first, routersB and C both identify router
A as the closest egress point, causingC to direct traffic to
d throughB. When the weight of theB–A link increases to
111, both routers eventually switch to the route learned atD.
However, ifB runs its BGP decision process first and updates
its forwarding table,B starts forwarding traffic destined to
d toward D while C continues to forward the traffic toward
A—resulting in a forwarding loop.

During the interval beforeC runs its decision process and
updates its forwarding-table entry ford, all packets destined
to d are caught in a forwarding loop betweenB andC. The
packets would repeatedly traverse the loop until the IP Time-
to-Live (TTL) field expires, causing one of the routers to
discard the packet. The forwarding loop causes packet loss for
the hosts communicating withd, and increased congestion for
other traffic traversing theB–C link. Depending on the align-
ment of the BGP scan timers on the two routers, this problem
can persist for up to60 seconds, even though the intradomain
routing protocol has converged3. If TCP transfer latency or
the iBGP hierarchy cause larger delays in forwarding-plane
convergence, the loops can persist even longer. Such loops

3Note that the extra convergence delay for hot-potato routing changes
does not affect the stability of the forwarding path for the iBGP sessions
themselves. The IP packets sent over iBGP sessions travel between routers
within the backbone and the forwarding of traffic between these routers
depends only on the IGP! The delivery of BGP updates to our route monitor
is not affected either, since the network has a single egresspoint to reach the
monitor.

would not happen in a network running MPLS, because
packets would be tunneled from the ingress router directly
to the egress.

According to a previous study of packet-level measurements
in a large ISP backbone [26], most forwarding loops last for
less than10 seconds. This is consistent with typical delays
for IGP convergence [6], [27]. However, the study also found
that, for one of the links, about35% of the loops persisted
for 10–60 seconds. Based on our results, we speculate that
these forwarding loops can be explained by hot-potato routing
changes.

The convergence problem, while serious, can be addressed
by changing router implementation. There are already many
changes of router implementation and configuration to reduce
IGP convergence [28], router vendors can also change the
interaction between OSPF and BGP inside routers. Routers
could have an event-driven implementation that immediately
revisits the BGP routing decisions after a change in the
intradomain topology. For instance, Juniper routers and newer
versions of Cisco’s IOS no longer have a scan timer.

B. Measurement Inaccuracies

Active measurement analysis of the performance of IP
networks or passive measurement analysis of routing and
traffic that ignore the interaction between IGPs and BGP may
lead to inaccurate conclusions.

1) Active Probes of the Forwarding Plane:The effects
of slow forwarding-plane convergence may be difficult to
capture using traditional active measurement techniques.Ser-
vice providers and third-party measurement companies deploy
probe machines in various parts of the network in order
to exercise the paths between pairs of hosts. Referring to
Figure 16, suppose the provider connected one probe machine
to routerA and another to routerD. Probe packets sent from
A to D would traverse the pathA–B–C–D. When the IGP
weight of theB–A link changes, these probes might experi-
ence temporary loss while the IGP reconverges. However, the
forwarding path of the probe packets wouldnot be affected
by the60-second scan timer since there would be no change
in the egress point used to reach the destination address of
the probe packets; bothB and C continue to use the egress
point D to reach the destination probe machine. This is true,
in general, for probe machines that connect to a single location
inside an AS. As such, measurements between these kinds of
probe machines would only capture the transient effects ofIGP
convergence, and not the combinedIGP-BGP convergence
process. Accurately capturing the performance impact of hot-
potato routing changes would require a more complex active
measurement infrastructure with probe machines reachable
through multiple egress points.

2) External Analysis of BGP Updates:A hot-potato routing
change does not necessarily cause an AS to advertise new
BGP routes to neighboring ASes. First, the export policy for
the eBGP session might filter the route. This decision depends
on the commercial relationship with the neighbor (e.g., a route
learned from one peer would not be exported to another) and
on whether route aggregation is performed. Second, the router
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might decline to forward the new route if it does not differ
significantly from the old route. For example, routers typically
performnon-transitive attribute filteringto avoid propagating
routes that differ only in local attributes (like BGP next-hop
or local-preference) rather than global ones (such as AS path).
Third, the router might not propagate the route due to BGP
timers, such as the minimum-route advertisement timer, that
are used to pace the rate of updates to neighboring ASes. If
the router changes its best BGP route for the prefix multiple
times during the interval, the intermediate BGP routes would
not be visible to the neighbor.

For a rough estimate of the externally-visible updates, we
look at BGP routing changes that affect theAS path attribute,
since these would be propagated to neighboring domains
subject to the export policy and the BGP timers. In Figure 17,
if A is using the route via AS3, when C switches to
egress pointB; we would not classify this routing change as
externally visible. However, if routerA’s best route was the
one learned from AS2, the AS path would change; router
C would propagate the new route to its eBGP neighbors.
Looking over the month of June, we estimate that around14%
of the hot-potato routing changes seen at the “no peering”
router would be sent to its neighbors; this would account for
5% of the externally-visible BGP routing changes. For the
“some peering” router, these two numbers are5% and 2%,
respectively—about 60% smaller than for the “no peering”
router. Although these average numbers are relatively small,
the values vary substantially from day to day; on one dayall
hot-potato updates at all three routers had changes in the AS
path.
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Fig. 17. BGP changes are not detected at data collection point.

These externally-visible BGP updates may affect the results
of research studies based on public BGP routing data [29],
[30] collected from eBGP sessions with routers in large ASes
throughout the Internet. Depending on which router in an ISP
network connects to these public servers, the contributionof
hot-potato routing changes to the data may vary significantly!
Hot-potato routing implies that different routers in an AS may
pick different BGP-level routes. Referring again to Figure17,
suppose that routerA chooses the route via AS2 based on an
arbitrary tie break, such as the router ID. Based on hot-potato
routing, routerD selects the route throughB and routerC
selects the route throughA. As such, BGP data collected from
D would only reveal the route via AS3. Now suppose that a
failure occurs on the link connecting routerA to AS 2. Then,
bothA andC would switch to the route via AS3, which may

lead to a change in the properties of the end-to-end paths for
traffic entering AS1 at routerC. However, the link failure
doesnot cause a change in the BGP route atD and, as such,
the change is not visible to the measurement system. When
viewed from outside the AS, a hot-potato routing change that
affects a large number of prefixes in one network may also be
indistinguishable from a BGP session reset at another nearby
location. This lack of visibility is a challenge for tools for
locating the origin of BGP instability such as [31], [32], as
discussed in more detail in [33].

VI. SUMMARY

The interplay between intradomain and interdomain routing
has important implications on the stability and efficiency of
Internet routing and, in turn, on end-to-end performance. In
this paper, we presented a methodology for joint analysis of
OSPF and BGP measurement data and a characterization of
the interplay between the protocols in an operational network.
Our results show that hot-potato routing plays an important
role in BGP routing changes, and that BGP updates can lag
60 seconds (or more!) behind the related IGP events. This
delay can lead to surprisingly high latency for forwarding-
plane convergence that greatly exceeds the typical delays for
IGP convergence [6], [27].

The frequency and impact of hot-potato routing depends on
the topology and configuration of the network under study.
Indeed, even routers in the same network can be more or less
impacted by hot-potato routing changes depending on their
location and on the intradomain routing changes that happened
during the measurement period. This dependency on vantage
point has important implications for network performance
and routing measurements. We also show that large traffic
variations, while rare, do sometimes happen. Although most
routing changes typically do not affect much traffic, routing
is usually a major contributor to large traffic variations. In
particular, hot-potato routing changes are responsible for the
largest shifts in the traffic matrix.

After the publication of our initial results on hot-potato
routing [16], two follow-up studies have confirmed and ex-
tended our results. First, the work in [34] analyzed the effects
of BGP routing changes in the same backbone network we
studied, using newly-available BGP feeds from each of the
border routers. Capitalizing on the additional data, the study
confirmed that hot-potato routing changes were responsible
for most of the large routing and traffic shifts. Comparing
directly with our results, the study confirmed that 95% of the
large hot-potato shifts were also detected by our algorithm.
This demonstrates the accuracy of our algorithm. Second,
researchers at Sprint showed that network operators need to
account for the influence of the IGP weights on the selection
of egress points when doing traffic engineering [35]. Setting
IGP link weights without accounting for possible changes in
the egress points can lead to routing configurations that cause
unnecessary congestion.

Although network designers and operators can try to prevent
hot-potato routing changes, we believe that the Internet’srout-
ing architecture should evolve to have less coupling between
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interdomain and intradomain routing. We are exploring new
approaches for egress-point selection as part of our ongoing
work [36].
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