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Abstract— Despite the architectural separation between in- /\/ destination
tradomain and interdomain routing in the Internet, intrado main ;
protocols do influence the path-selection process in the Bder [ Neighbor AS }

Gateway Protocol (BGP). When choosing between multiple
equally-good BGP routes, a router selects the one with the
closest egress point, based on the intradomain path cost. Under
such hot-potato routing, an intradomain event can trigger BGP
routing changes. To characterize the influence of hot-potat 9->11
routing, we propose a technique for associating BGP routing distance chang
changes with events visible in the intradomain protocol, ad
apply our algorithm to a tier-1 ISP backbone network. We !
show that (i) BGP updates can lag60 seconds or more behind
the intradomain event, (ii) the number of BGP path changes
triggered by hot-potato routing has a nearly uniform distri bution w " .
across destination prefixes, and (iii) the fraction of BGP mssages WO BGP routes that look “equally good” (e.g., with the same
triggered by intradomain changes varies significantly acrss time number of AS hops). The BGP decision logic dictates that
and router locations. We show that hot-potato routing changs directs traffic to the closesigress point-the router with the
lead to longer delays in forwarding-plane convergence, sfis in  gmgllest intradomain distance (i.e., routéx. This decision is

e s nag COMmMonly callcearly-exior hot-potaorouing. Hot-potto
measurements. routing tends to limit the bandwidth resources consumed by
the traffic by moving packets to a next-hop AS at the nearest
opportunity. However, suppose the IGP distancé'tohanges
. INTRODUCTION from 9 to 11, in response to a link failure along the original

.path or an intentional change in a link weight for traffic
End-to-end Internet performance depends on the St"ibllg}ﬁgineering or planned maintenance. Although the BGP route

and_efficiency of the gnderlying routing protocols. A Iarg(?hroughC is still available, the IGP distance change would
portion of Internet traffic traverses multiple AutonomousS causeA to select the route through egress paihtWe refer

tems (ASes), making performance dependent on the routlrcl)gthis as ahot-potato routing change

[y
Hot-potato routing changes can have a significant perfor-

behavior in multiple domains. In the large ASes in the core
mance impact: (i) transient packet delay and loss while the

of the Internet, routers forward packets based on infolnati
from both theintradomain andnterdomain routing protocols. uters recompute their forwarding tables, (i) BGP rogtin
anges visible to neighboring domains, and (iii) shifts in

These networks use the Border Gateway Protocol (BGP)
to exchange route advertisements with neighboring domains... .
and propagate reachability information within the AS. Terafﬁcthat may cause congestion on the new paths through the
routers inside the AS use an Interior Gateway Protocol (IGEZ
to learn how to reach each other. In large IP networks, th o . .
two most common IGPs are OSPF [2] and I1S-IS [3], Whicﬁ%aractenstlcs (new RTT and available bandwidth). ISRsine

compute shortest paths based on configurable link Welghts.c,)A"jldapt to_a (possibly large) variation in ttraffic matrix, or
. . . Wwhere traffic enters and leaves the network.
router combines the BGP and IGP information to construct .
The frequency and importance of these effects depend

a forwarding table that maps destination prefixes to ougyow(lm a variety of factors. A tier-1 ISP network connects to

links. many neighboring domains in many geographic locations. In

The two-tiered routing architecture should isolate thébglo : : “ "
Internet from routing changes within an individual AS. HOW_pracUce, an ISP typically leams “equally good” BGP roues

ever, in practice, the interaction between intradomain iand each peering point with a neighboring AS, which increases th

. T . . Iikelihood that routing decisions depend on the IGP distanc
terdomain routing is more complicated than this. The exam L the earess points. In addition. the routers have BGP soute
in Figure 1 shows an AS with two external BGP (eBGP, 9 P . '

sessions with a neighboring AS that advertises routes to g More than 150,000 prefixgsand a single IGP distance

destination prefix. The two router8 and C' propagate their change may cause many of these routes to change at the same

eBGP'leam.ed routes V_ia intemal BGP (iBGP) .SeSSionS Withirg optain up-to-date information about the size of routiaglés, please
routerA. This leaves4 with the dilemma of choosing betweenreference http:/iwww.cidr-report.org.

Egress point:

Fig. 1. Hot-potato routing change from egreéSsto B

twork. Traffic shifts impact both ISPs and end-users. End-
er applications will need to adapt to new end-to-end path



. Ignore if egress point unreachable

. Highest local preference

. Lowest AS path length

. Lowest origin type

. Lowest MED (with same next-hop AS)

. eBGP-learned over iBGP-learned

. Lowest IGP distance to egress point (“Hot potato”)
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time. If these prefixes receive a large volume of traffic, the
influence on the traffic matrix of the AS and on its downstream
neighbors can be quite significant. In this paper, we quantif
these effects by analyzing the IGP-triggered BGP updates in
a tier-1 ISP network.

On the surface, we should be able to study hot-potato
routing changes in an analytical or simulation model based o
the protocol specifications. However, the interaction leemv TABLE |
the protocols depends on details not captured in the IETF STEPS IN THEBGP DECISION PROCESS
standards documents, as discussed in more detail in Séiction
Vendor implementation decisions have a significant impact
on the timing of messages within each protocol. The design _
of the network, such as the number and location of B@® Hot-Potato BGP Routing Changes
sessions, may also play an important role. In addition, theThe BGP decision process [1] on a router selects a single
behavior of the routing protocols depends on the kinds pést route for each destination prefix by comparing atteibut
low-level events—failures, traffic engineering, and pledin values as shown in Table I. Two of the steps depend on the
maintenance—that trigger IGP path changes, and the pre@P information. First, a route is excluded if the BGP negph
erties of these events are not well-understood. In light afidress (i.e., the egress point) is not reachable. For dgamp
these issues, our study takes an empirical approach of & jom Figure 1, the routerd does not consider the BGP route
analysis of IGP, BGP, and traffic measurements collected frdrom C if A's forwarding table does not have an entry that
a large ISP network. matchesC’s IP address. Then, after the next five steps in the

Although previous studies have characterized IGP linkestadecision process, the router compares IGP distances agsibci
advertisements [4], [5], [6], [7] or BGP update messages [4}ith the BGP next-hop addresses and selects the route with th
[8], [9], [10] in isolation, this is the first study to presentsmallest distance—thelosestegress point. If multiple routes
a joint analysis of the IGP and BGP data. The work in [Have the same IGP distance, the router applies additiosyas st
evaluates how BGP routing changes affect the flow of traffip break the tie. When the BGP decision process comes down
inside the Sprint backbone but does not differentiate betweto the IGP distance, we refer to the BGP decisiohatspotato
routing changes caused by internal and external events. Tbating. When a change in an IGP distance leads a router to
main contributions of this paper are: select a different best BGP route, we refer to this asoa

e Identifying hot-potato BGP routing changes: Our algo- Potato routing change

rithm for correlating the IGP and BGP data (i) generates a T0 guide our characterization of hot-potato routing, we
sequence of distance changes that may affect BGP routRi§Pose a simple model that captures the path selectioegsoc
decisions, (i) classifies BGP routing changes in terms 8f a single router (which we denote avantage point

possible IGP causes, and (iii) matches BGP routing changgs Distance vector (per vantage point) The vantage point
with related distance changes that occur close in time.  has a distance vector that represents the cost of the shortes
e Evaluation in an operational network: We apply our IGP path to every router in the AS. The distance vector,
algorithm to routing data collected from a large ISP net- which changes in response to link failures and modifications
work, and identify suitable values for the parameters of theto the link weights, is a concise representation of the aspec
algorithm. Our study demonstrates that hot-potato routingof the IGP that can affect BGP routing decisions.
is sometimes a significant source of BGP update messaggsegress set (per prefix):Routers usually receive routes to
and can cause relatively large delays in forwarding-planea prefix p from multiple neighbors. When routes are tied
convergence. through step4 in the BGP decision process, stépsays
e Exploring the performance implications: We join our that the router selects the route learned from an external
stream of hot-potato routing changes with traffic measure-neighbor to reactp. We call each router that selects an
ments to evaluate the impact on the traffic matrix. We external route t@ an egress point tp (for example, routers
discuss how hot-potato routing changes can lead to (i)B and C' in Figure 1). Each egress point propagates the
packet loss due to forwarding loops, (ii) significant shifts  external route tg to other routers in the AS via iBGP. For
routes and the corresponding traffic, and (iii) inaccumcie routers that learn the route jovia iBGP (as route), the
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in measurements of the forwarding system. routes announced by all the egress points are equally good.
These contributions are presented in Sections Ill-V, fodld e call the set of all egress points fithe egress set gf

by a summary of our results in Section VI. For each prefix, the vantage point selects the egress point

(from the egress set) with the smallest distance (from the

Il. MODELING HOT-POTATO ROUTING distance vector). A hot-potato routing change occurs when a

In this section, we present a precise definition of a “hatantage point changes the selection of egress points fafix pr
potato routing change” and explain why identifying theskbecause of a change in the distance vector (i.e., that makes
routing changes in an operational network is surprisingthe new egress point closer than the old one). For example,
difficult. initially router A in Figure 1 has an egress setyobf { B, C'},



distances ofl0 and9 to B and C, respectively, and a best
egress point tp of C; then, when the distance t@ changes

to 11, A selects egress poinB. Our goal in this paper is
to determine what fraction of the BGP routing changes are
hot-potato routing changes in an operational network

B. Challenges of Characterizing Hot-Potato Routing

Given the egress set for each destination prefix and the
distance vector for each vantage point at any point in time, _ _
. . . . . Fig. 2. RouterA changes best route without distance change
it is relatively simple to determine which BGP messages weré
triggered by IGP routing changes. However, several factagssecond is not uncommon. This makes it difficult to identify
conspire to make the problem extremely challenging: which BGP routing changes are caused by hot-potato rout-
ing inside the AS. The Multiple Exit Discriminator (MED)
attribute introduces additional complexity because thePBG
instead, we must work with data from a limited number q(iiemsmn process compares MED values or!ly across routes

earned from the same next-hop AS, resulting in scenarios

vantage points. In addition, commercial routers offer tedi ) .
L ) : . where a router’s local ranking of two routes may depend on
opportunities for collecting detailed routing data—we ca] .
e presence or absence of a third route [13].

only collect measurements of the routing protocol messages
that the routers exchange among themselves. Collecting I&Rrarchy of iBGP sessions inside the ASLarge networks
measurements is difficult, because it often requires a paysioften employroute reflectorsto reduce the overhead of dis-
connection to a router located in a secure facility. Fortelya tributing BGP information throughout the AS [14]. However,
in link-state protocols like OSPF and IS-IS, the rout#o®d route reflectors make the dynamics of network-wide routing
the link-state advertisements (LSAs) throughout the nekwo changes extremely complicated, because they hide somesrout
allowing us to use data collected at one location to recaostr from the other routers in the network. In the example in
the distance changes seen at other routers in the netw@igure 2, routerD is a route reflector with clientsi, B, and
However, this reconstruction is not perfect because ofydelaC. Both A and D have shorter IGP paths 6 than B. When

in propagating the LSA from the point of a link failure orthe C—D link fails, router D shifts its routes from egress
weight change to other routers in the network. Collecting®Go egressB. However, sinced is a client of D, it too would
data from multiple routers is easier because BGP sessions ghange its routes to use egréd®ven though its own distance
over TCP connections that do not require a physical adjgcengector has not changed! Determining which BGP routes from
However, BGP messages from the operational router mustare caused by IGP changes requires knowing the route-
traverse the network to reach the collection machine, whigsflector configuration of the network and which BGP routing
introduces latency; these delays may increase preciseénwithanges fronD were caused by the IGP. Someder-counting

the IGP routes are changing. In addition, since BGP is a pa#ifot-potato routing changes is inevitable, though fotgshe

vector protocol, we only havthe best route of the monitoredanalysis on vantage points that are “top-level” route rédlec
router, making it difficult to know the complete set of routinghelps limit these effects.

choices that are available at any given tirfie.

Incomplete measurement data:ln a large operational net-
work, fully instrumenting all of the routers is not possible

Vendor implementation details: Although the routing pro-
Complex routing protocol dynamics: IGP routing changes tocols have been standardized by the IETF, many low-level
stem from topology changes (i.e., equipment going up @etails depend on implementation decisions and configurati
down) and configuration changes (i.e., adjustments to the lichoices. The vendor implementations have numerous timers
weights). Monitoring the IGP messages shows onlyeffiects  that control when the router recomputes the IGP paths, serun
of these events. In practice, multiple LSAs may occur closge BGP decision process, and sends update messages to BGP
together in time (e.g., the failure of a single router or atiaah neighbors. The router operating system may have complex
amplifier could cause several IP links to fail). If one LSAechniques for scheduling and preempting tasks when rfriltip
follows close on the heels of another, the routing systens dagyents occur close together in time. These router-levelildet

not have time to converge after the first LSA before the neghn have a first-order impact on the network-wide dynamics
one occurs. Similarly, a prefix may experience multiple BGEf hot-potato routing.

routing changes in a short period of time (e.g., a neighlgorin

AS may send multiple updates as part of exploring alternate Together, these issues suggest that computing an exact mea-
paths [12], [8]); or a hot-potato routing change might tegg Sure of hot-potato routing changes is extremely difficutigl a
multiple iBGP routing changes as the network converges. iipat we should seek approximate numbers based on reasonable
addition, the global routing system generates a constanhchheuristics.

of BGP updates, due to failures, policy changes, and (psjhap

persistent oscillations. Continuously receiving severadates 1. M EASUREMENTMETHODOLOGY

2A proposal such as the IETF’s BGP Monitoring Protocol [11Juiballow In this section, we presgnt our methOdOIng for measurln_g
a router to send all its routes to a prefix. hot-potato changes experienced by operational routegs. Fi
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Sec. 3.D| run on two distinct servers and timestamp the routing messag

Matching |<—— time window . ) e .. . .
! with their own local clocks; to minimize timing discrepaesj

_____________ both monitors are NTP synchronized.
tagged stream Our analysis focuses oh76 days of data collected from
of BGP updates January 2003 to July 2003. Because details of network topol-
Fig. 3. Identifying hot-potato routing changes. Dotted émare labeled with 0ogy, peering ConneCt_IVIty’ and the ‘?‘bsomte ”“mlf’er of nouti
the number of the subsection that describes it messages are proprietary, we omit router locations and nor-
malize most of our numerical results. We study data coltkcte
ure 3 presents the steps to correlate BGP updates from a viaom one route reflector per PoP (all Cisco routers) and, for
tage point with OSPF LSAs. (Each dotted box represents stegisiplicity, present the results for three of these vantagstg.
described in a particular subsection.) Section IlI-A prése To explore the effects of router location and connectiwitg,
the measurement infrastructure used to collect BGP updasetect three vantage points in PoPs with different properti
and OSPF LSAs. We describe how to compute the distanRé&h peeringis a router in a PoP that connects to a large
vector from the OSPF LSAs in Section IlI-B. Section IlI-Chumber of peers, including most major ISBame peerings
explains the classification of BGP routing changes in ternasrouter in a PoP that connects to some but not all major
of the possible causes. This sets the stage for the disousgieers. No peeringis a router in a PoP with no peering
in Section I1I-D about how to associate BGP routing changesnnections. Most traffic is directed to egress points in two
with related distance changes that occur close in time. nearby PoPs. The three PoPs are located in the eastern part of
the United States, relatively close to the location of the tw
A. Measurement Infrastructure route monitors.

In this paper, we study the backbone network of a tier-1 1Sp, R€S€ts of the monitoring session would affect the accuracy
This network has hundreds of routers that are located in a f@j°U" results, especially if IGP routing changes are cateel
dozen Points of Presence (PoPs) spread throughout the VY& IBGP session resets. Each of the BGP monitoring ses-
The ISP uses OSPF with areas as intradomain routing protocPns €xperienced at most five resets per month, perhaps due
OSPF weights are set to reflect the positioning in geograpfiflemporary disruption of the monitor’s connection to tastr
regions and traffic engineering constraints. The ISP usealeq ©' (e network. These results suggest that IGP events were no
cost paths when there are parallel paths for redundancy &hgdnificant contributor to iBGP session resets in the newo
better network utilization. The network also deploys an BG!N fact, the default keep-alive and hold timers for BGP sessi
hierarchy with two route reflectors per PoP. Top-level rou&?o a”‘?' 180.second§, respectively) make it unlikely that_—tra
reflectors are connected in a full mesh. sient disruptions during IGP convergence would affect iBGP

We have deployed an OSPF and a BGP monitor in thrigac_hab_ility. Bef_ore conducting our analy_sis, We_e_lirrmall
network. Figure 4 depicts our measurement infrastrucitie. destination prefixes where_ the BGP routing deuspns depend
OSPF monitor [15] is located at a PoP and has a direct physiBQI MEDs; to be conservatlve, we exclude any prefix Fhat had
connection to a router in the network. We connect our monitgPy BGP update with a non-zero MED attribute during the
to a router in area 0 to have complete view of the distancBEM0d of the data collection, which represent approxilyate
to reach each router. The monitor timestamps and archively® Of the total number of prefixes.
all LSAs. The BGP monitor has iBGP sessions (running over . )

TCP) to at least one top-level route reflector at each PoP dhd Computing Distance Vector Changes

is in the same peer group as the clients of the route reflectorOSPF is a link-state routing protocol where each unidirec-
Using aniBGP session allows the monitor to see changd®nal link is assigned an administrative weight that is dled

in the “egress point” of BGP routes. The BGP monitor alsthroughout the network in a reliable fashion [2]. Our algjfom
dumps a snapshot of its routes four times a day to provide processes the LSAs as they arrive to continuously track the
initial view of the best route for each prefix for each vantageSPF topology and compute the distance vector changes
point, so that we can later classify the type of BGP chan@@m each vantage point. First, our algorithm disregards an
as discussed in Section 1lI-C. The OSPF and BGP monitdtSAs that do not reflect a change in the OSPF topology;

-
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this process excludes OSPF’s periodic refresh LSAs as weflanges; additional experiments showed that the results we
as any duplicate LSAs sent in the reliable flooding proceswt sensitive to small changes in the size of the interval.
For the remaining LSAs, we emulate the OSPF shortest-path
computation [2] to determine the distance from each vantage o )
point to every other router at the boundary of the netwok,(i. &+ Classifying BGP Routing Changes
any router that could serve as an egress point for one or mor@he global BGP routing system generates a continuous
prefixes). stream of update messages, as shown by the example in
Some OSPF topology changes do not trigger distanEegure 6. This graph plots the number of BGP updates (left
changes. For example, some links with high OSPF weights gleaxis) and distance changes (rigjttixis) seen by the “rich
not appear on any shortest path (e.g., links under maintenapeering” router over one hour, with one-minute bins. In this
or provisioning); an increase in the weight or the failure afxample, the router sometimes makes several hundred BGP
the link would not affect any of the shortest paths. Also, sonrouting changes in a minute. In contrast, very few intervals
links always appear as part of multiple shortest paths alohgve more than a handful of distance changes, and these
with other links (e.g., parallel links between two routersthanges do not necessarily cause the router to switch from
A failure of one of these links will not trigger a distanceone egress point to another for any prefix. The large volume of
change. Other LSAs may change the distances for one vant8@P updates stems, in part, from the exploration of multiple
point but not another. Whenever an LSA changes one or maiéernate routes when a router switches from one best path
distances for a given vantage point, our algorithm prodaceso another [12], [8]. These short-lived BGP routes do not
new distance vector for that vantage point. If the vantagetpocorrespond to stable path changes but rathetrémsitionfrom
cannot reach another router (e.g., due to a failure or n&twane stable route to another. The details of path exploration
partition), we represent the distanceas Our study focuses depend on timing details at routers throughout the Internet
on the common case of distance changes from one finite valostead, in our study, we are interested in how IGP distance
to another. changes cause a router inside the AS to switch from one stable
In practice, multiple LSAs may occur close together inoute to another with a different egress point.
time. Even if these LSAs stem from different events (e.g., To focus on changes from one stable route to another, we
two independent failures), the delays in propagating thAd.Sgroup BGP updates at the same router for the same prefix
and in converging to new routes make it impossible to analy#eat occur close together in time, based on the “BGP updates”
these LSAs separately. Instead, we group distance chdmates¢urve in Figure 5. To generate the curve, we consider the
occur within a small time window into a single distance vectanterarrival times of the BGP updates from each vantagetpoin
change. We select the interval duration based on analysisfaf each prefix and plot the resulting cumulative distribati
our OSPF measurements, shown by the “distance changk&re than30% of the BGP updates have an interarrival time of
curve in Figure 5. To generate the curve, we consider the iinve seconds or less. This stems from theecond minimum-
terarrival times of the distance changes between eachagantroute advertisement timer used by Cisco routers to pace the
point, egress router) pairs and plot the resulting cumedatiupdate messages on iBGP sessions. Previous studies have
distribution across all pairs. About 5% of the distance ¢esn shown that interarrival times of arours) seconds are quite
occur within ten seconds of each other. These may correspaadnmon for external routing changes, since Cisco routegs us
to LSAs caused by a single physical event, such as rebooting 80-second minimum-route advertisement timer for eBGP
router. Otherwise, the curve increases gradually overahge sessions [12]. In Figure 5 about two-thirds of the BGP upslate
of values. Half of the distance changes have an interarrifadve a spacing of less thai® seconds. In the next Section,
time of more than 3400 seconds, and 10% are more thar apply a time interval of7f0 seconds for grouping BGP
252,000 seconds (almost a month). In the next Section, weessages to combine many of the transient updates occurring
apply a time interval ofl0 seconds for grouping distanceduring path exploration. Additional experiments showeal th



BGP update from vantage point

announcement(s)
withdrawal(r)

each BGP update. However, BGP routes moéstable in the
replace(r->s) operational network. Hence, our algorithm might mistajenl
match a BGP routing change with anrelateddistance vector
change. The BGP routing change might have been triggered
by an external event, such as a policy change or a failure in

g? another AS, that causedto be withdrawn or replaced by a
& less attractive route. Yet, a seemingly-related distarexsor
- s worse change could occur nearby in time that is consistent with the
.//\. vantage point’s decision to switch to routeln this situation,
Change in egress point ____ ] equally-good our algorithm would mistakenly associate the replacemént o
ic"rfég:‘:snsggrmi r by s with the distance change. (In practice, the IGP event
| segress? | might have caused a similar BGP routing change anyway if
Y S the external event had not happened first!)
Possible hot-potato change Although these kinds of mismatches are difficult to avoid

completely, three aspects of our algorithm reduce the like-
lihood of false matches: (i) preprocessing the distanc¢ovec
the results were not sensitive to small changes in the sizechnges and BGP update messages as discussed in Section Ill-
the grouping interval. B and llI-C, (ii) the fine-grained classification in Figure 7
Many BGP routing changes have no relationship to tphich eliminates many of the external BGP routing changes,
distance vector changes in the interior of the network. Dmgw and (iii) the careful selection of the time window for corre-
on the BGP decision process, our algorithm classifies Bdading the two datasets. To find the appropriate time window,
routing changes in terms of their possible causes. Starti§ first consider distance vector changes that occur within
with an initial BGP routing table, we consider a stream dgn minutes before or after the BGP routing change. Although
changes in the best route for each prefix. Figure 7 illustratgur algorithm did find occasional matches over the erttire
how we classify a BGP routing change from routéo route minute interval, the vast majority of hot-potato BGP rogtin
s for a prefix at a particular vantage point. Hot-potato rogitinchanges occurred withithree minutef the distance vector
changes cause a router to switch from one BGP route @ange, for reasons we explore in more detail in the next
another. As such, changing from or to a null route does n®gction. In experiments where we dmbt pre-process the
represent a hot-potato routing change. However, hot-pot&#SPF and BGP data, we tended to see a larger number
routing changes can causdo replacer. In this case, further Of (presumably false) matches in the large time intervals,
analysis helps narrow down the possible causes. 4hd s suggesting that our preprocessing is helpful for reducirey t
have the same egress point, a change in the distance veligiihood of false matches.
cannot be responsible. Our algorithm finds some matches where the BGP routing
Having different egress pointsegress and s.egress does change appears to happénr2 secondsbefore the distance
not necessarily imply that hot-potato routing is respolesib Vector change. Although this seems counter-intuitives tin
The new routes might be “better” than the old one at somedccur in practice for two reasons. First, the OSPF LSA may
earlier stage in the decision process; for examptaight have take longer to reach our OSPF monitor than for the related
a shorter AS path or a larger local-preference. Alternitive BGP update to reach the BGP monitor. The reliable flooding
the router might have been withdrawn; because our monitéf OSPF LSAs is typically implemented in software on the
sees only the best route at each vantage point, we can oifiyter, which may subject these messages to higher defays. |
infer that » was withdrawn ifs is “worse” thanr. Hence, contrast, BGP update messages are sent via a TCP connection
if » and s are not “equally good” through steis-5 of the between two routers; the IP packets carrying these messages
BGP decision process, we can dismiss hot-potato routing té@verse the hardware forwarding path through the routers.
a possible cause. If the routes are equally good, hot-pot&gcond, the BGP monitor has a coarser timestamp resolution
routing might be responsible if the relative “closeness” of théhan the OSPF monitor. To account for these two issues, we

two egress points has Changed_making the egress po|rﬂl"0W a Smallnegativetime difference between the distance
closer than egress point vector change and the BGP change. Therefore, we believe a

time window of (—2, 180) is a reasonable way to avoid false
) ) ) matches while still capturing the bulk of the real hot-potat
D. Matching Distance Changes with BGP routing changes. We use this window for the analysis in the
To further refine our inference that an IGP routing changest of the paper.
caused the vantage point to selagtwe inspect the stream
of distance vectors for this vantage point to se&.ifgress
became closer thanegress within some small time interval.
We verified the correctness of this algorithm using the noute This section presents a case study of hot-potato routing
testbed presented in [16]. In this scenario, all BGP routes a&hanges in an operational network. Our goal is to identify an
stable and the only changes are related to distance changesterstand the main properties of hot-potato routing casng
our algorithm correctly identified the OSPF LSA that causeadther than to highlight specific numerical values that rhigh

Fig. 7. Classifying BGP routing changes at a vantage point

IV. CHARACTERIZING HOT-POTATO ROUTING



! Vi B —— sent by the “no peering” router. Upon receiving a new LSA,
] 1," / the router must (i) rerun the IGP shortest-path computation
08 (ii) apply the BGP decision process to select the best rarte f
" x g / each prefix, and (iii) send update messages to BGP neighbors
h% 0.6 " P for the routes that have changed. The first two steps represen
éij ; / the time required to react to a distance vector change, and th
§§ o4 L third step depends on the number of BGP routing changes. The
3 N ’ / lab experiments evaluated only the first two steps. To have a
fair comparison, we also measure and report the delay batwee
02 v o the distance vector change and fivet prefix experiencing a
o no peering (First change) = hot-potato routing change.
0 dueis (opeer oS The graph shows that most hot-potato routing changes occur
0 30 60 90 120 150 180
time first BGP change - time distance vector change within 80 seconds of the distance vector change, which is

(seconds)

closer to the70 seconds upper limit of the lab results. The

Fig. 8. CDF of time lag between the distance vector changeraladed extral0 seconds are explained by the rate of LSA arrivals and

BGP rguti_n% changes, usiﬂg aéO-SeCdond window to garg;p 055#5) _Lf(ij 70- the number of routes in an operational router. When the fate o

second window to group the BGP update messages, al80) window . . RT . .

to correlate the distance vector changes with BGP routirsngés. LSAs is higher, the. likelihood of incurring th@'sec_ond delay
between consecutive shortest-path calculations incseds$e

vary from one network to another. Although most hot-potat%can process may require several seconds in an operational
router because of the large number of BGP routes. (e

routing changes occur withii0 seconds, extra delays ot cond timer restarts after thmmpletionof the previous

2 minutes sometimes arise due to the iBGP hierarchy aﬁgan' hence. the BGP reaction tirrrj1e also includpes the time

the transfer of update messages. The frequency of hotepo r’nn'n tr’1e scan process. These two factors contrilaute t

routing changes varies significantly across time and rou QF runni gt' i P h ’ i \;V ter. We di d:lh

location. Interestingly, the hot-potato BGP updates have gger reaction times n h€ operational router. We disties
S . |[Ieactlon times longer tha®0 seconds in the next subsection.

much more even spread across the destination prefixes than

the remaining update messages.

B. Transfer Delay for Multiple Prefixes

. ] ) The difference between the curve falt hot-potato changes

A. BGP Reaction Time to Distance Changes and the one for thdirst change corresponds to the delay to

Figure 8 presents the cumulative distribution of the deldyansfer BGP updates for multiple prefixes. When a distance
between a distance vector change and a correlated BGPgoutiactor change affects a large number of prefixes, the trans-
change for the “no peering” router from January 2003 to Juipission of the BGP update messages to iBGP and eBGP
2003. For comparison purposes, this graph also presents negghbors introduces additional delay. We study the effect
lab results from [16], which were generated from a contrblleof this additional delay by inspecting some large hot-pbtat
experiment with a router in a lab, using the same router mod#ianges. For example, for the “no peering” router one distan
deployed in the operational network. For this experimeht athange affected more th&0, 000 prefixes. Although the BGP
BGP routing changes were caused by an OSPF routing chargenge for the first prefix occuf$ seconds after the distance
The lab curve is almost perfectly linear in the range5of vector change, the routing change for the last prefix ocdurre
to 65 seconds due to the influence of two timers. First, tHt8 seconds laterl49 seconds after the OSPF change. This
router imposes &-second delay after receiving an LSA beforelelay is determined by the volume of updates to be transferre
performing the shortest-path computation to avoid mudtipland the TCP transmission rate between the vantage point and
computations when several LSAs arrive in a short period tife BGP monitor.
time [17]. A second LSA that arrives during this interval doe In our experiments, the BGP monitor is within a few
not incur the entire five-second delay, as evidenced by thendred miles of the “no peering” router and the update
small fraction of LSAs that experienced less than five sesonplackets travel just a few hops through the network. Longer
of delay. Second, the router hass@-second scan timer thattransfer delays might be possible over iBGP sessions batwee
runs periodically to sequence through the BGP routing talgpairs of routers with longer round-trip times, which mayoals
and run the BGP decision process for each prefix [18]. Tleentribute to longer delays in reacting to hot-potato mogiti
BGP change does not occur until the scan process runs ahdnges. We should expect lower (but still significant) giela
revisits the BGP routing decision for this prefix. As suchyith higher-speed routers. For instance, a test of a 40Gbps
the delay in the BGP routing change is uniform [l 65], router in a controlled environment found that the recovery
as evidenced by the straight line in the graph. A routérom a BGP session failure, for a session with 500 thousand
also imposes d0-second interval between two consecutiverefixes, can take up to 18 seconds [19].
shortest-path calculations, which explains delays if@Ge70] The transfer delay may also be responsible for the instances
range. in Figure 8 in which the reaction time exceetisseconds for

The graph shows a significant gap between the results the “first change” curve. These kinds of delays may be caused
the lab experiments and the curve fat hot-potato changes by the propagation of hot-potato BGP routing changes from
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one router to another, as shown in Figure 9. In the example,
routersA and B are route reflectors and routefs D, andE 50000 -
are egress pointg; is a client of A, and D and E are clients 0 ecccggogae000oYd -
of B. Initially, A and B select egress poind, with distances 130 135 140 145 150 155 160 165 170 175
of 18 and 8, respectively.A is unaware of the route vi& days

becauseB Only advertises its best route tb. When theB-D Fig. 10. Hot-potato changes across days and locations
distance increases fol:

1. The LSA is flooded throughout the network and eadlpresentative statistic for the frequency of hot-potatating
router computes new distances to For example, A and changes.

B compute new distances @1 and11, respeciively. Comparing the three curves in Figure 10 highlights the
2. After their scan timers elapsel and B rerun the BGP jnfluence of the location of the router on the likelihood of
decision process. Ifl runs first, A selects the egress pointhot-potato routing changes. Over the period of our studsy, th
C with a distance of20, since this is smaller thall. «rjch peering” router was always the least affected by diséa

-

-
.-

el .

Sometime afterwardd? selects egress poir. changes, as seen by the bottom curve lying very close to-the
3. B sends the new route (with egress palfj)tto A, andA axis in Figure 10. The likelihood that a distance changectdfe
selects egress poitit with a distance ofi9. the selection of the BGP best route depends on the proximity

Suppose a distance vector change triggers a large numbeffofhe router to each of its nearby egress points.
BGP updates froni, but some of these updates do not trigger To better understand the impact of router location, we study
hot-potato changes idl. Then, A may have to wait for the the connectivity of each vantage point using one typical BGP
transfer of a number of BGP updates before experiencingadle snapshot during our measurement period. Figure 11
hot-potato change. This explains some of the reaction timeesents in the x-axis the egress ID normalized by the total
longer tharg0 seconds in Figure 8. Other instances with longéumber of egress points and in the y-axis the number of
reaction times may also be due to false matches in assariatiiefixes per egress point for each vantage point in log scale.
a BGP routing change with a distance vector changes. Although there are hundreds of egress points in the network,
Combining the results of the “first change” curve in Figure 8ach vantage point routes most prefixes using very few of
and the transfer delays, a router’s reaction to distanceowecthem (the top-five egress points cover approximately 65% of
changes may také—-80 seconds for the first prefix and anprefixes for each vantage point). This plot shows that the top
additional 80 seconds (in extreme cases) for the remainiri§ree egress points for the “no peering” and the “rich pegrin
prefixes. Combining these effects, the vast majority of hotouters are exactly the same. We inspected these egreds poin
potato changes take place within three minutes of the distar@nd found that all of them are located at the “rich peering”

vector change, as shown by the “all changes” curve in FigurefoP. Given that all top-five egress points for the “no peéring
router are in other PoPs, this vantage point is more seasiiv

internal routing changes than the others (as seen in Fig)re 1

C. Temporal and Spatial Variability In fact, distance changes between the “no peering” router an

The influence of hot-potato routing varies significantljhe “rich peering” PoP have the potential to impact the BGP
across time. Figure 10 presents the number of hot-pot&tecision of over 90 thousand prefixes.
updates. For ease of presentation, the graph plots the day$She fact that the top-three egress points for the “rich
in increasing order of the number of hot-potato BGP routingeering” router are located in its PoP explains why very
changes and we only show thé days with higher number few distance changes cause the router to select a different
of hot-potato changes. The plot shows that on most days #gress point. This suggests that a natural way to reduce
routers did not experiencany hot-potato routing changes.the number of hot-potato routing changes would be to have
Still, on a few days the number was much higher. For th&ch peering atevery PoP. However, having rich peering at
“no peering” router, one day had00 thousand hot-potato all locations is infeasible in practice, due to distance and
routing changes, this unusually large number represeitdd geographic constraints. A service provider is bound to have
of the BGP routing changes on that day. The variability acrosouters in some remote locations that are not close to PoPs
the days may stem from natural differences in the time awd the other large providers. A study of sensitivity of the
location of IGP weight changes and maintenance activitame network to single link and router failures confirms this
The large variation across days makes it difficult to definevariation across routers [20]. In fact, this study pinpsitite
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Fig. 11. Number of prefixes per egress router potato routing changes has a much more even spread across

the prefixes.

“no peering” router as one of the most at risk of hot-potato The broader distribution across prefixes occurs because
routing changes in this network. Both the model presentelistance vector changes can affect the distances to reach th
in [20] and the tool presented in [21] can be used to determisgress points for a wide variety of prefixes. Still, some pesfi
the most sensitive routers in a network. do not experiencany hot-potato BGP updates, as seen in the

To summarize, the impact of hot-potato routing varies acrofiat portion in the upper-right part of the graph. This part of
days and locations; our measurements show that the fractithe curve corresponds to prefixes with a very small number of
of BGP routing changes due to hot-potato routing varied froegress points, including the prefixes that hav@nmle egress
0% to over 80% of the BGP changes of a router during aoint. Every router in the network would always pick this
day. Individually, the three routers do not experience hagingle egress point as the best egress point for the prefix. Th
potato routing changes all that often. The “no peering” eoutrelatively uniform distribution across the remaining pxe§
experiences hot-potato changes once a week on average. Hoay have important implications. For prefixes that gengrall
ever, for an entire network, across all prefixes, these amntave stableeBGRlearned routes, internal distance changes
occur much more often than per-router results suggest.eTheould be a primary cause of the BGP routing changes observed
are hundreds of routers in the network and they experieriagide an AS. Since some of these prefixes may be responsible
hot-potato routing changes at different times. The impdct for a large volume of traffic, limiting the frequency of hot-
internal changes depends on both the location and the aitenpotato routing changes may be useful to avoid large traffic
events that happened in a day. In the same day a routershifts and transient performance disruptions.
one location of the network may experience a large number

of hot-potato changes, whereas another has none. E. Cause and Duration of Distance Vector Changes

o ] A manual inspection of the distance vector changes re-

D. Hot-Potato Variation Across Prefixes sponsible for the hot-potato changes that affect the larges

Previous studies have shown that a small fraction of unstalfaction of prefixes indicates that their main cause is link
prefixes are responsible for most of the BGP route updates [#jaintenance. This result is consistent with a study of the
[8] and that the popular prefixes responsible for the bullhef t Sprint network [22]. The network of study has the policy of
traffic have very few BGP updates [8], [9]. The BGP routesicreasing the link weight to a very high value before taking
for the remaining prefixes stay the same for days or weeksdatwn the link, a procedure called “cost out” a link [23]. Most
a time. An interesting question is to what extent these tesubf the large hot-potato shifts are triggered by distancengha
translate to hot-potato changes. Figure 12 plots the cuivella caused by cost-in and cost-out procedures, and link fadure
distribution of BGP update messages across the destinatienovery. Router failures or reboots are rarer.
prefixes for the “no peering” router for June 2003, which was Many of these changes last for more than an hour. Figure 13
a typical month in terms of hot-potato routing changes. T&hows the complementary cumulative distribution functdén
compare our results with previous work, the graph plots thiee duration of link down events that triggered hot-potato
number ofBGP update messageather than the number of changes at least at one of the three vantage points. Although
BGP routing changes. The prefixes are sorted accordingamund 25% of hot-potato changes recover within ten minutes
their contribution to the number of BGP messages. The middiee majority of them (approximately 60%) last for more than
curve corresponds to all of the BGP messages. ABo%t of one hour. This result might seem in contrast with a previous
the prefixes contribut&é5% of the BGP updates, consistensstudy that shows that only 10% of link failures are longer
with previous findings [7], [8]. However, the bottom curvehan 20 minutes [6]. However, we only focus on the subset of
shows that the distribution of BGP updates causedhbts link failures that trigger hot-potato changes avaaly shortlink
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Hot-potato changes in BGP routing influence network per- 200
formance by causing shifts in the flow of traffic to neighbgrin
domains and extra delays in the convergence of the forwgrdin or P ; 3
plane. In addition, hot-potato changes can introduce inacy o - o B B
in active measurements of the forwarding plane and external 99.5 9955 996 99-6*:’%d?;gmegj;fmCiinsgejg-% 99 99.95 100
monitoring of BGP update messages.

% traffic affected

Fig. 15. Fraction of traffic affected by internal changes.

A. Performance Degradation
for March and April 2004, which is the timeframe for which

1) Routing and Traffic Shiftstot-potato routing can some- e also have traffic data available. Although the timeframe i

times cause a router to char_lge the egress points for mUIt'é\ilﬁerent, the “prefixes” curves in Figure 15 are qualitatw
destination prefixes, which will lead to a large number of BGE. - -
imilar to that in Figure 14.

updgte messages at the same time. Even if these de;tma IOf9|gure 15 shows that the percent of traffic affected by a
prefixes carry no traffic, this burst of updates may disrupt

the control plane by temporarily overloading the CPU o Istance vector change is roughly the same as the percent

) . .of prefixes. In fact, for the very large hot-potato routing
the routers. In Figure 14, we explore how many desnna“%?wanges, the traffic shift is even larger than the fraction of

prefixes are affected at a single router when a distance ehang_.. . .

. fixes would suggest. This occurs because the large shifts

occurs. More than 99% of the distance changes do not aff ) . ;
affect nearly every prefix that has multiple egress points.

the egress point for any prefix. The vast majority of intradorhe remaining prefixes include a large number of smaller

main events occur far away from the router, and as result do . .
: : customers that connect to the backbone at a single loc&ion.
not affect the path distances for nearby egress points. Even : !
. average, these customers do not receive as much traffic as the
when changes occur closer to the router, they might nottaffe

the router’s local ranking of the two closest egress poioitsf Other prefixes that are reachable via multiple egress posts

given prefix or might not last long enough to impact the BGE}reSUlt’ it is precisely the mongopular destination prefixes

- . at are most affected by the hot-potato routing changes,
decision. However, when hot-potato routing changesccur, leading to even larger shifts in traffic than expected.

the effects can be dramatic. For the “no peering” router & th . :
top curve in Figure 14, 0.1% of the distance changes aﬁ%ﬁtln fact, our detailed analysis of the Netflow data [25] shows

the BGP route for more tha#0% of the prefixes. at

These kinds of routing changes can lead to sudden increasksAlthough the likelihood of large traffic fluctuations is
in traffic at the new egress points and along the downstreanfmall, big changes do sometimes occun any given ten-
paths. To estimate these effects we used Cisco’s Netflow [24Jminute time interval, less tham02% of the traffic matrix
measurements at each vantage point as explained in [25]glements studied have a traffic variation of more thian
These measurements report the number of bytes in ten-minutémes the normal traffic variations. However, some elements
bins that enter a vantage point toward each destinationxprefi vary by more thani times the normal variations several
In Figure 15, we replot the graph from Figure 14 together times a week.
with the fraction of traffic affected by distance vector chas 2. Most routing changes do not cause much variation in
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externalddestinati would not happen in a network running MPLS, because
3 packets would be tunneled from the ingress router directly
to the egress.
According to a previous study of packet-level measurements
in a large ISP backbone [26], most forwarding loops last for
less thanl0 seconds. This is consistent with typical delays

| ) loop |

'B first, and C sel Aand

| Changes 10 cgress D hasn' changed 1 B yel for IGP convergence [6], [27]. However, the study also found

”””””””””””””””””””””””” that, for one of the links, about5% of the loops persisted
Fig. 16. Transient forwarding loop for packets destinedito for 10-60 seconds. Based on our results, we speculate that

these forwarding loops can be explained by hot-potatomguti

the traffic matrix. Previous studies [9], [8] have shown thaE:hanges.

routing changes typically do not cause large traffic shifts; The convergence problem, while serious, can be addressed
most BGP routing changes affect destination prefixes th@} changing router implementation. There are already many
receive very little traffic. changes of router implementation and configuration to reduc
3. Routing changes are responsible for many of the large IGP convergence [28], router vendors can also change the
traffic shifts: In nearly 60% of the instances where a trafficinteraction between OSPF and BGP inside routers. Routers
matrix element fluctuated by more thaf times the normal could have an event-driven implementation that immedjatel
variation for the traffic change could be explained by a BGRvisits the BGP routing decisions after a change in the
routing change. In particular, the largest variations @ thintradomain topology. For instance, Juniper routers aneene
traffic matrix were caused by hot-potato routing changesversions of Cisco’s I0S no longer have a scan timer.

2) Slow Forwarding-Plane ConvergenceCompared to
other kinds of routing changes, hot-potato routing changgs mMeasurement Inaccuracies
cause longer delays in forwarding-plane convergencegsinc
each router must recompute its IGP routesd rerun the
BGP decision process before updating the forwarding tab
Differences in when the routers revisit their BGP decisicens

lead to transient forwarding loops, as illustrated in Fegl6.

In this example, the AS has four routers and two egress poin sl) Active Pmt_’es of the Forwarding PlaneThe (_eff_ects
to prefix d. The numbers on the edges represent the | slow forwarding-plane convergence may be difficult to

link weights, and we omit the full-mesh of IBGP sessiongf’]lpture u_sing traditiqnal active measurement techni_(ﬁes.
for simplicity. At first, routersB and C both identify router ¥'°€ providers and third-party measurement companiesoglepl

A as the closest egress point, causigo direct traffic to probe machines in various parts .Of the network in Qrder
d through B. When the weight of théd3—A link increases to t‘? exercise the paths between pairs of hosts. Referring _to
111, both routers eventually switch to the route learnedat Figure 16, suppose the provider connected one probe machine

However, if B runs its BGP decision process first and updaté}% routerA and another to routeD. Probe packets sent from
to D would traverse the patil—B—C-D. When the IGP

its forwarding table,B starts forwarding traffic destined to

d toward D while C continues to forward the traffic towardwe'ght of the5-A link c_hanges, these probes might experi-
A—resulting in a forwarding loop. ence temporary loss while the IGP reconverges. However, the

forwarding path of the probe packets wouldt be affected

During the interval befor& runs its decision process andb the 60-second scan timer since there would be no change
updates its forwarding-table entry fd; all packets destined . y 9

to d are caught in a forwarding loop betweéhand C. The in the egress point used to reach the destination address of

packets would repeatedly traverse the loop until the IP Timtepe probe packets; botlf and ' continue to use the egress

to-Live (TTL) field expires, causing one of the routers tgomtD to reach the destination probe machine. This is true,

discard the packet. The forwarding loop causes packet twss :ﬂggg:?lggr ,Fb)\rsoz(zclﬂa(r::égiz:Z?r:e(:rzznk?eiwg:nsgﬂglsi?ﬁs of
the hosts communicating witth and increased congestion for ' '

other traffic traversing th&—C' link. Depending on the align- probe machines would only capture the transient effectS Bf

ment of the BGP scan timers on the two routers, this proble%ﬁgggége:\zechgzgl n((:); ttt?incomgmi?fz -r?niiczoizl;]/e;%?rg‘eho
can persist for up t60 seconds, even though the intradomai} ' y cap 9 P P

routing protocol has convergédlf TCP transfer latency or potato routing changes would require a more complex active
measurement infrastructure with probe machines reachable

the iBGP hierarchy cause larger delays in forwardmg—platerough multiple egress points.

convergence, the loops can persist even longer. Such Ioopi) External Analysis of BGP Updates hot-potato routing

3 . change does not necessarily cause an AS to advertise new

Note that the extra convergence delay for hot-potato rgutihanges BGP iahbori AS Fi h licy f
does not affect the stability of the forwarding path for the iBGP sess routes to _ne'g . ormg es. First, t e exp(_)r_t policy tor
themselves. The IP packets sent over iBGP sessions traneedre routers the eBGP session might filter the route. This decision depend
within the backbone and the foryvardmg of traffic betweensﬁheou_ters on the commercial relationship with the neighbor (e.g.,uieo
depends only on the IGP! The delivery of BGP updates to outermwnitor | df d b d h d
is not affected either, since the network has a single egreiss to reach the earnea irom one peer WOL_" pot € exported to anot er) an
monitor. on whether route aggregation is performed. Second, therout

Active measurement analysis of the performance of IP
rbetworks or passive measurement analysis of routing and
traffic that ignore the interaction between IGPs and BGP may
lead to inaccurate conclusions.
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might decline to forward the new route if it does not diffefead to a change in the properties of the end-to-end paths for
significantly from the old route. For example, routers tytlic traffic entering AS1 at routerC. However, the link failure
performnon-transitive attribute filterindo avoid propagating doesnot cause a change in the BGP route/atand, as such,
routes that differ only in local attributes (like BGP nexdgh the change is not visible to the measurement system. When
or local-preference) rather than global ones (such as Alg).patviewed from outside the AS, a hot-potato routing change that
Third, the router might not propagate the route due to BGfects a large number of prefixes in one network may also be
timers, such as the minimum-route advertisement timet, thadistinguishable from a BGP session reset at another yearb
are used to pace the rate of updates to neighboring ASeslotfation. This lack of visibility is a challenge for toolsrfo
the router changes its best BGP route for the prefix multiplecating the origin of BGP instability such as [31], [32], as
times during the interval, the intermediate BGP routes @outliscussed in more detail in [33].

not be visible to the neighbor.

For a rough estimate of the externally-visible updates, we
look at BGP routing changes that affect th& path attribute
since these would be propagated to neighboring domainslhe interplay between intradomain and interdomain routing
subject to the export policy and the BGP timers. In Figure 1as important implications on the stability and efficiendy o
if A is using the route via AS3, when C switches to Internet routing and, in turn, on end-to-end performanoe. |
egress point3; we would not classify this routing change aghis paper, we presented a methodology for joint analysis of
externally visible. However, if routed’s best route was the OSPF and BGP measurement data and a characterization of
one learned from A2, the AS path would change; routerthe interplay between the protocols in an operational ngtwo
C would propagate the new route to its eBGP neighbor@ur results show that hot-potato routing plays an important
Looking over the month of June, we estimate that aroutid role in BGP routing changes, and that BGP updates can lag
of the hot-potato routing changes seen at the “no peering? seconds (or more!) behind the related IGP events. This
router would be sent to its neighbors; this would account felelay can lead to surprisingly high latency for forwarding-
5% of the externally-visible BGP routing changes. For thplane convergence that greatly exceeds the typical detays f
“some peering” router, these two numbers &fé and 2%, IGP convergence [6], [27].
respectively—about 60% smaller than for the “no peering” The frequency and impact of hot-potato routing depends on
router. Although these average numbers are relativelylsméhe topology and configuration of the network under study.
the values vary substantially from day to day; on one dky Indeed, even routers in the same network can be more or less
hot-potato updates at all three routers had changes in the iAfpacted by hot-potato routing changes depending on their
path. location and on the intradomain routing changes that haggben

during the measurement period. This dependency on vantage
d point has important implications for network performance
and routing measurements. We also show that large traffic
variations, while rare, do sometimes happen. Although most
®) routing changes typically do not affect much traffic, rogtin
is usually a major contributor to large traffic variations. |
particular, hot-potato routing changes are responsihié¢hfe
largest shifts in the traffic matrix.
© After the publication of our initial results on hot-potato
T_BGP data
collection routing [16], two follow-up studies have confirmed and ex-
tended our results. First, the work in [34] analyzed theatéfe
of BGP routing changes in the same backbone network we
studied, using newly-available BGP feeds from each of the

These externally-visible BGP updates may affect the resultorder routers. Capitalizing on the additional data, thuelyst
of research studies based on public BGP routing data [28fnfirmed that hot-potato routing changes were responsible
[30] collected from eBGP sessions with routers in large ASé&sr most of the large routing and traffic shifts. Comparing
throughout the Internet. Depending on which router in an ISRrectly with our results, the study confirmed that 95% of the
network connects to these public servers, the contribution large hot-potato shifts were also detected by our algorithm
hot-potato routing changes to the data may vary signifigantlThis demonstrates the accuracy of our algorithm. Second,
Hot-potato routing implies that different routers in an A8yn researchers at Sprint showed that network operators need to
pick different BGP-level routes. Referring again to Figi account for the influence of the IGP weights on the selection
suppose that routet chooses the route via ASbased on an of egress points when doing traffic engineering [35]. Sattin
arbitrary tie break, such as the router ID. Based on hottpotdGP link weights without accounting for possible changes in
routing, routerD selects the route througB and routerC'  the egress points can lead to routing configurations thatecau
selects the route through. As such, BGP data collected fromunnecessary congestion.

D would only reveal the route via AS. Now suppose that a  Although network designers and operators can try to prevent
failure occurs on the link connecting routédrto AS 2. Then, hot-potato routing changes, we believe that the Intermetis-
both A andC would switch to the route via AS, which may ing architecture should evolve to have less coupling batwee

VI. SUMMARY

eee\

Fig. 17. BGP changes are not detected at data collectiort. poin



interdomain and intradomain routing. We are exploring nejs]
approaches for egress-point selection as part of our oggoin
work [36]. [24]
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