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eDistributed DBs are not designed to handle skewed 1.Smelter, the first distributed database that: e How does Smelter’s throughput compare to a
workloads, which are common in real applications. , baseline state-of-the-art distributed DB?
eLeads to distributed DBS’ throughputs < single- e Scales storage capacity and throughput for non-skewed parts of a workload, and « How well does Smelter scale throughput, com-
machine DBs’ throughputs by an order of magnitude. e Approaches the throughput of a networked, replicated single-machine DB under oared to its baseline?
:>Cf)ckroac.hDB (48 se!’vers) TPC-C: 100K tps. skewed workloads. Baselines: CockroachDB v20.1.9, Cicada.
—>Cicada (single-machine) TPC-C: 6M+ tps. o g | .
eBecause distributed DBs lack single-machine DBs’ 2.Novel dual-DB architecture that introduces: Implementation
throughput multipliers: | e A specialized concurrency control (CC) protocol that fuses a single-machine Fuses together:
—>Local optimizations are only applicable to , | | ith 3 distrib d 's distrib d d J—
systems that exist on one server. DB’s local CC with a distributed DB’s distributed CC, an ° Cockroa'(;hDB (SIGM.OD. 20) is an open-source,
=Short transaction lifetimes shorten the duration o A specialized replication protocol that replicates a high-throughput single- production-ready distributed DB written in Go.

for which conflicting accesses are blocked.

e Cicada (SIGMOD ‘17) is a research single-

machine DB written in C++.
3.Evaluation that shows an order of magnitude better throughput than a state-of-the — Added networking and Welder replication.

-art distributed database under skewed workloads.

machine database without neutralizing performance.

Design Insight

e Embed a single-machine DB into a distributed DB.

Results
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e Challenge: guarantee process-ordered serializability . Coordinator & T —— 4 CC = Concurrency Control Level of Skew
WITHOUT neutralizing hotshard’s throughput. o o (Raft group) Dist = Distributed H . "
e Solution: Alloy Concurrency Control Protocol. CB/' | | Dist CC (@) T roughput varying skew
eEnforces non-conflicting, serial orders on both . . .
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distributed and single-machine DBs. 2 90K F e
*One-Touch commit: txns touch hotshard once, Alloy Concurrency Control Protocol Welder Replication Protocol P / o
hotshard unilaterally commits txns on both DBs. , o 60K 7
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e Solution: Welder Replication Protocol. S A ' ' | t, ’ * [ty e o[- 0 L—m— 1+ —» 1 —
. . erver W(A) | \ | I Com}n).’{ t ARARAA G Asynchrously t S e Asynchrously t
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