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Overview
Goal: build an end-to-end question answering 
system that can use full Wikipedia to answer any 
factoid question.

“Machine Reading at Scale" (MRS)

Q What is question answering?  A a computer science 
discipline within the fields of information retrieval and natural 
language processing

Q What is the answer to life, the universe,  
and everything?   A 42

Q Who was the winning pitcher in  
the 1956 World Series?  A Don Larsen

Our system DrQA:

Try it out yourself! 
https://github.com/facebookresearch/DrQA
Document Retriever + Document Reader

• Document retriever: finding relevant articles from 5 million 
Wikipedia articles 

• Document reader (reading comprehension system): 
identifying the answer spans from those articles

• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
• WebQuestions                   (Berant et al, 2013) 
• WikiMovies (Miller et al, 2016)

Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!

Wiki 
Search

unigram +bigram

SQuAD 62.7 76.1 77.8
TREC 81.0 85.2 86.0
WebQuestions 73.7 75.5 74.4
WikiMovies 61.7 54.4 70.3

Who did Genghis Khan unite 
before he began conquering 
the rest of Eurasia?
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The input vectors consist of: 
• Word embeddings 
• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
Mellon U)

62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2

Performance on SQuAD

Finding Relevant Articles

Full Results

Method Dev Test
EM F1 EM F1

Dynamic Coattention Networks (Xiong et al., 2016) 65.4 75.6 66.2 75.9
Multi-Perspective Matching (Wang et al., 2016)† 66.1 75.8 65.5 75.1
BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1
Full 78.8
No f

token

78.0 (-0.8)
No f

exact match

77.3 (-1.5)
No f

aligned

77.3 (-1.5)
No f

aligned

and f
exact match

59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.

(single model, Feb 2017)

Ps(i) = softmaxi(qWsp̃i) Pe(i) = softmaxi(qWep̃i)
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Exact match  
(top-1 prediction)

Large-scale QA + Machine comprehension of Text

https://github.com/facebookresearch/DrQA

