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ABSTRACT
Click model has been positioned as an effective approach
to interpret user click behavior in search engines. Existing
advances in click models mostly focus on traditional Web
search which contains only ten homogeneous Web HTML
documents. However, in modern commercial search engines,
more and more Web search results are federated from multi-
ple sources and contain non-HTML results returned by other
heterogeneous vertical engines, such as video or image search
engines. In this paper, we study user click behavior in feder-
ated search results. In order to investigate this problem, we
put forward an observation that user click behavior in feder-
ated search is highly different from that in traditional Web
search, making it difficult to interpret using existing click
models. Thus, we propose a novel federated click model
(FCM) to interpret user click behavior in federated search.
In particular, we introduce two new biases in FCM. The
first indicates that users tend to be attracted by vertical re-
sults and their visual attention on them may increase the
examination probability of other nearby web results. The
other illustrates that user click behavior on vertical results
may lead to more indication of relevance due to their pre-
sentation style in federated search. With these biases and
an effective model to correct them, FCM is more accurate in
characterizing user click behavior in federated search. Our
extensive experimental results show that FCM can outper-
form other click models in interpreting user click behavior
in federated search and achieve significant improvements in
terms of both perplexity and log-likelihood.

∗This work was done when the author was an intern at Mi-
crosoft Research Asia.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
WSDM’12, February 8–12, 2012, Seattle, Washingtion, USA.
Copyright 2012 ACM 978-1-4503-0747-5/12/02 ...$10.00.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Algorithms, Measurement, Experimentation

Keywords
click model, federated search, log analysis

1. INTRODUCTION
Utilizing user click behavior in log data to understand

user preference of search results is one of the most essential
techniques for commercial search engines. Log data con-
tains valuable information about user preference and can be
collected at a low cost in most commercial search engines.
This may in turn help search engines better entertain their
users or deliver user-preferable advertisements. However,
user click behavior in a commercial search engine may con-
tain noise and biases. Many attempts have been made to
address these challenges and most of them formalized this
issue of learning an unbiased document relevance from user
click data as a click model problem.

A well-known bias that needs to be corrected to learn an
effective click model is position bias, where a document ap-
pearing in a higher position will attract more user clicks even
it is not as relevant as other documents appearing in lower
positions. As a result, the often used metric click-through
rate (CTR) is not an exact measure of document relevance.
Granka et al. [12] firstly observed this bias in their eye-
tracking experiments and a lot of research has been done
since then with the goal of inferring an unbiased relevance.
Richardson et al. [20] proposed to increase the relevance
of documents in lower positions by a multiplicative factor.
Craswell et al. [7] later formalized this idea as the exami-
nation hypothesis, which states that a document is clicked
if and only if it is both examined and relevant. More re-
cent work extended these methods to better interpret user
click data in either organic Web search [5, 11, 13] or online
advertising in sponsored search [26, 23, 21].



Despite of their successes, existing click models in or-
ganic Web search mostly focus on traditional Web search
which contains only ten homogeneous HTML documents,
which are often referred to as ten blue links in the promi-
nent literature. In modern commercial search engines, more
and more Web search results are federated from multiple
sources and contain non-HTML results returned by other
heterogeneous vertical engines. For example, the result of
the query ‘Michael Jordan’ in Bing is shown in Figure 1.
Besides the traditional HTML documents, it also contains
results from vertical search engines such as image, video and
news. It is obvious that the vertical results differ from tra-
ditional HTML documents due to the difference in presen-
tation, layout, attractiveness, etc, which may in turn af-
fect users’ browsing behavior and their decision to perform
clicks. However, previous click models are unable to address
this issue since they assume the unique existence of ten blue
links. As a result, modeling user click behavior in the fed-
erated search is an important but under-explored research
problem.

Figure 1: Screenshot of the Bing SERP page show-
ing vertical search results at different slots.

In this paper, we first study the user behavior in feder-
ated search and put forward an observation that user be-
havior in federated search is highly different from that in
traditional Web search. To better characterize user behav-
ior in federated search, we propose a novel Bayesian model
called Federated Click Model (FCM), which introduces two
new biases in order to capture the distinctive user behav-
ior in federated search. The first illustrates that users tend
to be attracted by vertical results and the visual attention
on them will increase the examination probability of other
nearby web results. This motivates us to reconsider the ex-
amination probability of each document in federated search
and develop an attention model beyond the cascade hypoth-

esis [7]. The other bias is due to the fact that vertial results
have a special presentation style in federated search, user
clicks are more highly correlated with the relevance of the re-
sults, which may impact the examination probability of the
other Web documents. FCM takes these biases into account,
leading to better characterizations of user click behavior in
federated search. We conduct extensive experiments on a
large-scale commercial dataset to evaluate the effectiveness
of FCM in federated search. Experimental results demon-
strate that FCM outperforms other existing click models and
achieves significant improvements in terms of both perplex-
ity and log-likelihood.

2. BACKGROUND & RELATED WORKS
In this section, we present the background and related

works of click model, as well as works more closely related
to federated search.

2.1 Click Model
We begin by stating some definitions and notations of click

model. When a user submits a query q, the search engine
returns a list of ranked documents as search results. A search
session within the same query is called a session, denoted by
s. The user examines some search results and clicks some or
none of them. In our study, we only consider the first page
of a session. We assume that the search engine results page

(SERP) containsM documents, denoted by {d1, d2, . . . , dM}
where di is the document at position i from the top of the
page. Usually, there are 10 traditional Web documents on
the first page.

We use three binary random variables Ei, Ci and Ri to
represent the examination, click and document relevance
events of the document at position i.

• Ei = 1: the document at position i is examined.

• Ci = 1: the document at position i is clicked.

• Ri = 1: the document at position i is relevant.

Specifically, Ci is observable from the sessions while Ei and
Ri are hidden random variables. We use the parameter rdi
to represent the document relevance:

P (Ri = 1) = rdi . (1)

Next, we introduce two important hypothesis: examination

hypothesis and cascade hypothesis, which are the foundations
of most existing click models.

Examination Hypothesis ([20, 7]) assumes that a doc-
ument is clicked if and only if it is examined and relevant,
which can be formulated as:

Ci = 1⇐⇒ Ei = 1, Ri = 1 (2)

where Ei and Ri are independent. More precisely, we can
represent the click-through rate as:

P (Ci = 1) = P (Ei = 1)
︸ ︷︷ ︸

position bias

P (Ci = 1|Ei = 1)
︸ ︷︷ ︸

document relavance

(3)

where P (Ri = 1) = P (Ci = 1 | Ei = 1) indicates the
probability of click after examination. [20] assumes that the
examination probability depends solely on position i, and
thus P (Ci = 1) = λirdi , in which λi models the position
bias.



An extension of the examination hypothesis is the user

browsing model (UBM) [11]. It assumes that the examina-
tion probability P (Ei = 1) = γi,i−li , which depends not
only on position i, but also on the distance from the last
clicked position li = max{j : j < i, Cj = 1}. Thus

P (Ci = 1) = γi,i−li × rdi (4)

The Bayesian browsing model (BBM) [17] uses exactly the
same model assumptions as UBM, but adopts a Bayesian
algorithm for model inference.
Cascade Hypothesis [7] assumes that the user scans

linearly from top to bottom of the search result page. Thus,
a document is examined only if all previous documents are
examined and the first document is always examined.

P (Ei+1 = 1 | Ei = 0) = 0 (5)

P (E1 = 1) = 1 (6)

Based on the hypothesis, the cascade model [7] constrains
that a user will continue the examination until the first click,
and then she abandons the whole search session:

P (Ci = 1 | Ei = 1) = rdi (7)

P (Ei+1 = 1 | Ei = 1, Ci) = 1− Ci (8)

The dependent click model (DCM) [14] generalizes the cas-
cade model to allow multiple clicks:

P (Ei+1 = 1 | Ei = 1, Ci = 1) = λi. (9)

Another two important extensions to the cascade model
are the Click Chain Model (CCM) [13] and the Dynamic

Bayesian Network Model (DBN) [5]. CCM assumes that the
probability to continue examination after a click depends on
the relevance of the clicked document and ranges between
two parameters α2 and α3:

P (Ei+1 = 1 | Ei = 1, Ci = 0) = α1 (10)

P (Ei+1 = 1 | Ei = 1, Ci = 1) = α2(1− rdi) + α3rdi (11)

DBN distinguishes the “perceived” relevance and the “ac-
tual” relevance and assumes that the actual relevance de-
cides whether the user will examine the next document:

P (Ei+1 = 1 | Ei = 1, Ci = 0) = ζ (12)

P (Ei+1 = 1 | Ei = 1, Ci = 1) = ζ(1− sdi) (13)

where parameter sdi is the actual relevance (or refered to as
satisfaction) of document at position i.
Most recent works on click models incorporate more fac-

tors into user modeling: The post-click click model (PCC)
[25] incorporates post-click behaviors (dwell time, whether a
user has the next click, etc) into the click modeling; [15] ar-
gues that user clicks cannot be explained only by relevance
and position bias, but also the user intents; The session

utility model (SUM) [10] measures the relevance of a set of
clicked documents as the probability that a user stops the
session; The joint relevance examination model (JRE) [21]
and temporal click model [23] capture the externality factor.
[21] states that the relevance of a document is not a con-
stant but affected by clicks in other positions and extends
the UBM model by integrating a new parameter δηi where
ηi is the total number of clicks on positions other than i; [23]
verifies the existence of externalities based on two advertise-
ments and models their competition in click prediction. The
whole page click model (WPC) [6] considers the search result

page including the organic search and sponsored search as a
whole to perform the CTR prediction; The task-centric click

model (TCM) [24] characterizes user behavior related to a
task as a collective whole; The general click model (GCM)
[26] treats all relevance and examination effects as random
variables and allows multiple biases.

The main divergence of our work with previous results is
that we focus on understanding the user click behavior in
federated search which contains vertical results. To the best
of our knowledge, this is the first attempt to combine click
model with federated search.

2.2 Federated Search
In traditional Web search engines, a ranked list of Web

documents is retrieved in response to a user’s query. This
old-school paradigm becomes less effective since the infor-
mation which the user is seeking is not always contained
in a single document or category. Thus, to approach users’
expectation, many search portals have assembled relevant
contents from specific sub-collections, and placed them in an
interface called verticals. [18] referred the method that inte-
grates verticals into Web search results as federated search

or aggregated search. Figure 1 introduces 3 major kinds of
vertical results: image, video, and news, which are displayed
in collections of single vertical documents embedded into the
search engine results page (SERP).

This presentation of heterogeneous search results is be-
lieved to be promising and able to leverage user searching
experience to higher levels. Previous studies mainly concen-
trate on several aspects:

• Most prior work [8, 16, 9, 3, 4] focuses on vertical se-

lection — the task of determining, with a given query,
which verticals, if any, should be presented alongside
Web search results.

• Vertical composition is another important task, which
is given multiple, already known to be relevant verti-
cals, how one places them relative to Web search re-
sults [19, 2, 1].

• Furthermore, several studies have been done to inves-
tigate user preference behavior. For example, [22] in-
vestigates the effects of position and relevance on click-
through behavior and finds a positive correlation be-
tween them.

Unlike prior works on federated search, we are working on
a click model problem to automatically infer document rele-
vance based on user click behavior. Besides the position bias
in existing click models, we focus on illustrating the other bi-
ases introduced by the federated search and designing a new
model to correct these biases to infer a more accurate doc-
ument relevance. This is not covered by previous research.

3. USER BEHAVIOR ANALYSIS
In comparison with web results, vertical results contain

media types which make user behaviors vary according to
different entities. In this section, we investigate the impacts
of verticals on the click-through rate (CTR) of web results
and present a click log analysis to reveal the essential differ-
ence between vertical and web results. From the outcome of
this analysis, we got an inspiration to build up an effective
click model for federated search.



As a motivational experiment, we have collected a three-
day click log dataset in June 2011 fromMicrosoft Bing search
engine, and randomly sample 20, 000, 000 query sessions with
4, 276, 432 distinct queries. In this paper, we focus on 3 ma-
jor verticals: image, video and news; only sessions of at least
one image, video or news result are undertaken. We treat
each vertical result as a single document and a vertical is
clicked if one of its internal urls is clicked. Every kind of
verticals displays at most once in the SERP; therefore, in-
cluding 10 traditional web results, a SERP contains at most
13 results from top to bottom. Moreover, in our observed
data, image, video and news verticals account for 14.23%,
31.04% and 54.73% respectively among all verticals. Figure
2 illustrates the distribution of positions where verticals are
placed, and Table 1 indicates the average CTR of web and
vertical documents over different positions. It is clear to see
that the verticals are mainly placed in three positions: posi-
tion 1 (top), position 4 (middle) and position 11 (bottom).
Also, Table 1 shows that the average CTR of vertical doc-
uments is generally lower than that of the web documents,
especially at the top 2 positions.
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Figure 2: The distribution of positions where verti-
cals are placed.

@1 @2 @3 @4 @5
Web 53.71% 10.50% 5.09% 2.95% 2.27%

Vertical 19.09% 3.70% 8.35% 2.43% 1.08%

Table 1: The average click-through rate of web and
vertical documents at position 1 - 5.

In the first experiment, we study the top 3 positions and
explore the relationship between click patterns and types of
the top results returned by the search engine. As receiv-
ing a high percentage of clicks, the top three results have a
great positional advantage. Meanwhile, it is less likely that
they are affected by other results underneath. We group ses-
sions by the types of top three results, for example, “WVW”
means that the top three results from top to bottom are
from web, vertical and web respectively. For each group, we
compute the probability distribution of 8 different click pat-
terns (000, 001, 010, 011, 100, 101, 110, 111) where 1 means a
click while 0 means a skip. We discard sessions with the
top results “VVV” and “VWV” which occur only few times
and report the results in Figure 3. According to the re-
sults, we attain the following observations: (1) Comparing
“WWW”, “WVV”with “VWW” and “VVW”, if the first im-
pression is a web result, then with a high probability, users

will click the first one and perform no clicks in lower posi-
tions. On the other hand, if the top results are verticals,
users tend to scan from top to bottom until reaching the
first web result, thereby the positional bias among the top
results diminishes. (2) The difference between the distribu-
tions of “WWW”and“WWV”shows that, if the third result
is a vertical, the probability of “100” decreases significantly,
whereas “010” increases. The existence of a vertical result
at position 3 decreases the position bias at above positions,
i.e., for the case of “WWV”, users are more likely to ex-
amine the second results. (3) The group “WVW” has the
highest probability of the click pattern “100” (71.50%). In
the same manner, the existence of vertical will increase the
CTR of the results in above positions while decrease that of
the below results.

To further investigate the impact of verticals on the web
documents, we perform a second experiment: In order to
avoid the joint effects of several verticals, we only keep those
sessions with exactly one vertical (more than 85.0% of the
dataset has only one vertical). We group sessions by position
and type of the vertical, then compute the average CTR of
web documents at other positions. In addition, we retrieve
the sessions without any verticals from the same three days’
log data and also compute the average CTR of web results
at position 1 - 10. We only consider the sessions where the
vertical is placed at position 1, 2, 3, 4, 5, 6 and 11 since
position 7 - 10 only occupy 0.06% of the sessions in the
whole dataset. The result is summarized in Table 2. The
darker the color is, the more significantly the CTR increases.
The average CTR at position 1 for traditional Web search
is 57.27%. If there is an image vertical at position 3, the
CTR of the first position decreases to 25.13%, but the CTR
of the second position increases from 8.87% to 10.57%. In
general, we observe that, except position 1, either image or
video vertical has an obvious influence on the CTR of web
documents, especially when the web documents are placed
closely with the vertical. In particular, the CTR increases
100% ∼ 200% in many lower positions. On the other hand,
there is no apparent increase when a news vertical is placed,
this may be mainly attributed to the presentation style of
news since it is actually still text-based document and the
font sizes are similar as web results.

In the third experiment, we focus on users’ behaviors af-
ter clicking a document. We explore the probability of a
click being the last click of the session in terms of the po-
sition and the type of the clicked document, since last click
is believed to be informative and a good indication of user
satisfaction [5]. Figure 4 illustrates that clicks on vertical
results have significantly higher probability of being the last
click except for position 1. For the exception of position
1 in Web, this may be driven by the high percentages of
navigational queries like ‘microsoft.com’. For all the other
positions, given a click, a vertical result is more likely to
achieve user satisfaction. Specifically, image and video ver-
ticals have a higher probability than news verticals. This
observation can also be explained by introducing the notions
“perceived” relevance and “actual” relevance in [5]. The de-
cision to click is made based merely on perceived relevance
but the actual relevance decides whether the user is satis-
fied with the result, which in turn decides whether he will
continue to examine following results. For a web document,
users can only see a snippet including its title, url and a short
description. However, for image, video and news documents,
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Figure 3: The probability distribution of click patterns over different results (top 3). The number in the
parentheses refers to the number of sessions in the group.

search engine can offer an image thumbnail, a hover-to-play
video thumbnail, even the news headline also delivers more
information than Web. In other words, it is hard for users
to examine a snippet and then judge whether it is really
relevant or not. Rather, he can be aware of this from the
thumbnail of an image or a video. Thus, the user will not
continue to explore other results because his click on the
image or the video most likely indicates his satisfaction.
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Figure 4: The probability of a click being the last
click with respect to the position and the type of the
clicked document.

In summary, vertical results and traditional web results
mainly differ in three aspects: (1) Vertical results, espe-
cially image and video documents can attract more atten-
tions and also make the surrounding web documents appear
more prominent. (2) As a user clicks a vertical result, he is
more likely to be satisfied with the document and then will
not continue to examine other results. (3) For many users,
they do not always seek vertical content, but may prefer

the default web results instead. Therefore, web documents
have a natural advantage to be trusted by users even in the
federated search. (2) and (3) together explain why vertical
results actually obtain more attentions but receive a lower
click-through rate.

4. FEDERATED CLICK MODELS
Based on the observations and analysis in previous sec-

tions, in this section, we focus on developing an effective
click model for federated search. We will propose two as-
sumptions — attention bias and exploration bias to super-
vise the development of new click models.

4.1 Attention Model
According to the observations in Section 3, vertical results,

especially image and video results tend to attract more at-
tentions from users because of their visual presentation. As
users’ eyeballs are attracted by a vertical result, the other
results close to it are more likely to receive more attention.
We formalize this assumption as follows:

Assumption 1 (Attention Bias). If there is a verti-

cal placed in the SERP, users are more likely to examine the

vertical as well as the web documents nearby. That is, ver-

tical results play an extra role for attracting users’ attention

for other results around.

To characterize the attention bias, we reconsider users’ ex-
amination habits and present the new decision making flow
in Figure 5. We use a binary random variable A representing
whether there exists an attention bias in the current session
s. We denote the probability of attention bias as a(s) but
it can vary based on the attention assumption design and
incorporate many factors of verticals. If the session has no
attention bias, the user will examine the document at po-
sition i with a probability φi where φi is the position bias
in traditional click models. If there is an attention bias,
the probability of examining a document will rise due to



Pos 1 2 3 4 5 6 7 8 9 10

No vertical

avg 57.27 8.87 3.87 2.19 1.49 1.06 0.80 0.66 0.58 0.56

An image vertical placed at position 1, 2, 3, 4, 5, 6, 11

1 H
HH

21.58 10.07 6.19 4.04 3.01 2.31 1.89 1.58 1.38

2 46.76 H
HH

6.04 2.89 1.60 1.04 0.79 0.65 0.46 0.39

3 25.13 10.57 H
HH

5.75 3.96 2.60 1.86 1.48 1.16 1.02

4 26.29 11.61 7.34 H
HH

4.18 3.53 2.37 1.98 1.67 1.46

5 36.47 12.54 7.66 4.97 H
HH

3.12 2.46 1.98 1.54 1.38

6 28.16 14.38 10.14 6.38 4.55 H
HH

3.05 2.45 1.99 1.79

11 47.28 12.10 6.63 3.99 2.78 1.94 1.45 1.10 0.88 0.70

A video vertical placed at position 1, 2, 3, 4, 5, 6, 11

1 H
HH

19.37 8.34 5.20 3.28 2.50 1.93 1.54 1.31 1.16

2 63.34 H
HH

3.67 2.17 1.16 0.76 0.60 0.44 0.37 0.31

3 30.78 12.40 H
HH

4.52 2.96 1.98 1.47 1.11 0.91 0.78

4 35.91 13.38 7.86 H
HH

4.09 3.25 2.24 1.79 1.48 1.28

5 48.94 11.69 6.74 3.85 H
HH

2.33 1.78 1.42 1.14 0.93

6 34.68 16.82 10.09 5.80 4.21 H
HH

2.72 2.00 1.62 1.39

11 51.28 14.17 7.73 4.67 3.36 2.35 1.76 1.37 1.09 0.87

A news vertical placed at position 1, 2, 3, 4, 5, 6, 11

1 H
HH

23.82 8.04 4.55 2.53 1.97 1.46 1.08 0.91 0.80

2 72.55 H
HH

2.88 1.32 0.69 0.48 0.36 0.28 0.20 0.19

3 58.18 6.53 H
HH

2.12 0.87 0.88 0.47 0.33 0.31 0.41

4 60.50 7.57 3.35 H
HH

1.06 0.99 0.70 0.52 0.43 0.36

5 74.18 4.58 1.71 0.80 H
HH

0.48 0.32 0.24 0.20 0.17

6 68.31 4.98 2.18 1.00 0.86 H
HH

0.35 0.33 0.25 0.23

11 54.80 6.72 3.03 1.63 1.15 0.75 0.55 0.42 0.34 0.26

Table 2: The CTR of web documents (%) at each
position when there is no vertical or there is an im-
age/video/news vertical.

the effect of verticals, which is written as φi + (1− φi)βdist.
dist is an abbreviation for distance. βdist is the parame-
ter corresponding to the distance between the vertical result
and the current result i. Generally, the closer the document
from a vertical, the more attentions it receives from the user.
Given the document is examined, following the examination

hypothesis, the probability of click still depends on the doc-
ument relevance rdi .

Has Attention
Bias (A = 1)?

Skip the Document.
Examine the Doc-
ument (Ei = 1)?

Examine the Doc-
ument (Ei = 1)?

Click (Ci = 1)?

Click the Document.

Yes φi + (1− φi)βdist Yesφi

Yes rdi

No

No No

Yes

a(s)

No

Figure 5: The Attention Model.

To formalize the model, we may summarize it as the follow-
ing conditional probabilities:

P (A = 1) = a(s) (14)

P (Ei = 1 | A = 0) = φi (15)

P (Ei = 1 | A = 1) = φi + (1− φi)βdist (16)

P (Ci = 1 | Ei = 0) = 0 (17)

P (Ci = 1 | Ei = 1) = rdi (18)

Since the majority of sessions in a search engine contain at
most one vertical, for a sound illustration, we consider sin-
gle vertical in the model specifications. On the other hand,
it is natural to extend the single vertical to multiple ver-
ticals by treating a(s) as the joint impacts of all verticals,
and replacing βdist with the distance from the closest verti-
cal. Thus, we consider single vertical in the following model
specifications to achieve simplicity.

In particular, we use βdist to characterize the position
effect, where dist describes the distance between the web
document at position i and the vertical. β0 can be assumed
as 1 with β0 = 1, to assure the fact that if the session has
an attention bias, the probability of examining the vertical
itself is

φi + (1− φi)× 1 = 1.

Furthermore, the degree of web documents influenced by
a vertical may differ on the distance variable dist. If the
position of the vertical is j while the current position for a
Web document is i, we calculate dist = j − i and each dist
has a corresponding parameter βdist. Note that dist may be
a negative value and this is allowed in our model.

Another variable of the attention model is the parame-
ter a(s). We propose two different assumptions to develop
a(s) and call them as the position attention model and the
document attention model.

4.1.1 Position Attention Model
The position attention model assumes that the attention

bias of a session is decided only by the position of the verti-
cal, where a(s) is a position-specific parameter. We use posv
to denote the position of the vertical in the SERP, then

P (A = 1 | posv) = hposv .

{h} is a group of global parameters and can vary according
to different type of verticals.

4.1.2 Document Attention Model
Another approach is to consider a(s) as a document-specific

parameter for each vertical. For different vertical docu-
ments, even they are placed in the same position, their
attention bias values are different. Thus for each vertical
document d, along with the relevance parameter rd, we use
another intrinsic parameter ud to characterize the degree of
the attention born with this document, thus

P (A = 1 | d) = ud

4.2 Exploration Model
According to the experimental findings in the third ex-

periment of last Section, although vertical results receive a
lower CTR, given a vertical result is clicked, it predomi-
nantly leads to more user satisfaction. Obviously, the in-
crease of satisfaction may decrease the examination proba-



bility of other documents. We may formalize this as another
assumption as follows:

Assumption 2 (Exploration Bias). As a user clicks

a vertical result, he is more likely to be satisfied with the

result and stop the whole search session.

We introduce a binary variable D to indicate whether the
session has an exploration bias and Cv to indicate whether
the user clicks a vertical result. If there is a click on a vertical
result (Cv = 1), we use a parameter e(s) to characterize the
degree of the exploration bias of the session. We further
assume that if the session has an exploration bias (D =
1), the user tends to skip web results. Furthermore, the
probability of click (Ci = 1) still obeys the examination
hypothesis. To distinguish web results and vertical results,
we rely on a binary variable Vi, where Vi = 1 denotes a
vertical document and Vi = 0 stands for a web document.
The exploration model can be formalized as below:

P (D = 1 | Cv = 0) = 0 (19)

P (D = 1 | Cv = 1) = e(s) (20)

P (Ei = 1 | D = 1, Vi = 0) = 0 (21)

P (Ei = 1 | Vi = 1 ∨ (D = 0, Vi = 0)) = φi (22)

P (Ci = 1 | Ei = 0) = 0 (23)

P (Ci = 1 | Ei = 1) = rdi (24)

where φi is the position bias in traditional click models.
Similar to the attention model, we can also estimate the
exploration bias e(s) in two approaches — position-specific
and document-specific — which are denoted by the position

exploration model and the document exploration model re-
spectively.

4.3 Joint Vertical Model
A natural generalization of the above two models is to

integrate the attention model and the exploration model into
one model. We call this the joint vertical model (JVM). We
combine the examination probability as the product of the
probability relying on the attention bias and the probability
relying on the exploration bias. It is written as

P (Ei = 1 | A,D) = P (Ei = 1 | A)P (Ei = 1 | D) (25)

where P (Ei = 1 | A) is given in Eq.(14), (15) and (16),
P (Ei = 1 | D) is given in Eq.(19), (20), (21) and (22). And
the probability of click after examination still depends on
the document relevance rdi .
In particular, each session has an attention bias a(s) and

an exploration bias e(s) in the model. Following the previous
models, we can define either of them in a position-specific
or a document-specific approach.
The joint vertical model incorporates the attention bias

and the exploration bias together, in which a placed vertical
would increase the examination probability of surrounding
web results but receive a low click-through rate. Meanwhile,
if the vertical is clicked, the examination probability of all
the web results will drop.

4.4 Inference
The proposed federated click models FCM can embrace

the assumption of most existing click models dependent on
the examination hypothesis. Till now, we assume φi as the
position bias in traditional click models. Next, we may ex-
tend the FCM to embrace different assumption of φi based

on different models. For the examination model in [20] we
have,

φi = λi.

For the user browsing model (UBM) [11],

φi = γi,i−li

where li is the last clicked document. Even for the mod-
els relying on the cascade hypothesis, such as the dynamic
bayesian network model (DBN) [5], it can be also extended
naturally by combining Eq.(12),(13) and designed φi as:

φi =
∏

j<i

(ζ(1− sdj )
Cj )

We use the Expectation-Maximization (EM) algorithm to
complete the inference step. The EM algorithm is used to
find the maximum likelihood estimates of parameters, in-
cluding the attention bias parameters a(s), the exploration
bias parameters e(s), the distance parameters βdist, the doc-
ument relevance rd and all parameters associated with φ (for
example, in DBN model, the parameters sd, γ are included).
To perform EM iterations, in the E-Step, we compute the
marginal posterior distribution of each hidden variable. The
computation is performed based on the parameter values up-
dated in the previous iteration. In the M-Step, all posterior
probabilities associated with the same parameter are aver-
aged to update the parameters.

We take an example to illustrate the inference where φi =
γi,i−li as in UBM, e(s) = αposv , a(s) = ηposv where e(s), a(s)
are only related to the position of the vertical posv. Next
we show how to update {η}, and the other parameters can
be derived similarly. As shown in Algorithm.1, at each it-
eration, we enumerate each document of each session and
compute the posterior probability of ηposv using the param-
eters in the previous iteration, where posv is the position of
the vertical in the current session. Finally, we update each
ηp as the average posterior probabilities.

Algorithm 1 Inference

1: Iteration k:
2: for every position p do
3: ηA

p ← 0, ηB
p ← 0

4: for each document d of each session do
5: posv ← the position of the vertical
6: i← the position of d
7: li ← the position of last clicked document
8: dist← the distance from the vertical
9: if d is a web result and Cv = 1 then
10: e← 1− αk−1

posv // e is the exploration bias
11: else
12: e← 1
13: if d is clicked then

14: ηA
posv ← ηA

posv +
ηk−1

posv
e(βk−1

dist
+(1−β

k−1

dist
)γk−1

i,i−li
)

e(γk−1

i,i−li
+(1−γ

k−1

i,i−li
)ηk−1

posvβ
k−1

dist
)

15: else

16: ηA
posv ← ηA

posv+
ηk−1

posv
(1−r

k−1

d
e(βk−1

dist
+(1−β

k−1

dist
)γk−1

i,i−li
))

1−r
k−1

d
e(γk−1

i,i−li
+(1−γ

k−1

i,i−li
)ηk−1

posvβ
k−1

dist
)

17: ηB
posv ← ηB

posv + 1
18: for every position p do

19: ηk
p ←

ηA
p

ηB
p



5. EXPERIMENTS
In this section, we compare the federated click model with

two existing click models in Web search: UBM [11] and DBN
[5]. For the FCM, there are three specific models. They are
attention model, exploration model and joint vertical model
(JVM). For each specific model, there are two assumptions:
position-specific or document-specific. We use click perplex-
ity and log-likelihood as metrics to measure the effectiveness
of a click model.

5.1 Experimental Setup
The click logs used to train and evaluate click models

are collected from Microsoft Bing search engine for a week
in June 2011, which comprises 998, 489 randomly sampled
queries. A session consists of an input query, a list of re-
turned results on the search result page, each of which is
either a web result or a vertical result, and a list of clicked
positions. We keep those sessions with at least one vertical
result (image, video or news). Only query sessions with at
least one click are kept for performance evaluation. In order
to prevent the whole dataset from becoming dominated by
the extremely frequent queries, we allow each query at most
104 sessions. Finally, we collect nearly 27.5 million query
sessions and 11.2 million web urls, 15.02% sessions have im-
age impressions, 33.79% sessions have video impressions and
67.53% sessions have news impressions. The detailed infor-
mation about the dataset is summarized in Table 3. For each
query, we sort its search sessions by the timestamp when the
query is sent to the search engine and split them into the
training and testing sets at a ratio of 3 : 1.
To evaluate the accuracy in click-through rate prediction,

we trained different click models on the same training set.
For the baseline models UBM and DBN, we use the inference
algorithms introduced in the original papers. The training
of our models follows the algorithm given in Section 4.4.
Initially, all the relevance parameters are set to 0.2 and all
the other parameters are set to 0.5. For either the atten-
tion model or the exploration model, we train the models
from the two approaches — position-specific and document-
specific for the attention bias a(s) and the exploration bias
e(s). The iterative training of EM algorithms will run until
all parameters converge. All the parameters related to the
verticals are learnt according to the vertical types respec-
tively. As the training is completed, we use the estimated
parameters to predict the click-through rate for each doc-
ument of every query sessions in the testing set. Utilizing
the derived click probability, we evaluate the effectiveness of
click models in terms of perplexity and log-likelihood.

5.2 Perplexity Evaluation
Perplexity is widely used to evaluate the accuracy of click-

through rate prediction. It measures the accuracy for indi-
vidual positions instead of the whole session. For a set of
query sessions s1, . . . , sN , if qni is the probability of click at
position i derived from the click model and Cn

i is the ob-
served click event, the click perplexity at position i is:

pi = 2−
1

N
(Cn

i log2 qni +(1−Cn
i ) log2 (1−qni )).

The perplexity of the entire dataset is the average of pi over
all positions. A perfect click prediction will have a perplex-
ity of 1 and a smaller number indicates better prediction
accuracy. The improvement of perplexity value p1 over p2 is
given by (p2 − p1)/(p2 − 1)× 100%.

Table 4 illustrates the perplexity over positions from 1
through 8. It also reports the relative improvement of the
federated click models over UBM. It shows that there is a
clear ordering that JVM > (attention model or exploration
model) > (UBM or DBN). More specifically, the UBM per-
forms slightly better than DBN on perplexity, and all the
federated models are significantly better than the UBM with
more than 5% improvement of overall perplexity.

We can see that the two biases introduced in our federated
click models can both learn a better accuracy in CTR pre-
diction. Meanwhile, by combining the two biases together,
JVM achieves a more significant improvement especially at
the top 2 positions. It is clear to see that the JVM model
has a 4.13%, 3.16% improvement at position 1 and posi-
tion 2 respectively, and the overall improvement reaches
6.76%. In addition, if we compare either the position at-
tention model with the document attention model, or the
position exploration model with the document exploration
model, we find that the position-specific models are slightly
better than the document-specific models. This may be at-
tributed to the skewness of the data since for a lot of low
frequency queries, there is no enough data to learn an accu-
rate document-specific parameter for each document. Thus
in the following experiments, we use the position-specific
approach to estimate a(s) and e(s).

5.3 Log-likelihood Evaluation
Another common metric to evaluate the effectiveness of

click models is the Log-likelihood(LL). LL is computed as
the average log probability of observed click events under
the trained model. For a document d under a given query, if
Pr is the derived probability of click, and C is the observed
binary click event, then

LL = C log2 Pr + (1− C) log2 (1− Pr)

The Log-likelihood of a dataset with a number of query ses-
sions is measured as the average LL on individual docu-
ments. A larger LL indicates a better performance, and the
optimal value is 0. The improvement of LL values l1 over l2
is computed as (exp(l1 − l2)− 1)× 100%. We compute the
average LL in terms of each types of documents, including
web, image, video and news results. LL is often presented
over the query frequency, which represents the number of
sessions for a query in the training data. We separate the
testing session based on the query frequency into 7 sets as
Table 3. We then present the results of each set for both
Web and different verticals in Figure 6.

It is also shown that all the federated click models out-
perform either UBM or DBN model for Web, especially for
the low-frequency queries. Web results occupy about 80%
of all the predictions thus it plays a major role in the overall
prediction. The improvements on Set 1 and Set 2 in Web are
more than 4% and 2% respectively for JVM, as compared
with DBN. For the image and video results, attention model
performs the best and achieves 2.04% and 2.26% improve-
ments respectively.

6. CONCLUSIONS
In this paper, we have shown the user behavior difference

between federated search and traditional Web search. We
have demonstrated the necessity to model user specific be-
havior in federated search. Thereafter, we propose several



Table 3: The summary of the dataset in experiments. Image(#Queries, #Sessions) represents the number
of queries and sessions with image impressions.

Set Query Frequency #Queries #Sessions
Image Video News

#Queries #Sessions #Queries #Sessions #Queries #Sessions
1 1 ∼ 10 733,833 2,726,280 219,607 718,439 402,742 1,419,233 228,238 858,314
2 10 ∼ 101.5 159,543 2,826,188 47,815 589,878 89,107 1,353,219 81,427 1,236,861
3 101.5 ∼ 102 67,239 3,650,037 23,059 634,601 37,272 1,490,827 45,188 2,085,483
4 102 ∼ 102.5 25,399 4,346,371 10,344 663,639 14,148 1,423,203 20,671 3,030,331
5 102.5 ∼ 103 8,489 4,550,372 3,684 611,990 4,802 1,234,566 7,561 3,571,209
6 103 ∼ 103.5 2,722 4,624,375 1,147 488,722 1,600 1,255,966 2,500 3,760,290
7 103.5 ∼ 104 882 4,738,227 377 418,657 500 1,102,033 832 4,002,307

Total 998,107 27,461,850 306,033 4,125,926 550,171 9,279,047 386,417 18,544,795

Table 4: The perplexity of comparison over ranking positions. “@n” represents the perplexity at position n.

@1 @2 @3 @4 @5 @6 @7 @8 Overall
DBN 1.5487 1.4284 1.2758 1.1629 1.1351 1.1111 1.0902 1.0755 1.1660
UBM 1.5527 1.4253 1.2705 1.1624 1.1355 1.1118 1.0922 1.0789 1.1655

Attention(position) 1.5449 1.4197 1.2678 1.1569 1.1282 1.1027 1.0811 1.0660 1.1553
Impr.(vs. UBM) 1.42% 1.31% 0.99% 3.39% 5.36% 8.19% 12.10% 16.44% 6.11%
Attention(document) 1.5449 1.4203 1.2688 1.1571 1.1293 1.1027 1.0811 1.0659 1.1557
Impr.(vs. UBM) 1.41% 1.16% 0.62% 3.22% 4.54% 8.16% 12.07% 16.52% 5.87%

Exploration(position) 1.5469 1.4139 1.2720 1.1575 1.1280 1.1030 1.0819 1.0669 1.1559
Impr.(vs. UBM) 1.05% 2.66% -0.56% 3.02% 5.48% 7.87% 11.19% 15.24% 5.79%
Exploration(document) 1.5518 1.4149 1.2720 1.1573 1.1278 1.1027 1.0816 1.0666 1.1564
Impr.(vs. UBM) 0.17% 2.44% -0.56% 3.14% 5.65% 8.18% 11.53% 15.63% 5.47%

JVM 1.5299 1.4099 1.2683 1.1591 1.1286 1.1034 1.0819 1.0669 1.1543
Impr.(vs. UBM) 4.13% 3.16% 0.82% 2.01% 5.07% 7.54% 11.25% 15.30% 6.76%
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Figure 6: The log-likelihood of comparison over the web, image, video and news results.



federated click models to characterize user behavior as ex-
amining and clicking on vertical results in nowadays Web
search. In particular, FCM has introduced two novel biases.
The first indicates that users tend to be attracted by vertical
results and their visual attention on them may increase the
examination probability of other Web results. The other
illustrates that user click behavior on vertical results may
lead to more indication of relevance due to their presen-
tation style in federated search. Taking these biases into
consideration, we have designed FCM as a general model
which makes it capable to embrace the assumptions in most
existing click models. We have successfully extended it to
embrace the assumptions of DBN and UBM, and designed
an EM-based inference approach to make FCM capable of
processing large-scale click data. Extensive experimental re-
sults have demonstrated that the proposed click models can
better interpret user click behavior and achieve significant
improvements in terms of both perplexity and log likelihood.
Thus, designing an effective click model to better under-

stand user click behavior is critical but challenging for any
commercial search engines. One of the challenges is the lay-
out of the vertical results. Even with the same vertical, it
will have multiple layouts for different queries. We plan to
further study user click behavior by changing the positions
in which the vertical results are placed. Some controlled ex-
periments may be helpful on this, such as in an eye tracking
environment. The other challenge is to better understand
user intents when clicking on the vertical results. Even with
the same query, different intents will lead to click on differ-
ent vertical results. Both of these are our future works to
explore.
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