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Abstract When you browse the web, hidden “third parties” collect a large amount of
data about your behavior. This data feeds algorithms to target ads to you, tailor your
news recommendations, and sometimes vary prices of online products. The network
of trackers comprises hundreds of entities, but consumers have little awareness of
its pervasiveness and sophistication. This chapter discusses the findings and expe-
riences of the Princeton Web Transparency Project (https://webtap.princeton.edu/),
which continually monitors the web to uncover what user data companies collect,
how they collect it, and what they do with it. We do this via a largely automated
monthly “census” of the top 1 million websites, in effect “tracking the trackers”.
Our tools and findings have proven useful to regulators and investigatory journalists,
and have led to greater public awareness, the cessation of some privacy-infringing
practices, and the creation of new consumer privacy tools. But the work raises many
new questions. For example, should we hold websites accountable for the privacy
breaches caused by third parties? The chapter concludes with a discussion of such
tricky issues and makes recommendations for public policy and regulation of pri-
vacy.

1 Introduction

In 1966, Marvin Minsky, a pioneer of artificial intelligence, hired a freshman un-
dergraduate for a summer to solve ‘the vision problem’, which was to connect a TV
camera to a computer, and get the machine to describe what it sees [1]. Today this
anecdote is amusing, but only because we understand with the benefit of hindsight
that many, or even most things that are easy for people are extraordinarily hard for

Arvind Narayanan
Princeton University, Princeton NJ, e-mail: arvindn@cs.princeton.edu

Dillon Reisman
Princeton University, Princeton NJ, e-mail: dreisman@princeton.edu

1

To appear in "Transparent data mining for Big and Small Data". Editors: Tania Cerquitelli, Daniele Quercia, Frank Pasquale. Springer, 2017.



2 Arvind Narayanan and Dillon Reisman

computers. So the research field of AI barked up a few wrong trees, and even had a
couple of so-called “AI winters” before finally finding its footing.

Meanwhile, automated decision-making had long been recognized by industry
as being commercially valuable, with applications ranging from medical diagno-
sis to evaluating loan applications. This field too had some missteps. In the 1980s,
billions of dollars were invested in building “expert systems”, which involved labo-
riously creating databases of facts and inference rules from which machines could
supposedly learn to reason like experts. An expert system for medical diagnosis, for
example, would rely on physicians to codify their decision-making into something
resembling a very large decision tree. To make a diagnosis, facts and observations
about the patient would be fed into this set of rules. While such expert systems were
somewhat useful, they ultimately they did not live up to their promise [2].

Instead, what has enabled AI to make striking and sustained progress is “machine
learning”. Rather than represent human knowledge through symbolic techniques, as
is done in expert systems, machine learning works by mining human data through
statistical means — data that is now largely available thanks to the “Big Data” revo-
lution. Machine learning has become a Silicon Valley mantra and has been embraced
in all sorts of applications. Most famously, machine learning is a big part of online
personalized advertising — as data scientist Jeff Hammerbacher said, “The best
minds of our generation are thinking about how to make people click on ads.”[3]

But machine learning has also made its way into more important applications,
like medical diagnosis and the determination of creditworthiness. It’s even being
employed in “predictive policing” and the prediction of criminal recidivism, where
it has life-or-death consequences [4]. Machine learning has also proved extremely
adept at the computer vision problems that Minsky was interested in fifty years ago,
as well as related domains such as natural-language processing.

So machine intelligence and automated decision-making today increasingly rely
on machine learning and big data. This brings great benefits ranging from movie
recommendations on Netflix to self-driving cars. But it has three worrying con-
sequences. The first is privacy. Many machine learning systems feed on people’s
personal data — either data about them or data created by them. It can be hard to
anticipate when and how a piece of personal data will be useful to make decisions,
which has led to a culture of “collect data first, ask questions later.” This culture has
spurred the development of an online surveillance infrastructure that tracks, stores,
and profiles everything we do online.

The second consequence to society is that the outputs of machine learning reflect
human biases and prejudices. One might have naively assumed that AI and ma-
chines in the course of automated decision-making would somehow be mathemati-
cally pure and perfect, and would make unbiased decisions. Instead, we’re finding
that because the data used to train machine learning models comes from humans,
machines essentially inherit our biases and prejudices [5].

The third concern over our use of machine learning is what you might call the
inscrutability of AI. It may have once been correct to think of automated decision-
making systems as some sort of decision tree, or applying a set of rules. That’s
simply not how these systems work anymore. When a machine learning system is
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trained on a corpus of billions of data points to make medical diagnoses, or to serve
ads online, it is impossible to express to a patient or a user, or even to the creator
of the system, the reason why the machine decided as it did. When we put these
complex, inscrutable decision-making systems in a position of power over people,
the result can be Kafkaesque [6].

These three concerns have led to much-needed public and scholarly debate. In
addition, the inscrutability of these systems has necessitated a new kind of empiri-
cal research that can peek into the black boxes of algorithmic systems and figure out
what’s going on. This new research field, which we call “data and algorithmic trans-
parency”, seeks to address questions about the data collection and use that happens
around us everyday, questions such as:

• Are my smart devices in my home surreptitiously recording audio?
• Does my web search history allow inferring intimate details, even ones I’ve not

explicitly searched for?
• Is the algorithm that decides my loan applications biased?
• Do I see different prices online based on my browsing and purchase history?
• Are there dangerous instabilities or feedback loops in algorithmic systems rang-

ing from finance to road traffic prediction?

A combination of skills from a variety of areas of computer science is called for
if we are going to learn what is inside the black boxes. We need to build systems to
support large-scale and automated measurements, and modify devices to record and
reverse engineer network traffic. We need expertise to simulate, model, and probe
decision-making systems. And we need to reach out to the public to collect data on
the behavior of these algorithmic systems in the wild.

But more than just computer scientists, this effort is bringing together a new inter-
disciplinary community of empirical researchers, journalists, and ethical scholars,
with new conferences and workshops focusing on transparency research, such as
the workshop on Data and Algorithmic Transparency (http://datworkshop.org/). In
an ideal world, one would imagine that companies involved in building data-driven
algorithms would be perfectly forthcoming about what personal data they’re using
and how these systems work behind the scenes, but unfortunately that is not the
world we live in today. Even if companies and governments were forthcoming, an-
alyzing and understanding the societal impact of these systems will always require
empirical research and scholarly debate.

2 The Princeton Web Transparency and Accountability Project

We started the “Princeton Web Transparency and Accountability Project” (Web-
TAP) to focus our study on the web, a rich source of data that feeds into decision-
making systems, and a prominent arena where their effects can be seen. A major
output of WebTAP is the “Princeton Web Census” which is an automated study of
privacy across 1 million websites which we conduct every month.
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Our work so far has focused on monitoring and reverse-engineering web track-
ing. Given the inadequacy of laws and rules that govern web tracking, we believe
that external oversight of the online tracking ecosystem is sorely needed. We’re in-
terested in questions like, “Which companies track users? What technologies are
they using? What user data is being collected? How is that data being shared and
used?”

2.1 The perils of web tracking

What are the potential harms of web tracking? The first is simply that the erosion of
privacy affects our intellectual freedom. Research shows when people know they’re
being tracked and surveilled, they change their behavior [7]. Many of today’s civil
liberties — say, marriage equality — were stigmatized only a few decades ago. The
reason it became possible to discuss such issues and try to change our norms and
rules is because we had the freedom to talk to each other privately and to find like-
minded people. As we move to a digital world, is ever-present tracking hindering
those abilities and freedoms?

A second worrisome effect of web tracking is the personalization and potential
discrimination that results from the use of our personal data in these algorithmic sys-
tems. Some online retailers have experimented with price discrimination, showing
different prices to different visitors based on personal factors [8]. Without oversight,
we lose the ability to limit practices that would be censured in the offline world.

There are many other domains which might be impacted through algorithmic
personalization. Privacy scholar Ryan Calo argues that personalized digital adver-
tising can be construed as a form of market manipulation [9]. There are also impacts
in the political sphere, with consequences for the health of democracy. What hap-
pens when political campaigns start to use personal data in order to microtarget the
messages that they send to voters, to tell slightly different stories to different people
online through targeted advertisements?

Finally, the lack of transparency in online tracking is problematic in and of it-
self. There’s no public input into the decision-making that happens in these sys-
tems, leading to unaccountable and opaque processes that have real consequences.
We need to close that transparency gap. This is a large part of what motivates the
Princeton WebTAP project.

2.2 How web tracking works

In WebTAP, we mostly study “third party online tracking”. When you go to ny-
times.com, the New York Times knows you’ve visited and which article you’re
reading — in this case, the New York Times is a “first party”. Because you choose
to visit a first party, we are not particularly concerned about what the first party



The Princeton Web Transparency and Accountability Project 5

knows from your visit. Third party online tracking, however, happens when entities
other than the one you’re currently visiting compile profiles of your browsing his-
tory without your consent or knowledge [10]. While most third parties are invisible,
visible page elements such as Facebook Like buttons, embedded Twitter feeds, and
a variety of other commercial widgets are also modes of third party tracking. One
study a few years ago showed that, on the average top 50 website, there are 64 inde-
pendent tracking mechanisms [11]! That is consistent with our own findings — in
fact, that number has only grown over time [12].

Web cookies are the most widely used mechanism for tracking on the web by
first and third parties, a fact many users are already familiar with. What is less
well-known is that, increasingly, websites and trackers are turning to techniques
like browser fingerprinting — techniques that are sneakier, harder for users to pro-
tect themselves from, and which work without necessarily leaving any trace on your
computer. The Beauty and the Beast project (https://amiunique.org/) and the older
Panopticlick project (https://panopticlick.eff.org/) offer a demonstration of finger-
printing using a variety of attributes from your own web browser, such as the type
and version number of the browser, the list of fonts that you have installed, the list
of browser plugins you have installed, and more [13, 14]. Third parties can use such
fingerprints to uniquely identify your device, no cookies required.

You might think that this tracking is anonymous, since your real name is not
attached to it. The online advertising industry has repeatedly sought to reassure
consumers this way. But this is a false promise. Many third parties do know your
real identity. For example, when Facebook acts as a third party tracker they can know
your identity as long as you’ve created a Facebook account and are logged in — and
perhaps even if you aren’t logged in [15]. Third parties with whom you don’t have
an account have many ways of inferring a user’s real identity as well. Sometimes all
that is needed are bugs and poor web development, resulting in personal identifiers
“leaking” from first parties to third parties [16, 17]. It is also possible for a tracker to
de-anonymize a user by algorithmically exploiting the statistical similarity between
their browsing history and their social media profile, as demonstrated in a recent
collaboration between Stanford researchers and WebTAP [18].

Even ignoring all this, web tracking is not anonymous. “Anonymous” means that
an individual’s activities (say, visits to different websites) cannot be linked together,
but such linking is the entire point of third-party web tracking. “Pseudonymous”
means that those activities can be linked together, even if the real-world identity
behind them is unknown. As Barocas and Nissenbaum have argued, most poten-
tially undesirable effects of tracking happen even if you’re being tracked under a
pseudonymous identity instead of your real identity[19]. The potential biases and
discrimination that we discussed — targeted political messaging, price discrimina-
tion, market manipulation — can still happen online, as long as advertisers have
some way to communicate to you.
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2.3 The Open Web

Third party tracking is rampant in part because the web is built on open technology,
and so the barriers to entry are low. For example, once there is one third party on a
page, that third party has the ability to turn around and invite any number of other
third parties to the first party webpage. Web technology standards and specifications
are the primary regulator of privacy practices, and these tend to be permissive. As
we’ll see in Section 4.1, new HTML features introduced by standards bodies have
repeatedly been repurposed for infringing privacy in devious and inventive ways. In
contrast, in a closed platform such as Apple’s app store, Apple exercises significant
control over what behaviors are acceptable [20].

But by the same token, the web’s openness is also good news for users and
browser privacy tools. The browser ultimately acts on behalf of the user, and gives
you — through extensions — an extraordinary degree of control over its behav-
ior. This enables powerful tracker-blocking extensions to exist, which we’ll revisit
in Section 4.4. It also allows extensions to customize web pages in various other
interesting ways ranging from making colors easier on the eyes to blocking ads.

A recent WebTAP paper demonstrates how powerful this capability can be. We
set out to analyze the so-called ad-blocking wars and to predict how ad-blocking
technology might evolve [21]. Web publishers and other news sites are unhappy
about the increasing popularity of ad-blockers among users. One response has been
the deployment of ad-blocker blockers, to prevent users from viewing content unless
the ad blocker is disabled. We argue that this strategy could not succeed in the long
run — a determined user will always be able to block ads. Ad blocking extensions
can modify the browser in powerful ways, including hiding their own existence from
the prying JavaScript code deployed by websites. Ad blockers will likely ultimately
succeed at this because browser extension code executes at a higher “privilege level”
than website code.

Other websites, most notably Facebook, are trying to make their ads indistin-
guishable from regular posts, thus making it harder for ad-blockers to block ads
without also blocking real user content. This is again a dubious strategy in the long
run. Due to the enforcement of deceptive advertising rules by the US Federal Trade
Commission, human users have to be able to tell ads and regular content apart. Ad
industry self-regulatory programs such as AdChoices also have the same effect. We
created a proof-of-concept extension to show that, if humans are able to distinguish
ads and content, then automated methods could also be able to distinguish them, by
making use of the same signals that humans would be looking at, such as the text
“Sponsored” accompanying an advertisement [22, 23].

The broader lesson is that open technologies shift the balance of power to the
technologically savvy. Another consequence of this principle is that the web’s open-
ness is good news for us as researchers. It makes the technical problem of automated
oversight through web privacy measurement much easier. Let us give you a small
but surprising example to illustrate this point.

A popular service provider on the web, called Optimizely, helps websites do “A/B
testing.” It is the practice of experimenting with different variations of a part of the
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website to evaluate how positively users respond to the variations. For instance,
Optimizely allows publishers like New York Times to test two different versions
of a headline by showing one version to 50% of visitors, and another version to
the other 50%, so that they can evaluate which headline more users clicked on.
Because of the open nature of the web, the code Optimizely uses to implement the
experiments is actually exposed on an invisible part of the webpage — any visitor
on the page who knows how to peek behind the scenes of the web browser could
see every experiment that the website was doing on its users!

So we did a little digging. As part of the WebTAP project, we visited a number of
different sites, and grabbed all of the Optimizely code and experimental data from
sites that used Optimizely. You can find the full details of our study in our blog post,
but there were some interesting instances of A/B testing that stood out [24]. Many
news publishers experiment with the headlines they feature, in a questionable way.
For example, a headline such as “Turkey’s Prime Minister quits in Rift with Presi-
dent” might appear to a different user as “Premier to Quit Amid Turkey’s Authoritar-
ian Turn.” You can see clearly that the implication of the headline is different in the
two cases. We also found that the website of a popular fitness tracker targets users
that originate from a small list of hard-coded IP addresses labeled “IP addresses
spending more than $1000.” While amusing, this can also be seen as somewhat dis-
turbing.

3 WebTAP’s main engine: OpenWPM

Back in 2013, when we started WebTAP, we found that there had been over twenty
studies that had used automated web browsers for studying some aspect of privacy
or security, or online data-driven bias and discrimination. We found that many of
those studies had devoted a lot of time to engineering similar solutions, encountering
the same problems and obstacles. We were motivated to solve this problem and
share it with the community, which led to our development of OpenWPM — Open
Web Privacy Measurement.1 It builds on ideas and techniques from prior projects,
especially FourthParty [10] and FPDetective [25]. Today it is a mature open source
project that has a number of users and researchers using it for a variety of studies on
online tracking.

3.1 Problems solved by OpenWPM

OpenWPM solves a number of problems that researchers face when they want to
do web privacy measurements. First, you want your automated platform to behave
like a realistic user. Many researchers have used a stripped-down browser, such as

1 OpenWPM is available for download at https://github.com/citp/OpenWPM
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PhantomJS, that does not fully replicate the human browsing experience [26]. While
this might be okay for some experiments, it won’t reproduce what happens when a
real user browses the web. To solve this problem the OpenWPM platform uses a full
version of the popular Firefox web browser. 2

OpenWPM also allows simulating users with different demographics or interest
profiles by building up a specified history of activity in the automated browser. For
example, before beginning an experiment a researcher can have OpenWPM visit
sites that are popular among men or among women, depending on the profile they
are trying to mimic.

The second problem that OpenWPM solves is that it collects all data that might
be relevant to privacy and security concerns from the automated web browser. This
includes all of the network requests the automated browser makes, including cook-
ies, but also information that’s relevant to browser fingerprinting. OpenWPM has
the ability to log every single JavaScript call to a browser JavaScript API that is
made by a script on the page, and the identity of the third party or first party that
made the call. We have found this feature very useful in our own experiments.

This set of information is collected from three different vantage points. A browser
extension collects the JavaScript calls as they are made in the browser. A “man in
the middle” proxy intercepts network requests made between the browser and the
website it visits. Lastly, OpenWPM collects any information that is stored on the
computer’s disk, such as flash cookies. OpenWPM unifies these views of the data
and stores them in a single database that provides an easy interface for analysis.

OpenWPM also makes it easier for researchers when it comes time for data anal-
ysis. We provide tools that can aid researchers in answering simple questions like,
“What are all of the third parties that were ever seen on a particular first party site?”
More complex analyses can be easily built off of those building blocks as well.

The stability of the tools that are used for web measurement has also been a
problem for past researchers. OpenWPM uses a tool called Selenium to automate
the actions of the web browser, as done in many prior web privacy measurement
experiments [27]. While Selenium makes issuing commands to Firefox very simple,
it was meant for testing single websites. In our experiments we visit as many as one
million websites every month. Selenium, we’ve discovered, was not made to scale
to that many websites, and without “babysitting” by the researcher, will often crash
in the middle of an experiment. OpenWPM solves the stability issue by recovering
from crashes in Selenium while preserving the state of the browser.

3.2 OpenWPM’s advanced features

We’re also working on a goal we call “one-click reproducibility,” which would give
researchers the ability to reproduce the results of experiments done by others. Open-
WPM issues commands that could be stored in a standard format and replayed later.

2 It is possible to use another browser, such as Chrome, in OpenWPM, but in our experiments so
far we’ve used Firefox.
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A package containing these commands along with analysis scripts used to evalu-
ate the experiments and its results could be shared to enable collaboration among
researchers and verification of experimental results. One possible use-case for one-
click reproducibility can be found in the world of regulation — if a regulator con-
ducts a study involving a complex series of commands across a set of websites, then
they may want the ability to share the exact tools and procedure they used with other
parties concerned with the regulation. Beyond specific use-cases, we hope that this
will help scientific replication of web privacy studies.

OpenWPM also has a number of advanced features that are specifically useful
for privacy studies. OpenWPM can automatically detect which cookies are unique
tracking cookies and hence privacy-relevant (as opposed to cookies setting website
language, or timezone). OpenWPM also has a limited ability to automatically login
to websites using “federated login mechanisms”. Federated login mechanisms, like
Facebook Connect or Google’s Single Sign-On (SSO), are tools that, when added
to a website, allow users of that website to use their Facebook or Google account
to sign-in. Since many websites leverage federated login mechanisms, our ability
to use it to automatically login can be quite useful since certain privacy impacting
behaviors are only triggered when a user is logged in.

OpenWPM also has a limited ability to extract content from webpages. For ex-
ample, if a researcher wants to measure how search results vary between users, there
is a way for them to specify how to extract the search results from a webpage. While
the process is not yet entirely automated, it only requires a few lines of code. Open-
WPM stores such extracted content for later analysis.

4 WebTAP’s Findings

Frequently, we’ve found, a privacy researcher publishes a study that finds a ques-
tionable privacy-infringing practice. This puts public scrutiny on the third parties or
websites concerned, leading to a temporary cessation of the practice, only for the
episode to be forgotten a month later, at which time the privacy-infringing behavior
creeps back into use.

WebTAP avoids these problems of “one-off” privacy studies because our studies
are longitudinal. Our analyses are automated, which allows us to continually mon-
itoring questionable practices on the web and keep pressure on trackers to avoid
those practices.

4.1 Detecting and measuring novel methods of fingerprinting

Through our crawls of the web we’ve found that third-party tracking technologies
evolve rapidly. In particular, we’ve tracked the evolution of browser fingerprinting
techniques. Most or all of the information provided by your browser to websites
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and third parties can be used to fingerprint your device and to track you. As long
as a piece of information is at least somewhat stable over time, it can be leveraged
in a fingerprint. This can include things as innocuous as the size of your browser
window, the version number of your browser, or even the set of fonts installed on
your computer.

Imagine that an online tracker derives a fingerprint for you that consists of, say,
43 different features. After the tracker first sees you, however, you install two new
fonts on your computer. When the tracker sees you again, you’ll have a fingerprint
with 45 features, of which 43 will match the previous observation. Much like obser-
vations of actual fingerprints, two such observations that differ slightly can still be
linked through statistical means. In the industry, these fingerprints are often called
“statistical IDs.”

In a 2014 study, we collaborated with researchers at KU Leuven to study a
technique called “canvas fingerprinting” [28]. The Canvas API, recently added to
browsers in the HTML5 standard, gives scripts a simpler interface for drawing im-
ages on webpages. Scripts can also use the canvas to draw an image that is invisible
to the user. Once the image is drawn on the webpage, the script can read the image
data back pixel by pixel. It turns out that the precise pixel-wise representation of the
image, such as the one seen in Figure 1, will vary between different devices based
on unique features of the rendering software that is used for displaying images on
the screen. The Canvas API is one of the sneakier ways that a seemingly benign
interface provided by the browser can contribute to a unique fingerprint.

Fig. 1 The image, invisible to the user, that is drawn on the web page by one of the canvas fin-
gerprinting scripts that we detected. The image is converted to a string of data, constituting the
fingerprint.

Canvas fingerprinting had been first proposed in a security paper in 2012 [29].
Some time later a developer implemented an open-source library that included can-
vas fingerprinting, and a few obscure sites experimented with it [30]. But by the time
of our study in early 2014, a mere year and a half after it had first been proposed,
several third parties, including a major online third party called AddThis, had em-
ployed canvas fingerprinting — of the top 100,000 websites included in our study,
over 5% had third party scripts that employed the technique. This is one example
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of how obscure tracking techniques can quickly go from academic curiosities to be-
coming mainstream on the web. This discovery was only possible through the use
of automated measurement. This quickly led to improvements in browser privacy
tools as well as a public and press backlash that led AddThis to drop the technique.

This study was done in 2014, and didn’t use OpenWPM, as it wasn’t mature yet.
In 2016, we began WebTAP’s monthly 1-million-site measurements using Open-
WPM. We’ve found that virtually every HTML5 API is being abused to fingerprint
devices. This includes the AudioContext API for audio processing, the Battery Sta-
tus API [31], and the WebRTC API for peer-to-peer real-time communication. We
were able to catch these techniques early in their lifecycles, when they were de-
ployed on relatively small numbers of sites [32]. Our ongoing findings have led to
debate and discussion in the web standards community on how to design these APIs
in a way that resists the ability to utilize them for fingerprinting [33].

4.2 The “collateral damage” of web tracking

WebTAP has shed light on how the online tracking infrastructure built by web com-
panies for commercial purposes can be repurposed for government surveillance.
The Snowden leaks revealed that the NSA has in fact been reading tracking cookies
sent over networks to enable their own user tracking [34]. We wanted to study and
quantify just how effective this could be.

The answer isn’t obvious. First, the technique might not work because any given
tracker might appear on only a small fraction of web pages — it is unclear to what
extent the NSA or another surveillance agency might be able to put together a com-
plete picture of any given person’s web browsing traffic using just these cookies.
Second, cookies are pseudonymous, as we discussed earlier. Even though Facebook,
for example, might know the real-world identity associated with each cookie, it will
not necessarily send that information across the network where the NSA can read
it. There are various other complications: for example, it is not clear what portion
of a typical user’s traffic might pass through a vantage point on the internet that the
NSA can observe.
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Fig. 2 How cookie linking works: An eavesdropper observes identifiers ID-X and ID-Y on two
separate page loads. On a third page load, both identifiers are seen simultaneously, allowing the
eavesdropper to associate ID-X and ID-Y as belonging to the same user.
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Using OpenWPM, we simulated a typical user browsing the web and analyzed
which trackers were embedded on which websites [35]. Even if a tracker is not em-
bedded on a significant number of websites, if two different trackers are embedded
on the same page, an eavesdropper on the network can infer that the two tracker’s
distinct IDs belong to the same user. With enough trackers embedded on enough
websites, it is possible to transitively link all of the tracking IDs for a single user
using the procedure illustrated in Figure 2.

Using this notion of transitive cookie linking, as well as using geographical mea-
surements of where websites and their servers are located, we were able to show
that an eavesdropper like the NSA will be able to reconstruct 60-70% of a user’s
browsing history. Since a number of sites have inadequate use of encryption on
their websites, we were also able to show that such an adversary will very likely be
able to attach real-world identities to these browsing histories for typical users. If a
website fails to encrypt a page containing personally identifiable information, like
a name or email address as seen on the New York Times website in Figure 3, we
found that it was likely that eventually a real identity would be leaked across the
network along with the tracking cookies.

Fig. 3 The email address of a logged-in New York Times user is displayed on the top banner of the
website (highlighted in red). Because the New York Times does not deliver their webpage over an
encrypted connection (as of September 2016), an eavesdropper can use the email address to assign
a real-world identity to a pseudonymous web browser.

This finding highlights the fact that concerns about online tracking go beyond
its commercial applications, and have consequences for civil society. It also under-
scores the importance of deploying encryption on the web — HTTPS is not just
for protecting credit card numbers and other security-sensitive information, but also
for protecting the privacy of the trails we leave online, which might otherwise be
exploited by any number of actors.

Unfortunately, in the same theme of “collateral damage,” our research has also
shown that third parties on the web impede the adoption of HTTPS [32]. Our mea-
surements reveal that many players in the online tracking ecosystem do not provide
an encrypted version of their services. The web’s security policies dictate, with good
reason, that for a web page to deploy HTTPS, all the third-party scripts on the page
also be served encrypted. About a quarter of unencrypted sites today would face
problems transitioning to HTTPS due to third parties.



The Princeton Web Transparency and Accountability Project 13

4.3 The economic forces behind tracking

WebTAP’s findings are in line with the intuition that the need for ad revenue, es-
pecially among news publishers, is a big driver behind the prevalence of tracking
[32]. Breaking down the number of trackers by website category, available in Fig-
ure 4, we see that news sites have the most embedded trackers. Interestingly, adult
sites seem to have the least. Perhaps adult websites are more concerned with user
privacy, or perhaps fewer advertisers are interested in advertising on adult sites; we
cannot know for sure from the data alone.
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Fig. 4 The prevalence of third-parties by Alexa site category, split between tracking and non-
tracking third parties.

We’ve also found that the web ecosystem has experienced some consolidation
among tracking companies. There is certainly a long tail of online tracking — in our
study of one million websites, we found that there are over 80,000 third parties that
are potentially in the business of tracking. Most of these, however, are only found
on a small number of first-party sites. In fact, there are relatively few third parties,
around 120, that are found on more than 1% of sites. And a mere six companies
have trackers on more than 10% of websites, as shown in Figure 5 [32].

Arguably, this is good for privacy, because the more popular third parties are
larger companies like Google or Facebook that are more consumer-facing. When
such companies get caught in a privacy misstep, it is more likely that the resulting
negative public reaction will have consequences for them. These bigger players also
get more scrutiny from regulatory agencies like the Federal Trade Commission and
are, perhaps, more willing to police themselves. On the other hand, there’s also
an argument that the large concentrations of online tracking data that result from
economic consolidation are bad for privacy.

Even ignoring economic consolidation, there are several ways in which different
tracking databases get linked to or merged with each other, and these are unam-
biguously bad for privacy. Because of a process called “cookie syncing,” individual
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Fig. 5 The most prevalent third-parties by domain, split between when the third party was identi-
fied as tracking vs. non-tracking.

trackers gain a greater ability to see more of your online behavior. Cookie syncing
allows trackers to link their identifying cookies to other companies’ cookies, giving
a tracker’s customers greater insights into a user’s activity from more sources. In
our census, we found that 85 of the top 100 most common third parties sync their
cookies with at least one other party. Google was the most prolific cookie-syncer —
there are 118 other third parties with which it shares cookies or which share cookies
with it.

Researchers and journalists have documented several other trends towards con-
solidation of tracking databases. First, the internal privacy walls at tech companies
are coming down [36, 37, 38]. “Cross-device tracking” links your different devices
with each other — sometimes by invasive methods such as playing an ultrasound
audio code on a web page and listening to it from your smartphone [39, 40]. “On-
boarding” by firms including Facebook links your (physical) shopping records with
your online activity [41]. The euphemistic “header enrichment” by Internet Service
Providers adds the equivalent of a cookie to your web or mobile traffic — a single
cookie for all your activities rather than a tracker-specific identifier [42].

4.4 The impact of web privacy measurement

We’ve found repeatedly that merely measuring online tracking has a positive impact
on web privacy, due to increased public awareness and companies’ desire to avoid
the spotlight on privacy issues. This was a surprise for us — traditionally in com-
puter security research, measurement is at best a first step to try and understand the
scope of the problem before you start the process of devising solutions.

Measurement seems to mitigate the “information asymmetry” that exists in on-
line tracking. That is, web trackers know a lot more about the technologies and the
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type of data that’s being collected than consumers do. In fact, publishers are of-
ten in the dark about the extent of third party tracking on their own websites. In
response to our study, many of the websites where canvas fingerprinting had been
found responded to press inquiries to say that they were entirely unaware of the
practice. Measurement seems to fix this information asymmetry for both users and
website owners alike, making for a more informed public debate on these issues and
bringing data to the table for better informed policy making.

Today the main way users can protect themselves against online tracking is by
installing browser privacy tools such as Ghostery, AdBlock Plus, or uBlock Origin.
Measurement research helps improve these tools — sometimes by finding entirely
new categories of tracking and sometimes by finding new trackers employing known
types of tracking. The block lists used by these tools were compiled by a laborious
manual process, but automated methods allow us to find new trackers quickly and
efficiently. The data released by our project finds its way into these tools [43].

Even so, today’s tracker-blocking tools have important limitations: they block
many benign URLs and break the functionality of a significant fraction of sites.
In ongoing research, we are looking at the possibility that these tools can be built
in a radically different manner: using machine learning to automatically learn the
difference between tracking and non-tracking behavior instead of actors. 3 The
machine-learning classifier would be trained on our web-scale census datasets, and
the browser tool would download this classifier instead of lists of trackers. There’s a
bit of poetic justice in using the tools of Big Data and machine learning, which are
used by the tracking industry, to instead protect users against tracking.

5 Implications for Regulating Privacy

The web browser as a privacy regulator. As we saw in Section 2.3, the web
browser mediates the user’s interaction with web pages and trackers, and so browser
vendors have considerable power over the state of online tracking. Vendors have
been aware of this, but most have traditionally tended to remain “neutral”. For exam-
ple, browsers other than Safari have avoided blocking third-party cookies by default
for this reason.

We view this stance as misguided. The web is so complex that the browser’s de-
faults, user interface, and extension interface have an inevitable and tremendous im-
pact on users’ privacy outcomes. In the language of Nudge, the browser is a “choice
architecture” and hence cannot be neutral [45]. In practice, attempts at neutrality
have the effect of simply leaving in place the results of historical accidents. For ex-
ample, the web standard explicitly leaves deciding how to handle third-party cook-
ies to the browser, and most browsers made their original permissive decisions in a
historical context where the privacy implications were not as clear as they are today.

3 The Privacy Badger tool (https://www.eff.org/privacybadger) works somewhat like this, but it
uses hard-coded heuristics instead of machine learning.[44]
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More recently, this attitude has been changing. Apple yielded to user demands
to enable content blocking on Safari for iOS [46], Chrome is deliberating removing
the filesystem API due to privacy-infringing use [47], and Microsoft enabled the Do
Not Track signal by default in Internet Explorer 10 [48].4 Firefox has been leading
the charge, removing the Battery API due to abuse [49], enabling tracking protec-
tion in private browsing mode [50], and experimenting with other advanced privacy
features [51].

We urge browser vendors to embrace their role as regulators of web privacy.
There are important ongoing battles that pit consumer privacy against commercial
interests, and browsers cannot and should not avoid taking a side. This will be es-
pecially tricky for browsers made by companies involved in online advertising. But
browsers have the opportunity, through innovative technology, to steer the debate
away from its current framing as a zero-sum game.

Open standards and privacy. The above discussion pertains to the baseline level
of privacy on the web, i.e., the privacy outcome for the hypothetical average user.
However, more technically skilled users may benefit from enabling optional browser
features (including those squirreled away in “power user” interfaces) and installing
and configuring browser extensions. In general, in an open platform, technologically
savvy users are in a dramatically better position to protect their privacy and security,
whereas in a closed platform, privacy and security outcomes are relatively uniform.
Neither model is strictly better for privacy, but they do result in very different out-
comes.

Inequality of privacy outcomes based on technical skill is worrying by itself, but
also because such skill correlates with historically advantaged groups. It is a concern
for researchers: new privacy technologies favor the tech savvy, so privacy research
may exacerbate inequality in privacy outcomes unless combined with outreach ef-
forts. This bias towards the tech savvy may also lead to a focus on technologies that
are simply unsuitable for mainstream use, such as PGP. Inequality is especially a
concern for the open-source model of privacy tool development, because in most
cases there is no funding for usability testing or user education. There is a clear role
for journalists, privacy activists, and civil society organizations to bridge the gap
between developers and users of privacy tools. Consumer protection agencies could
also play a role.

Policy makers should take note of the differences between open vs. closed plat-
forms. As new platforms for data collection (such as the Internet of Things) take
shape, it will be important to understand whether they lean open or closed. Open
platforms present challenges for regulation since there isn’t a natural point of lever-
age, jurisdictional boundaries are harder to enforce, and the “long tail” of innovation
makes enforcement difficult to scale. Given these challenges, one avenue for regu-
lators is to complement technical measures, such as by clamping down on circum-
vention of cookie blocking [52]. We discuss two more approaches in the following
two subsections.

4 The Do Not Track standard itself lacks any teeth because of the failure of attempts at legislation
or regulation to give it enforceable meaning.
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The market for lemons and first-party accountability. Many web publishers,
as we have noted, have little awareness of the tracking on their own sites and the
implications of it. The lack of oversight of third parties by publishers is a problem
for privacy. This is most clearly seen in terms of the economic view that we used
earlier. In a well-functioning market, many consumers will consider privacy (as one
of several factors) in picking a product, service, website, etc. But in the case of
online tracking, privacy failings are seen as the responsibility of third parties rather
than publishers. Users don’t interact directly with third parties, and therefore have
no way to exercise their preferences in the marketplace.

We think this needs to change. When tracking is reported in the press, journal-
ists should seek to make first parties accountable, and not just third parties. Simi-
larly, privacy laws should make first parties primarily responsible for privacy vio-
lations. These will shift incentives so that first parties will start to have oversight
of the tracking that happens on their domains. One of the very few examples that
already embodies this principle is the US Children’s Online Privacy Protection Act
(COPPA), especially the Federal Trade Commission’s COPPA rule [53] and recent
enforcement actions against child-directed websites [54].

This transition won’t be easy. Due to the financial struggles of publishers, regula-
tors are loath to impose additional compliance burdens on them. But measurement
tools can help. As part of WebTAP, we are building a publisher dashboard for a
website operator to understand the tracking technologies in use on their own do-
main. Combined with the right technologies, the shift in incentives can in fact be a
boon for publishers, who currently lack adequate information not just about tracking
technologies but also about how tracking translates into revenue. In other words, our
suggestion is to help shift the balance of power (and, with it, responsibility) from
third parties to publishers.

Design for measurement. Finally, our work suggests that policymakers have a
lightweight way to intervene to improve privacy: by requiring service providers to
support the ability of external researchers to measure and audit privacy. This could
be as straightforward as the creation of APIs (application programming interfaces)
for external measurement, to help automate studies that would otherwise require ar-
duous manual effort. At the very least, policymakers should work to remove exist-
ing legal barriers to measurement research. Recently, the American Civil Liberties
Union, together with academics, researchers, and journalists, have challenged the
constitutionality of the Computer Fraud and Abuse Act on the grounds that it pre-
vents uncovering racial discrimination online [55]. We welcome this development.

Transparency through external oversight is a valuable complement to — and
sometimes more effective than — transparency through notice (i.e., privacy poli-
cies), for several reasons. Most importantly, external oversight doesn’t require trust-
ing the word of the company. Often, leaks of personally-identifiable information
(PII) or discriminatory effects of algorithms are introduced unintentionally into
code, and measurement offers a way to discover these. Finally, measurement-based
transparency can provide a precise and quantifiable view of privacy.
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6 The Future of Transparency Research

Online tracking has proved an amenable target for large-scale measurement. Repli-
cating the success of the WebTAP project in other domains will be much harder. For
example, while there have been several interesting and important studies of privacy
on smartphones and mobile devices, they don’t reach the same scale and complete-
ness, since app platforms are not as programmable as browsers [56, 57, 58] .

So far, WebTAP has looked primarily at data collection and data flows, and not
nearly as much at uncovering bias and discrimination — and more generally, dis-
covering how personal data is being used behind the scenes by algorithms. Here
again it becomes harder to scale, because getting insights into personalization on a
single website might require hundreds or thousands of observations. It also requires
developing statistical techniques for establishing correlation or causation. Research
teams at Columbia University and Carnegie Mellon University have recently made
progress on this problem [59, 60, 61, 62].

The most challenging scenarios for privacy measurement are also among the
most important: those that involve the physical world. Think of the “Internet of
Things” monitoring your activities in your home; tracking by analytics firms in
shopping malls, based on WiFi and other emanations from your smartphone; apps
that track your location and other activities; cross-device tracking and onboarding
discussed in Section 4.3. The difficulty for researchers, of course, is that we can’t
quite automate the real world, at least not yet.

Researchers are adapting to these challenges in various ways. “Crowdsourcing”
of data from different users’ devices has resulted in important findings on privacy,
price discrimination, and so on [8]. Sometimes it is possible to manipulate a fake
user’s location automatically [63, 64]. Engineers have created tools called “mon-
keys” that can simulate a user clicking through and exploring a smartphone app
[65]. These were developed for finding bugs, but can also be used to automatically
detect if the app phones home with personal data [66]. Computer science techniques
such as static analysis and dynamic analysis allow analyzing or running an app in
a simulated setting to understand its behavior [67]. Monitoring network communi-
cations generated by smartphones has proved powerful, especially combined with
techniques to peek into encrypted traffic [68, 69]. Occasionally, researchers have
rolled up their sleeves and conducted experiments manually in the absence of auto-
mated tools [70]. Finally, companies have sometimes been forthcoming in making
provisions for researchers to study their systems.

That last point is important. Privacy research has too often been adversarial, and
efforts by companies to be transparent and work with external researchers should be
encouraged and rewarded. In conjunction, we need a science of designing systems
to be transparent from the ground up. In the last few years, the Fairness, Account-
ability, and Transparency in Machine Learning (“FAT-ML”) research community
has made progress in developing algorithms that respect norms of transparency and
non-discrimination.

While this progress is laudable, it appears that we have a long way to go in
figuring out how to develop technology, especially machine learning, that respects
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our societal norms. A recent Princeton research paper (co-authored by Narayanan)
looked for bias in machine learning — specifically, in a state-of-the-art technique
called “word embeddings” that provide an algebraic representation of words that are
easy for computers to manipulate [71]. The authors started from the “Implicit Asso-
ciation Test,” a standard method in psychology to test human biases, and developed
a version of it for word embeddings. They were able to replicate in the machine
learning model every bias they tested that’s been documented in humans, including
racial and gender biases.

In other words, the underlying model of language used by the machine for a wide
variety of tasks (such as language translation) is intrinsically biased. The authors ar-
gue that since these models are trained on text from the web written by humans,
the machine inevitably absorbs the entire spectrum of human biases and prejudices,
along with the rest of language, meaning and semantics. It is impossible to learn
one without learning the other. This means that if we want to avoid enshrining our
historical prejudices in our algorithms, we have to fundamentally re-examine the
reigning paradigm of training machines on human knowledge and intelligence, and
that will require a long-term research program.

Conclusion. The technology industry innovates at breakneck pace. But the more
data-driven algorithms encroach into our lives, the more their complexity and in-
scrutability becomes problematic. A new area of empirical research seeks to make
these systems more transparent, study their impact on society, and enable a mod-
icum of external oversight. The Princeton Web Transparency and Accountability
Project has focused on a small but important piece of this puzzle: third-party online
tracking. By exploiting the open nature of web technologies, we have been able to
track the trackers in an automated, large-scale, continual fashion, and to conduct a
comprehensive study of tracking technologies used online.

An exciting but challenging future lies ahead for transparency research. Studying
domains and systems that are less amenable to automated measurement will require
various creative ideas. We hope these research findings will shape public policy,
just as environmental policy is shaped by research examining the impact of human
activities. Perhaps the greatest need is to develop a science of building data-driven
algorithms in an ethical and transparent fashion from the ground up. Perhaps in the
future algorithmic systems will even be built to explicitly support external measure-
ment and oversight.
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