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P art 1 of this article started my 
examination of why cryptogra-

phy doesn’t seem to have done much 
for digital privacy, although it has 
been relatively successful at improv-
ing security.1 I separated two visions:

■■ “Cypherpunk Crypto”—the 
dream of wielding crypto as a 
weapon for social and political 
change, and

■■ “Pragmatic Crypto”—a more 
down-to-earth view that seeks to 
engineer modest privacy enhance-
ments in specific applications.

I then discussed why the cypher-
punk world hasn’t materialized.

Here, I look at the Pragmatic 
Crypto vision, a goal that seems 
much more plausible. Developing 
privacy-preserving algorithms and 
systems constitutes a significant 
chunk of modern crypto research. 
Such designs seek to avoid causing 
privacy breaches any more than is 
strictly necessary for correct opera-
tion of the system. This research 
field traces its roots to Andrew 
Yao’s “garbled circuit construction,” 
a piece of “crypto magic” dating 
to the early ’80s.2 (More recently, 
Craig Gentry’s fully homomorphic 
encryption has been a key addition 

to the repertoire.3) Yao introduced 
the “millionaires’ problem,” in which 
two millionaires seek to determine 
which of them is richer without 
revealing their actual wealth. It turns 
out that using crypto, they can do 
this while leaking nothing more 
than the single bit of information 
they’re interested in computing. 
But the shocker is that there’s a two-
party protocol to compute an arbi-
trary function of two secret inputs in 
a way that reveals nothing more than 
the function’s output.

This is powerful because the two 
parties can be anybody—a website 
and a user, two companies, a gov-
ernment and a citizen, or two end 
users. There are also secure com-
putation protocols with more than 
two parties, of course. Research-
ers have used them to demonstrate 
privacy-preserving versions of 
functionalities in just about every 
conceivable domain—voting, elec-
tronic health systems and personal 
genetics, location-based services, 
and so on. In addition, a long line 
of research papers have described 
tailored, more efficient versions of 
generic multiparty computation in 
various domains (a Google Scholar 
search for “privacy preserving”, with 
quotes, showed 21,600 results). 

Nevertheless, despite the potential, 
privacy-preserving crypto technol-
ogies have largely failed to find their 
way into practice.

The two most frequent expla-
nations for this failure are that no 
demand exists for privacy and that 
crypto is too slow. I reject both—
the first is incorrect, and the sec-
ond is both incorrect and irrelevant. 
(In contrast, my primary explana-
tion for why Cypherpunk Crypto 
failed to materialize is insufficient 
demand.) The actual reasons are 
varied and complex; throughout 
the rest of this article I explain them 
and how to possibly mitigate them. 
My main focus is on commercial 
applications that collect personal 
data, but most of my arguments also 
apply to noncommercial contexts.

Human Factors
Nontechnical people are largely 
unaware of the existence or possibil-
ity of privacy-preserving computa-
tion. This matters for several reasons. 
Consider, for example, a Stanford 
project I led on private proxim-
ity detection.4 Our system allowed 
two friends (say, Facebook friends) 
to be serendipitously notified on 
their smartphones when they were 
near each other (for example, when 



they were both browsing in a library 
at the same time). It provided the 
crypto guarantee that no informa-
tion about their locations would be 
revealed to other users or the service 
provider. Such a modest but useful 
domain-specific goal is typical of 
Pragmatic Crypto.

Here’s the problem: there’s no 
easy way for a service provider to 
explain the crypto guarantee to 
users who have no mental vocabu-
lary for it. Indeed, trying to advertise 
an apparently impossible location-
based service in which the service 
provider never learns the user’s 
location will likely only backfire and 
make the app seem less trustwor-
thy! Trying to sell a product to con-
sumers who don’t know they need it 
is a bad enough problem for a busi-
ness, but this is an especially hope-
less version.

But this isn’t just about users. 
There’s also an institutional 
unawareness of privacy-preserving 
computation at companies. The 
result is that many companies treat 
privacy as a legal or compliance 
problem to be solved by legalese, 
rather than a (partly) technological 
one. Policy makers are yet another 
contingent who suffer from mis-
conceptions about information 
privacy, including ignorance of 
crypto. Crypto-for-security has 
been spurred partly by regulatory 
incentives such as encryption safe 
harbors in data breach notification 
laws, but no corresponding incen-
tives exist for crypto-for-privacy.

How can we fix this? Educat-
ing the general public on this topic 
won’t be easy. That said, I feel that 
everyone taking a college com-
puter science class would gain 
from acquiring a basic awareness of 
how to think about digital privacy, 
including learning about crypto’s 
possibilities. This doesn’t require 
learning the mathematical and algo-
rithmic details.

Another major sticking point 
is usability, and key management 

in particular. A much-cited 1999 
study found that PGP (Pretty Good 
Privacy) is essentially unusable 
for most users.5 Although the user 
interface has no doubt improved 
since then, the underlying concep-
tual and architectural complexities 
won’t go away. I feel strongly that 
unless key management is com-
pletely invisible, it will always be a 
nonstarter for consumer devices. 
Interestingly, some systems such 
as Off-the-Record Messaging have 
managed to avoid key management 
by aiming for a slightly different set 
of privacy guarantees.

Developers Are People Too!
Perhaps the most underappreciated 
cause of Pragmatic Crypto’s lack of 
success is engineering complexity. 
Modern crypto protocols are too 
complex to implement securely in 
software, at least without major 
leaps in developer know-how and 
engineering practices. A simple 
example illustrates how embar-
rassingly bad the situation is. The 
hash function is the most common 
crypto primitive, and the length-
extension vulnerability is a basic 
pitfall resulting from the insecure 
use of hash functions. Every crypto 
course covers this bug, yet a 2009 
study of popular web APIs found 11 
whose signature specification was 
vulnerable to it.6

There’s an important reason why 
lack of expertise affects crypto-for-
privacy much more than crypto-
for-security. People usually want a 
limited repertoire of security prop-
erties. So, enforcing security can 
be, and typically is, parceled off to 
well-analyzed modules (such as 
password-hashing libraries built 
into various platforms). These mod-
ules are written and scrutinized 
by true experts, of which there are 
scarily few. However, privacy-pre-
serving computations are domain 
specific, and they convert the spe-
cific functionality into a crypto-
graphic protocol. This makes them 

poorly modularizable. The idea 
that a developer who isn’t a crypto 
expert could read a modern paper 
and understand and implement the 
protocol in a bug-free way is laugh-
ably unrealistic.

The crypto research commu-
nity could do something about this 
but has generally chosen not to. I’m 
aware of two interesting exceptions. 
The first is a line of research Thomas 
Ristenpart christened “practice-
driven cryptography theory”—that 
is, theoretical analysis of the secu-
rity properties of constructions that 
do get implemented in practice.7 
Although this approach has a long 
way to go, I can imagine researchers 
using it to develop cryptosystems 
with an eye on implementation 
complexity. Second, some research-
ers have argued that generic secure 
two-party computations can be 
made fast enough for practical use.8 
Again, this insight is only a first step 
toward a practical tool chain, but 
perhaps one day we’ll be able to 
avoid custom protocols altogether 
in many cases.

Misaligned Incentives, 
Mismatched Models
The next factor is relatively well 
understood and has often been dis-
cussed by privacy scholars outside 
computer science, but is neverthe-
less worth noting. Cryptography 
helps enforce secrecy or confiden-
tiality, but privacy is much more 
nuanced, better captured by con-
structs such as contextual integ-
rity.9 To give just one example of 
the inadequacy of crypto alone 
as a technological privacy protec-
tion mechanism, consider the need 
for “breaking the glass” in medical 
informatics systems. Medical per-
sonnel must always be able to over-
ride any access control mechanisms 
in an emergency. Clearly, an audit-
ing and accountability framework 
is necessary to enforce privacy in 
such a context. This is arguably an 
underresearched area of computer 
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security, and its development in 
conjunction with crypto could lead 
to more useful and secure systems.

Perhaps the toughest barrier to 
Pragmatic Crypto is economics. 
Whether entirely through inevitable 
economic pressures or partly by a 
historical accident, we’ve ended up 
in a world where aggregation of per-
sonal data is an engine of the digi-
tal economy. Although Pragmatic 
Crypto’s goal can be thought of as 
roughly to prohibit secondary use of 
data, secondary use is in fact a busi-
ness imperative. Does this simply 
mean that no demand exists for pri-
vacy? Privacy advocates have argued 
otherwise—that we have a market 
failure and that the market under-
allocates privacy. Behavioral eco-
nomics provides one explanation. 
Alessandro Acquisti showed that 
a triad of problems—incomplete 
information, bounded rationality, 
and psychological distortions—
means that consumer behavior dif-
fers greatly from rational, informed 
choice.10 If we accept this argument, 
I see regulation as the only way to 
realign incentives with efficient mar-
ket outcomes. I’m not saying that 
regulation is always a good idea; 
rather, no other forces (say, pub-
lic-relations pressure) seem strong 
enough to reverse the trend.

My final point is about trust. The 
trust model in crypto is that the 
user controls and trusts his or her 
devices or end nodes and the soft-
ware running on them, but doesn’t 
trust third parties on the Internet. 
However, consumer technology has 
evolved away from this model over 
the past decade or so. Hardware and 
software are increasingly vertically 
integrated and packed together in a 
way that users can’t fully control or 
modify. This is reinforced by legal 
restrictions such as the Digital Mil-
lennium Copyright Act. Combined 
with the fact that today’s software 
typically updates automatically, not 
trusting vendors isn’t an option any-
more. ( Jonathan Zittrain also made 

this point in his talk “The End of 
Crypto.”11)

In a related development, users’ 
trust boundaries have evolved away 
from physical nodes toward brands. 
Indeed, this “feudal” model is cred-
ited with improving security. After 
all, Google’s and Amazon’s servers 
are dramatically more secure against 
theft or intrusion than smartphones 
and other client devices. The model 
has also been credited with indi-
rectly improving privacy, to the 
extent that privacy breaches result 
from security failures.

In other words, not only does the 
usual crypto threat model greatly 
overestimate users’ trust in soft-
ware running on their own devices, 
it equally underestimates trust in 
(some) third parties. Many crypto 
protocols treat service providers 
as adversaries, a model that’s non-
sensical in the modern computing 
environment. Consumers don’t seek 
technological privacy protection 
against governments and service 
providers but against their peers, 
nosy neighbors, stalkers, employers, 
insurance companies, advertisers, 
and the like. Even when the adver-
sary in a crypto protocol isn’t the 
service provider, it isn’t necessarily 
practical to use crypto. Often, it’s 
simpler for the trusted service pro-
vider to act as a privacy intermedi-
ary. Facebook’s ad-targeting platform 
is a good example—it never directly 
hands over user data to advertisers.

I believe that the two factors I just 
discussed—misaligned economic 

incentives and an unrealistic threat 
model—fundamentally limit the 
commercial applicability of crypto-
graphic privacy protection technolo-
gies. Nevertheless, crypto has an 
important role in improving privacy, 
and it hasn’t lived up to that potential. 
I’ve laid out three avenues for action:

■■ Improve crypto awareness and 
education.

■■ Treat improved usability and 
minimized implementation com-
plexity (and not just security and 
performance) as principal design 
goals of cryptosystems.

■■ Develop complementary tech-
nologies such as accountability 
mechanisms.

I hope some of these changes, possi-
bly coupled with policy incentives, 
can move us in the right direction. 
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