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Abstract

In this work, we consider the problem of reconstructing a 3D model from a sequence of

color and depth frames. Generating such a model has many important applications,

ranging from the entertainment industry to real estate. However, transforming the

RGBD frames into high-quality 3D models is a challenging problem, especially if

additional semantic information is required. In this document, we introduce three

projects, which implement various stages of a robust RGBD processing pipeline.

First, we consider the challenges arising during the RGBD data capture process.

While the depth cameras are providing dense, per-pixel depth measurements, there is

a non-trivial error associated with the resulting data. We discuss the depth generation

problem and propose an error reduction technique based on estimating an image-

space undistortion field. We describe the capture process of the data required for

the generation of such an undistortion field. We showcase how correcting the depth

measurements improves the reconstruction quality.

Second, we address the problem of registering RGBD frames over a long video

sequence into a globally consistent 3D model. We propose a “fine-to-coarse” global

registration algorithm that leverages robust registrations at finer scales to seed de-

tection and enforcement of geometrical constraints, modeled as planar structures, at

coarser scales. To test global registration algorithms, we provide a benchmark with

10,401 manually-clicked point correspondences in 25 scenes from the SUN3D dataset.

We find that our fine-to-coarse algorithm registers long RGBD sequences better than

previous methods.

Last, we show how repeated scans of the same space can be used to establish

associations between the different observations. Specifically, we consider a situation

where 3D scans are acquired repeatedly at sparse time intervals. We develop an

algorithm that analyzes these “rescans” and builds a temporal model of a scene with

semantic instance information. The proposed algorithm operates inductively by using
iii



a temporal model resulting from past observations to infer instance segmentation of

a new scan. The temporal model is continuously updated to reflect the changes

that occur in the scene over time, providing object associations across time. The

algorithm outperforms alternate approaches based on state-of-the-art networks for

semantic instance segmentation.
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Chapter 1

Introduction

Indoor scene reconstruction is a general term that refers to many algorithms

that pertain to the problem of transforming the observations of an indoor scene

to a digital, three-dimensional representation. Many different devices can pro-

duce such observations — including traditional color cameras and a variety range

measurement devices, ranging from commodity depth sensors to LiDAR solutions.

While many variants exist, this document focuses on indoor scene reconstruction

with RGBD cameras. These devices are the standard choice for this application, due

to their small form-factor and a relatively low price. Indoor scene reconstruction with

an RGBD camera is a process of transforming visual observations in the form of color

and depth images into a three-dimensional mesh describing the geometric appearance

of the scene (see figure 1.1). We use the word “scanning” to describe the process of

obtaining such visual information. To “scan” an indoor scene, a user visits the en-

vironment and points the camera at its various elements. The result of this action

is a video sequence. The goal for scene reconstruction is to recover the location and

orientation of the camera for any frame in such a video sequence.

The ability to reconstruct visual observations into a digital representation has

useful applications in many areas. First, the digital content creation pipelines can

1



Figure 1.1: A visualization of the input and output data for methods considered in
this document. From left: An RGBD camera produces a series of color and depth
image pairs. Depth images provide an estimate of how far each pixel is from the
camera. A video sequence of such images is converted into a three-dimensional mesh
representing the scene.

benefit from such data. Scanning is an affordable way of producing digital assets and

is now commonly used in the entertainment industry. Moreover, a digital version of

an existing space allows for telepresence experiences — a user can be “projected” into

some remote location and be able to see its contents. An area where such applica-

tions are particularly desirable is real-estate. Clients can view the reconstructions

of properties on the market to help them make a more informed decision about the

potential purchase. Similarly, the construction industry can use three-dimensional

reconstructions to archive the progress made in a specific location. Lastly, indoor

space reconstructions serve as an input to a whole range of scene understanding al-

gorithms. These algorithms aim to estimate the contents of a reconstructed scene —

they usually seek two types of information: semantic and instance information. The

semantic information describes the category of scene geometry (i.e., is this scene ele-

ment a part of a chair?). The instance information explains what parts of the scene

constitute a single object instance (i.e., where is my chair?). A system capable of

answering such questions is necessary to provide robots with a human-like capability

to perceive and understand the world around them.
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Figure 1.2: An RGBD pipeline visualization. We first capture color and depth frames
in the camera registration process. Camera registration outputs location and ori-
entation for each frame. Using camera pose information we produce a pointcloud
representation of the scene. We estimate a surface representation in the mesh re-
construction process. We then use the mesh of the scene to produce semantic and
instance segmentation.

Transforming the visual data to a digital representation which contains both ge-

ometric and semantic-instance information is a challenging problem. It decomposes

into sub-tasks, with data flowing through from one task into another, defining a

pipeline. Since we deal with color and depth data, we refer to this pipeline as an

“RGBD processing pipeline”. Even with an evident decomposition of the overall prob-

lem, the creation of such a pipeline is a non-trivial task. Each of the sub-problems is

of considerable algorithmic complexity, with more difficulties arising when considered

together. This thesis describes the algorithms required for improving many stages of

an RGBD processing pipeline (see fig. 1.2). We present a complete system for pro-

ducing semantic reconstructions of indoor spaces from color and depth observations.

We begin with the discussion of the capture process, focusing on understanding the

properties of a commodity RGBD camera. Such capture devices are now a mainstay

in the area of indoor reconstruction. This popularity is thanks to their relatively low
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cost and high effectiveness in the target application. At the same time, the quality

of the produced data may leave something to be desired. It is especially true in

the context of indoor reconstruction, where the depth quality directly impacts the

result of reconstruction algorithms. We analyze the specific issues with the data that

a commodity RGBD camera produces, which inform a straightforward method for

improving the quality of the returned depth measurements. Specifically, we present

a calibration procedure that increases the effective range of depth. Calibration data

can be obtained in minutes and does not require costly setup. To showcase the

usefulness of the proposed method, we present qualitative results on a reconstruction

task. We compare the quality of the reconstructions obtained using calibrated and

un-calibrated data.

Second, we present an algorithm for camera registration. Camera registration is

a problem of recovering the camera path from visual observations obtained during

scanning. This process requires estimating the transformation that relates the con-

secutive frames from the input video sequence. A common issue that arises during

this process is drift. Drift refers to a problem where the recovered camera locations

are different for images observing the same physical space. We present a method that

can battle these drift-related issues. Unlike the traditional approaches, our method

achieves drift-free results thanks to the incorporation of the Manhattan-World priors

into a novel optimization framework. Given an initial estimate of a camera path,

our method is able to recover globally consistent trajectory, by alternating between

constraint estimation and optimization. We compare our approach to existing meth-

ods by introducing a new dataset of point-to-point correspondences, allowing us to

quantify the quality of reconstruction. Through this comparison, we show that the

proposed method can deal with a wide range of video sequences, even in cases where

other methods fail.
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Lastly, we define a task of a segmentation transfer between observations of the

same space. We assume that the user captures the scene observations at sparse

time intervals — in the order of hours or days. In such a setting it is not possible

to easily associate the data between multiple observations. However, there are still

large amounts of redundancies that we can take advantage of. In our approach, we

leverage the geometric similarity between the scene observations. We aim to estimate

how to best fit objects from the previous observations to a novel one. This fitting

procedure defines an inductive algorithm, which can be used each time one obtains a

new observation of the scene. We show that our approach can produce high-quality

semantic and instance segmentation. We compare our approach to baselines based

on advanced deep-learning approaches.

• A low-cost calibration method to improve the effective range of a depth sensing

device,

• A new iterative refinement strategy for global registration of large-scale RGBD

scans,

• A new benchmark dataset for evaluating registration algorithms quantitatively,

• An inductive algorithm that infers the shapes, placements, and associations of

objects from infrequent RGBD scans by utilizing data from past scans,

• A dataset of repeated scans of 13 scenes with 45 time-steps in total, along with

ground-truth annotations for object instances and associations across time.

5



Chapter 2

Related Work

There has been a tremendous amount of work focusing on the digitization

of objects and spaces in the past. In this section, we present related

approaches and discuss them in the context of indoor scene reconstruction.

2.1 Acquisition

As mentioned in the introduction, this document’s focus is RGBD cameras. More

specifically, we describe methods that use RGBD data obtained by PrimeSense de-

vices. These devices use a specific algorithm to obtain dense depth information —

please refer to Chapter 3 for more details. However, the algorithm used by devices

like Microsoft Kinect v1 or Occipital Structure Sensor to estimate the depth is not the

only way of obtaining range information. In this section, we discuss a set of existing

alternatives and consider their applicability to indoor scene reconstruction.

There exists a wide range of the range-sensing algorithms [Szeliski, 2010], many

of which have been implemented as dedicated hardware. Given that in this work

we focus on a particular, hardware implementation of a depth estimation algorithm,

a sensible taxonomy to classify other approaches is to look at available hardware
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(a) FARO Focus (b) Matterport Pro 2 (c) Next-Engine Scanner

Figure 2.1: Examples of various range measurement devices.

solutions, and how they compare to RGBD cameras. Different possible classification

methodologies include scanning time, accuracy, allowed object size, etc.

Industrial Solutions. The first class of devices that we can discuss are Light

Detection and Ranging (LiDAR) devices. The principle behind LiDAR devices

is the time-of-flight calculation. These devices emit a light signal (using an LED

or a laser) and record the reflected signal. The time difference between when the

signal is emitted and received, coupled with the speed of light constant, allows

one to calculate the distance. For more information on the principles behind such

devices, please see [Adams, 2002]. An example of a hardware implementation

that is commonly used in indoor scene reconstruction is the Focus product-line by

FARO [FARO Technologies, 2019]. They use a laser as the light emitter, which

coupled with a mirror surface rotating at high speeds allows these devices to capture

360◦ sweeps of the environment around themselves. The main advantage of this

solution is its high accuracy and range. FARO Focus 350 (fig. 2.1a) boasts a range

between 0.6m to 330m, with distance accuracy up to a single millimeter. Addition-

ally, these devices are well-suited to scanning both indoor and outdoor environments.

Recent datasets [Park et al., 2017, Knapitsch et al., 2017] show high-quality indoor

and outdoor reconstructions obtained with a FARO Focus scanner. While capable

of generating high-quality results, the distinct disadvantage of a LiDAR device is its
7



price — as a professional tool, the cost is in tens of thousands of dollars. As such,

LiDAR sensors cannot be adopted by an average consumer. Additionally, the coaxial

range measurement devices, like FARO Focus, only scan a single point at a time

— thus increasing the scanning time required to obtain a scan of the environment.

Furthermore, one needs to carefully plan the locations of the scanner to obtain a

complete reconstruction of the space. Using a hand-held RGBD camera, allows the

user to move freely within the space, without a need for such pre-planning.

Another professional grade camera is the Matterport Pro 2 [Matterport, 2019]

(fig. 2.1b). This camera is a proprietary design, based on three RGBD cameras.

The Matterport Pro 2 is built with an indoor scanning application in mind. The

main focus of these devices is the creation of high-resolution, HDR color imagery.

The depth is obtained using the structured light algorithm (see Chapter 3). Because

of this choice, the device has a limited range of depth measurements (up to 4.5m).

However, it needs to be noted that the returned depth maps are more accurate than

those from a commodity RGBD sensor. While Matterport Pro 2 is cheaper than the

FARO Scanner, its price is still high, preventing adoption by the general public.

Projection based devices. The next type of a device producing depth measure-

ments is a laser-stripe scanner, like the Next-Engine system [NextEngine, 2019](fig.

2.1c). These devices use a laser-stripe projection to estimate the depth — given a

known plane equation, and a recording of a laser stripe in the image, one can es-

timate the depth of points lying on the projected stripe [Curless and Levoy, 1996].

By sweeping the laser along the object’s surface, one can obtain depth measure-

ments. Given that the localization of a single laser stripe within the image is rela-

tively straightforward, this method returns highly accurate depths. The limitations

are two-fold. First, the scanning time — since only points along laser-stripe can

be reconstructed at a single time, the scanning time can become quite long. Many

systems [Brown et al., 2008, Fan et al., 2016] have been introduced to combat such
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limitations. Secondly, only objects of limited size can be scanned — extending this

procedure to large scale structures is a non-trivial process [Levoy et al., 2000].

The speed issues of a single laser-stripe camera were addressed in computer

vision literature by projecting multiple stripes onto the surface with a pro-

jector. In this setting, the challenge is to differentiate between the multiple

stripes visible in the image. A classic solution [Posdamer and Altschuler, 1982]

is to project numerous stripe patterns in order to create a unique code for each

one. This class of methods is referred to as temporal structured light and is

related to the algorithm used by the PrimeSense cameras, which in turn use

what is called spatial structured light. Many extensions have been proposed

over the years to limit the amount images that need to be projected by tem-

poral structured light methods [Hattori and Sato, 1996, Horn and Kiryati, 1997,

Batlle et al., 1998, Li Zhang et al., 2002], or how to deal with slowly moving ob-

jects [Hall-Holt and Rusinkiewicz, 2001, Rusinkiewicz et al., 2002]. The commercial

solutions for this type of algorithm include HP 3D Scan systems [HP, 2019]. While

these methods can produce high-quality depths, just like the laser stripe methods

described above, the main limitations come from the size objects that can be scanned

using these systems — they are not well suited to scanning environments, but rather

table-top objects. Additionally, due to the speed of acquisition, scanning of the

environments with such devices is also limited, as one needs to place the camera

down before taking the scan.

Alternative depth cameras. Apart from all the above solutions, there are also

alternative depth cameras one could use instead of the PrimeSense devices. First, is

the updated Microsoft Kinect v2 [Microsoft, 2019]. Microsoft has changed the design

of the device completely, moving away from the spatial structured light and onto the

time-of-flight (TOF) camera. The principle behind the TOF cameras is related to that

of a LiDAR, however instead of producing just a single depth measurement at a time,
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depth measurements are made for every surface element within the camera frustum.

The underlying principle is, however, the same — a device emits a light signal, usually

in the near infra-red spectrum, for a very short time. Then the light sensor, exposed to

that spectrum only, gathers the light over a short time interval. The intensity stored

at a pixel is proportional to the depth [Iddan and Yahav, 2001, Gokturk et al., 2004].

While conceptually simple, this approach has an issue of interference with an ambient

light — these devices cannot work outside. Additional issues come from the fact

that since the entire scene is illuminated at a time, the light reaching the camera

might come from multiple reflections, affecting measurement accuracy. Despite these

issues, the TOF camera design is quite attractive for indoor scanning. However, with

Microsoft Kinect’s v2 much more closed environment, these cameras have not seen

much use from the reconstruction community.

Another class of commercially available depth cameras comes from Intel. The

Intel RealSense [Intel, 2019] line of device uses what’s called an active stereo algo-

rithm. The depth measurement setup includes a pair of infrared cameras and an

infrared projector. The infrared projector projects a pattern into the environment

to help with the correspondence problem. Once the correspondence between pix-

els in two images has been established, the depth can be estimated from disparity,

the difference in distances to the left edge of the picture from corresponding im-

ages [Hartley and Zisserman, 2004].

Lastly, one can use only color cameras to obtain depth. With two cameras, as

mentioned in the previous paragraph, one can establish the pixel correspondence and

recover the depth. In this case, there is no actively projected pattern. Hence we

refer to this class of methods as passive stereo. The challenge comes from the corre-

spondence estimation problem, where usually the correspondence can be estimated

between the set of distinctive features only, producing sparse depth measurements.

Techniques to provide a dense reconstruction from a set of color images exist (for
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example work by [Furukawa and Ponce, 2010]) — a good overview of various alter-

natives can be found in the recent reconstruction benchmark [Knapitsch et al., 2017].

To conclude, while many alternatives exist, the PrimeSense camera offers the right

combination of the cost, form-factor, and depth quality. As such, it is not surprising

that they have become a standard acquisition device for indoor scanning applications.

2.2 Registration

In Chapter 4, we discuss a method for improving the quality of camera poses. We

propose to use a straightforward way to estimate the initial set of poses to highlight the

robustness of our approach. At the same time, it is essential to note that there do exist

alternative tracking methods that are often more robust than the one we describe. The

basic building block of most of the tracking methodologies is a registration procedure

— given two observations of the same scene, we wish to estimate a set of parameters

that relate them. In the majority of cases, this relationship is modeled as a rigid body

transformation. Here we review various methods that aim to solve this problem.

Iterative Closest Point. A classic algorithm coming from the range-sensing

community is the Iterative Closest Point (ICP). ICP algorithm’s goal is to estimate

the rigid transformation [R|t] that aligns two surfaces P and Q to each other. The

basic idea behind ICP is to first estimate a set of correspondences between P and

Q. As the ICP algorithm assumes that P and Q are approximately aligned, the

way correspondences are generated is by finding closest points on both P and Q

(hence the Closest Point part). With some estimate of correspondences, one can

calculate the transformation minimizing the distance between the two sets of cor-

responding points. The process of the correspondence finding and distance mini-

mization is repeated until convergence (hence the Iterative part). Many extensions

to the classic ICP approach exist, as described in [Rusinkiewicz and Levoy, 2001] —

11



the main direction of improvement, explored by the prior work, is the definition of

a more descriptive error function to estimate the transformation. The initial work

proposed minimization of a point-to-point distance [Besl and McKay, 1992]. A com-

monly accepted extension was the point-to-plane distance [Chen and Medioni, 1991],

which is shown to converge faster. Follow-up work [Mitra et al., 2004] proposed to

approximate the squared distance between two surfaces and has shown how it leads

to further improved convergence at the cost of additional data-structures. Recently,

[Rusinkiewicz, 2019] proposed a novel symmetric distance function, showing yet again

improved convergence compared to the classic techniques, but without any additional

data-structure requirement. Another direction for improvement is deciding what

points to use for the closest point search and transformation estimation. Work by

[Rusinkiewicz and Levoy, 2001] proposes normal-space sampling that aims to sample

points in such a way that the distribution of normals of the selected points is uniform.

In follow-up work, [Gelfand et al., 2003] introduces sampling based on the analysis of

the surface properties to select points that best limit the motion’s degrees of freedom.

Global registration. While the ICP algorithms assume initial alignment between

the input shapes to estimate the transformation, an approximately correct alignment

might not be known. In such a situation, we need to turn to the global registration

algorithms. This class of methods’ goal is to estimate transformation with no as-

sumptions made on the initial configuration. A traditional approach is to employ a

Randomized Sample Consensus [Fischler and Bolles, 1981] algorithm, where two sets

of n points are selected on each surface P and Q randomly and are used to estimate

the transformation. The value of n depends on the model we are trying to estimate,

and it needs to be high enough to constrain all degrees of freedom the model allows.

For a rigid body transform n = 3. After estimating the model, we can quantify its

quality. This process is repeated many times over, keeping track of the best model.

It can be shown that after k trials, the probability of obtaining a good model is high.
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Given enough time, the RANSAC approach will provide the correct answer. In

situations when the time is the constraint, alternative solutions have been proposed —

4PCS [Aiger et al., 2008] and follow-up Super4PCS approaches [Mellado et al., 2014]

propose to find sets of 4 coplanar points in both scans that are approximately con-

gruent. Authors show how imposing such constraint on the sampled points leads to

improved asymptotic performance compared to traditional randomized methods.

Another alternative is to use descriptors to encode points on the input sur-

faces. While standard ICP formulation uses the Euclidean distance between the

locations of each point to determine the relationship between them, an alternative

is to use some higher dimensional, transformation-invariant descriptor to perform

the matching. A number of such descriptors were proposed, including spin images

[Johnson and Hebert, 1999], integral descriptors [Gelfand et al., 2005], point-pair fea-

tures [Drost et al., 2010], point feature histograms [Rusu et al., 2009]. More recently,

methods for learning the descriptors, rather than hand-designing them, were pro-

posed. Recently, [Zeng et al., 2016] proposes to use the reconstruction of 3D scenes

to get corresponding observations of the same surface for training. A similar ap-

proach is presented in work by [Khoury et al., 2017] — methods differ on how the

local geometry is encoded. The former method uses a regular grid, while the latter

uses a spherical binning strategy. Additionally, methods that utilize the descriptors

to estimate the transformations in a way that is robust to incorrect matches exist.

For example, [Zhou et al., 2016] proposes an iterative registration procedure that can

down-weight incorrect matches, allowing for effective registration even with imperfect

descriptors.

Structure-From-Motion. While the methods mentioned above look at the align-

ment of two 3D surfaces, Structure-From-Motion (SfM) considers itself with register-

ing images taken from different viewpoints. Usual SfM pipeline consists of a fea-

ture extraction step, where distinctive points in two images are extracted (using ap-
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proaches like [Lowe, 2004], or [Bay et al., 2008]). Then a matching step is performed,

to create a set of correspondences between two sets of keypoints. Keypoints can then

be used to estimate motion between two views, and the 3D positions of the keypoints

can be estimated via triangulation [Hartley and Zisserman, 2004]. SfM methods of-

ten extend the problem to registering multiple views and estimating an optimal 3D

structure, defining a bundle adjustment problem [Triggs et al., 2000]. Systems ca-

pable of producing sparse reconstructions of many well-known, real-world locations

were presented [Snavely et al., 2006, Agarwal et al., 2011]. While able to produce

impressive results, the fact that these methods operate on RGB data makes them

not well suited to reconstructing indoor spaces. The success of these methods relies

on finding distinctive points in two images, which might be difficult in texture-less,

indoor spaces.

RGB Motion Estimation. SfM techniques described in the previous paragraph

mostly look to register unorganized collections of photographs, with a possibly sparse

set of observations, where the overlap between images might be low. Additionally, SfM

techniques are generally computationally expensive and thus are performed offline.

Simultaneous Localization And Mapping (SLAM) algorithms, on the other hand, are

designed to perform under the real-time constraints.

The literature on SLAM is vast, and many variants have been proposed over

the years. A systematic way to classify different methods was introduced in

[Engel et al., 2016], based on four criteria. A class of a method is determined based

on whether it directly optimizes the motion from the device measurements, or

whether it performs indirect step of extracting intermediate representation to define

an error function. Another pair of criteria concerns itself with whether the method

uses all measurements reported (dense), or whether it attempts to extract a set of

meaningful information first (sparse).
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Sparse and Indirect methods are the most common. In such systems, a sparse

set of observations is extracted in the form of keypoints (traditionally corners

[Harris and Stephens, 1988]), and then matched to estimate the motions. These

methods are indirect, as they optimize geometric error based on matched points,

rather than comparing the measurements (pixel-values) directly. Examples of such

methods include [Klein and Murray, 2007, Mur-Artal et al., 2015]. The main ad-

vantage of such methods is their robustness to various issues, like the sensor noise

and even geometric errors caused by the rolling shutter. They, however, trade this

robustness for not being able to use all information within the image and will fail if

distinctive keypoints are not available.

Dense and Indirect methods are less common. The main idea behind them is to

first extract indirect information in the form of, for example, a dense optical flow

field between two images and then aim to minimize the error. Examples include

[Valgaerts et al., 2012, Ranftl et al., 2016]. The limited popularity of these methods

can be attributed to the fact that the optimization problem arising from a dense

approach is harder to solve, as pointed out in [Engel et al., 2016].

Dense and Direct methods, like [Stühmer et al., 2010, Newcombe et al., 2011,

Engel et al., 2014], aim to use all pixel information to optimize for the motion. These

methods are direct, as they build the error function around the photometric response

recorded by the camera. The advantage of these approaches is a more stable motion

estimation that does not depend on the keypoint extraction step. However, these

methods are more susceptible to issues caused by sudden illumination changes, sensor

noise, or rolling shutter errors.

Sparse and Direct methods also propose to minimize the photometric error using

only the sparse information. The motivation behind such an approach is noted by

[Engel et al., 2016] — the dense methods lead to a harder optimization problem.

15



As such, [Engel et al., 2016] proposes only to extract sparse information so that the

motion estimation procedure is more efficient.

To sum up, the choice of specific method class largely depends on the modality

of input data. The benefits of indirect methods include robustness to certain types

of noise and distortion, like sudden illumination changes or rolling shutter errors. As

such, these methods can be applied to images from consumer grade color cameras.

This robustness trades for the method’s performance — direct methods generally lead

to more robust trajectory estimation but require photometrically calibrated cameras,

with a global shutter.

Regardless of the method chosen, most methods that rely only on the RGB in-

formation will have issues with estimating trajectory in indoor environments, where

texture-less surfaces are common (although, this issue has been recently addressed

by using a wide-lens cameras [Caruso et al., 2015]). Even when a technique is able to

recover the correct camera motion, the resulting reconstruction will be sparse, pre-

venting its use for visualization applications. Section 4.2 discusses SLAM systems

that recover camera trajectory from the depth measurements.

2.3 Understanding

Once the camera poses are estimated, and the scene geometry is reconstructed, the

obvious question to answer is what are the contents of the reconstructed environ-

ment. Given the information of the scene in the form of 3D geometry, one would

like to understand what objects are within the scene. As such, the problem of

scene understanding is analogous to the traditional 2D image understanding, where

standard tasks include image classification [Krizhevsky et al., 2012], image captioning

[Johnson et al., 2016] and image segmentation [Long et al., 2015].
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For 3D scene understanding, the standard tasks include semantic and instance

segmentation. The former task asks to classify the scene’s geometry into a set of

discrete groups, like a chair, bed, or sofa. Instance segmentation asks to enumerate

all objects within the scene and to specify their boundaries.

Much progress has been made in the visual understanding of the color images, with

widely accepted approaches emerging [He et al., 2015, He et al., 2017]. The massive

success of these approaches inspires the use of deep-learning in for 3D data. However,

since large, labeled datasets of 3D data, required for deep-learning, have become avail-

able only relatively recently [Chang et al., 2017, Dai et al., 2017, Hua et al., 2016],

there is not a generally accepted way to learn using three-dimensional data. Below

we present some of the ways the previous work has proposed. The main differencing

factor between them is the underlying representation of the scene geometry:

Volume-Based. The most straightforward way to approach learning using 3D

data is to use volume-based representation, like the initial baseline approaches re-

leased with the Scannet dataset [Dai et al., 2017]. In the volume-based approaches

the scene geometry is represented using a regular grid, often storing truncated signed

distance to the surface [Zeng et al., 2016]. The advantage of the regular grid repre-

sentation is the fact that one can use standard convolutions to train the network,

where simply an additional dimension is involved. The main drawback is that such

a representation is very memory intensive, preventing the representation of fine de-

tails, that might have existed in an input surface. Attempts have been made to

address this issue — [Riegler et al., 2017] proposes to use hierarchical, octree repre-

sentation of the surface, allowing for much more compact storage. More recently,
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[Graham et al., 2018], shows how to directly perform convolutions on sparse data,

leading to much-improved results.

Mixed Representation. There also exist approaches that aim to bring in the

high-frequency information that might be lost when converting to a volumetric grid,

by employing joint representations. [Dai and Nießner, 2018] uses a joint 3D-2D net-

work, where both the color images and the voxel representation of the 3D geometry

are used. Authors propose to first extract the 2D features from the color images and

then backproject them onto the voxel grid. This procedure allows authors to perform

convolutions on two voxel grids, one representing the geometry and the other repre-

senting the features extracted from the color images. They show how this approach

leads to a significant improvement in performance on the semantic segmentation task.

Similarly, [Narita et al., 2019] presents a semantic mapping system that uses both

the geometry and the color images. Unlike the previous system, this system performs

in an online fashion. The authors show how to fuse the results from a 2D segmentation

approach (using the system by [He et al., 2017]) onto the 3D geometry, and how to

track and associate label instances over time. As a result, they are able to obtain

high-quality instance segmentation of the scene, while also building the geometric

representation at the same time.

Point-based. Yet another way to reason about the scene is to use point-based

representation, where points are sampled from the input surface. The initial work

of [Qi et al., 2017a] has introduced the Pointnet architecture, capable of learning on

unstructured sets of points. The network tries to approximate a symmetric function

f so that its results are independent of the ordering of the input points. Authors

show how such an architecture can be used for tasks like classification and semantic

segmentation. However, due to the use of a single max pooling operation to aggregate

the whole point set, the Pointnet is unable to represent the local structures and in-
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tricate local details. In the follow-up work [Qi et al., 2017b], they extend the original

architecture by first sampling and grouping local regions and then using Pointnet to

encode these regions into feature vectors. This way, they are able to capture more

information about the local details.

Surface based. Lastly, there are also approaches that propose to represent the

scene geometry just as a surface and perform learning directly on it. The approach of

[Tatarchenko et al., 2018] defines convolutions on tangent planes of the input surface,

allowing for learning on top of surface-based, geometric information. Recent work

by [Huang et al., 2018] is showing how to learn from color information stored on the

surface.

In addition to the approaches mentioned above, the field of scene under-

standing has also defined a set of novel tasks. These include shape completion

[Dai et al., 2016b], semantic scene completion [Song et al., 2017, Dai et al., 2018]

where the goal is to estimate the semantics and geometry of the scene jointly.

Another new task is the scan-to-CAD alignment [Avetisyan et al., 2019]. Given

a scene reconstruction, the goal is to find CAD models (from the Shapenet

dataset [Chang et al., 2015]) that best fit the scene geometry and appearance.

System by [Avetisyan et al., 2019] introduces an entire dataset for this task, based on

the Scannet dataset [Dai et al., 2017], and shows a preliminary solution, alongside a

benchamrk.
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Chapter 3

Camera Calibration

3.1 Introduction

As discussed in section 2.1, a variety of approaches and devices can be

used to obtain the depth information. Here, we limit the discussion to

a particular class of cameras, which we refer to as the PrimeSense cam-

eras. The name is due to a company holding a patent on the depth conversion

algorithm [Freedman et al., 2007] implemented in these cameras. The devices in the

PrimeSense-class include Microsoft Kinect, Asus Xtion Pro, and Occipital Structure

Sensor. These cameras estimate the depth information using an approach based on

a spatial structured light, where a known pattern is projected onto the environment

in the infrared spectrum. First, the image of the projected pattern is recorded back

using the infrared camera. Then, by comparing the appearance of the captured pat-

tern with the reference pattern, the algorithm estimates the depth at a pixel location.

As such, PrimeSense cameras can be considered as an implementation of an active

stereo system, where the infrared projector replaces one of the cameras. However,

the exact details of the depth estimation algorithm are not known, as it is a subject

of the aforementioned, proprietary patent [Freedman et al., 2007].

20



(a) Occipital Structure Sensor on an Apple iPad (b) RGBD images

Figure 3.1: Commodity RGBD camera and an example output.

In terms of the output, the PrimeSense devices produce “RGBD images”. An

RGBD image consists of a three-channel image I and single-channel image D. Image

I stores the color information, and image D stores the information about the distance

between the observed scene and the sensor (see figure 3.1). Unlike the RGB-only ap-

proaches, the depth cameras can produce depth estimates even for texture-less regions.

Given that many indoor spaces are often texture-less, RGBD cameras have become

widely popular in the field of indoor scene reconstruction. At the same time, it needs

to be noted that the initial application for commercial RGBD cameras was human

body tracking [Shotton et al., 2011]. Not surprisingly, the body-tracking application

has different constraints than the indoor reconstruction task. The above observations

motivate the investigation of the PrimeSense camera properties to understand how

to use them for indoor reconstruction effectively.

The methods presented in this section were developed for the Scannet project

[Dai et al., 2017]. Scannet consists of 1513 labeled reconstructions of indoor scenes,

and the data has been captured using the Occipital Structure Sensor camera. As

mentioned previously (Chapter 1), the quality of the depth data affects the recon-

struction quality. This dependence is caused by the fact that most of the tracking

algorithms optimize for the camera poses by minimizing residuals based on the depth

data. Hence for the Scannet project, the correct calibration of the acquisition devices

is critical. To provide users of the datasets with the high-quality data, we analyze
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issues present in the data produced by the Occipital Structure Sensors. As a result,

we introduce two calibration procedures.

First, we show a way to address the problem of alignment between depth and color.

As seen in figure 3.1, the depth and color images are taken from different locations. As

such, the images are observing slightly different parts of the scene. Simply overlaying

depth and color information leads to significant visual errors. Additionally, if the

registration algorithm depends on the correct alignment between depth and color, the

simple approach fails. We provide a description of a method producing an alignment

between the color and depth images.

Second, we describe the depth undistortion strategy to solve the issue of a low-

distortion warp present in the depth images. This warp refers to the phenomena

of incorrect depth estimates returned by the device. We show that the errors are

dependent on both the pixel location and the estimate of the depth. We aim to

calibrate the measurements returned by a depth camera to minimize these errors.

Concretely, we estimate an undistortion function from pairs of observed and ground-

truth depths that minimizes the distance between the two. We follow an existing

method for producing such undistortion function. Our contribution lies in the design

of a novel, low-cost method for acquiring the necessary calibration data. Lastly,

we investigate how the depth calibration affects the quality of camera registration

algorithms.

Overall, we make the following contributions:

• An automatic approach to estimate intrinsic and extrinsic properties of the color

and depth cameras

• A low-cost solution for capturing calibration sequence required for estimating

the depth undistortion function
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3.2 Related Work

Depth camera calibration has not received much of research interest. Most of the

methods which use RGBD data simply use the images after the stock calibration is

applied. In this section, we are going to give a brief overview of how a PrimeSense

camera generates a depth image. We also discuss a number of works that look at

estimating the parameters in the PrimeSense cameras.

3.2.1 Depth Estimation

The way PrimeSense cameras work is a subject of a proprietary patent, currently held

by PrimeSense and Apple [Freedman et al., 2007]. Prior work has, however, looked

into trying to understand the principles behind how these devices operate. Work by

[Martinez and Stiefelhagen, 2013] and [Martinez and Stiefelhagen, 2014] gives a good

overview of that process. We provide only a summary here.

To estimate depth information PrimeSense devices use a structured light approach,

where a known pattern is projected onto the environment. To achieve real-time

performance, these cameras use a spatial structured light, where a known speckle

pattern is projected. Local blocks within this speckle pattern are unique. To enable

the capture of the regular color images and to lower the interference with the visible

light, the speckle pattern is projected in the infrared (IR) spectrum.

An associated IR camera captures the image of the environment with the pro-

jected pattern. The image of the environment and the expected appearance of the

projected pattern constitute a stereo image pair. As such, the PrimeSense device can

be considered a stereo setup, where a projector replaces one of the cameras.

With the two images of the projected pattern and a known relationship between

the IR camera and the IR projector, the depth can be estimated from the dispar-

ity between corresponding pixels. To compute correspondence between the pixels
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in the two images PrimeSense devices are most likely using a block matching algo-

rithm [Martinez and Stiefelhagen, 2013] — which can take advantage of the unique-

ness of the local blocks within the projected pattern. With the pixel-to-pixel corre-

spondence established, the disparity values (difference of the distances to the left side

of the image) are trivially computed. These values can be used to calculate depth,

using a well-known formula z = fb
d
, where z, f, b, d are, respectively, the depth, focal

length, baseline between cameras and the disparity value [Szeliski, 2010].

We note that we do not consider the calibration of the infrared projector and

the infrared camera pair. While calibrating these could improve the depth-quality, it

would prevent us from using the hardware implementation of the depth estimation

algorithm.

It is important also to note that several systems attempting to improve the original

idea exist, like [Fanello et al., 2016] or [Fanello et al., 2017]. Regrettably, these work

require a specific hardware setup, and the algorithm implementations are not publicly

available.

3.2.2 Camera Calibration

Several works [Nguyen et al., 2012, Andersen et al., 2012] have looked into identifying

and modeling common issues that the PrimeSense devices exhibit.

Early work by [Smisek et al., 2011] discusses a system for Microsoft Kinect sen-

sor calibration. They introduce a framework for estimating intrinsic and extrinsic

parameters for both depth and color cameras. The set of estimated parameters is

very similar to our proposed model. Smisek’s work is also the first one to provide a

discussion regarding the image-space distortion effect. When capturing a depth map

of a flat wall and comparing the returned depth measurements to a known distance

to the plane, authors observe a spatial distortion pattern. To correct it, they propose

to compute the per-pixel residual mean and apply it to the depth images. However,
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since this work performs experiments on small depth ranges only, no relationship

between the image space effect and distance to the camera is described.

Follow-up by [Herrera C. et al., 2012] introduces a novel calibration method

for the Primesense-class cameras. The main difference between this work and

[Smisek et al., 2011] is the modification of how to undistort the depth values re-

turned by the device. Authors introduce a way to estimate spatial distortion pattern,

that varies in image space. Additionally, the effect of this pattern is modulated

by a function of observed depth. The authors report how the proposed calibration

decreases the error in the measured depth by comparing the depth measurements to

a known 3D plane.

Work by [Nguyen et al., 2012] analyses the noise properties of a depth sens-

ing device, with a goal of improving tracking quality in the KinectFusion system

[Newcombe et al., 2011]. In addition to identifying the dependence of the noise on

the distance from the camera (what the authors call axial noise), this work also

classifies the second type of noise, called the lateral noise. The lateral noise does not

depend on the distance but instead occurs when the sensor is observing the surface

at a grazing angle. As such, the authors model the lateral noise as proportional to

the angle a viewing ray makes with the observed surface. The authors propose to

model the axial noise with a quadratic function, while the lateral noise is modeled

as a linear one. The proposed noise model is used to drive an algorithm to denoise

the depth maps. The authors demonstrate improved tracking results when using the

denoised depth images. This work does not provide any discussion on the image

space effects.

Work by [Teichman et al., 2013] looks at the problem of calibration from the per-

spective of the indoor reconstruction. Th authors provide clear evidence of how such a

process improves the registration quality. The authors model the relationship between

the error, the image location, and the measured depth using a look-up table. Each
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cell of this table stores an “undistortion value”. A corrected depth is a product of an

observed depth and the related “undistortion value”. We provide a detailed discussion

of this approach in the following section 3.5. Follow-up work by [Di Cicco et al., 2015]

uses an undistortion approach similar to that introduced in [Teichman et al., 2013].

The significant difference is how both works obtain values required for estimating

values stored in the look-up table.

3.3 Approach

Figure 3.2: Visualization of the application of the calibration procedure described
in this section on the depth map produced by a PrimeSense device. Left: A depth
image of a flat wall taken with a Structure Sensor at four meters away. Right: Same
depth image after applying the proposed calibration method.

In this section, we present two techniques used to prepare data from a PrimeSense-

class device to be used in the indoor scanning applications. First, we perform the

depth-to-color alignment to provide correspondences between the pixels in color and

depth images. Second, we perform the depth undistortion to improve the quality of

the measured depth by removing undesired distortion — as seen in figure 3.2.

3.4 Depth-to-Color Alignment

3.4.1 Model

First, we aim to find an alignment between the depth image D and the color image

I. Specifically, we seek to find a mapping between a pixel coordinate p in D and a
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(a) (b) (c)

Figure 3.3: (a) Function B backprojects image coordinate x to X. (b) Function T
moves point X to X ′ = RX+ t. (c) Function P projects point X ′ onto coordinate y.

pixel coordinate q in I. The relationship between the two can be described using the

following equation:

q = Φ(x,Θ) = P (T (B(p, θB), θT ), θP ) (3.1)

The transformation Φ with parameters Θ = {θB, θT , θP} from p to q is a combina-

tion of three functions. Figure 3.1 shows a visual explanation of the transformations

performed by each of the functions. We define each one of them in turn.

Backprojection X = B(x, θB) takes in a two-dimensional coordinate x and re-

turns a three-dimensional point X in the camera space. Backprojection function

allows us to specify a camera-space 3D position for a pixel x with an associated

depth. The set of parameters θB is {D, KD}

B(x, θB) = D(x)K−1
D ẋ (3.2)

Operation D(x) returns the depth value stored in the depth image D at a coor-

dinate x. ẋ specifies a homogenization of a coordinate x. That is, if x = [u v]ᵀ,
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then ẋ = [u v 1]ᵀ. KD is an intrinsic matrix associated with the depth camera that

produced image D. When modeling the properties of PrimeSense-class cameras we

have found that pixels are approximately square, and as such we omit the skew factor

γ and model the any intrinsic matrix KX as:

KX =


fXx 0 cXx

0 fXy cXy

0 0 1



Rigid Body Transformation X ′ = T (X, θT ). Transformation function T takes

in a three-dimensional point X and returns a transformed point X ′. This function

allows us to move between the different camera spaces. Goal of T in this formulation

is to move from the depth camera space to the color camera space (see fig. 3.3b). The

parameters θT are the rotation matrix R and the translation vector t, which describe

geometric relationships between cameras that generated D and I. We define T as:

T (X, θT ) = RX + t (3.3)

Projection y = P (X, θP ). Projection function P takes in a three-dimensional

pointX and computes a two-dimensional coordinate location in the associated camera

plane. This allows us to finalize the function Φ (eqn. 3.1). In the case of P , the

parameter set θP consists of KI , the intrinsic matrix of the color camera. We define

P as:

P (X, θP ) = π(KIX) (3.4)

The function π is the perspective divide transform. If X = [x y z]ᵀ, then π(X) =

[x/z y/z]ᵀ.
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Together, functions B, T, P allow us to model the relationship Φ between coordi-

nates p and q. However, note that the above derivations assume a pinhole camera

model for both devices generating D and I. In our experiments with the Structure

Sensor camera, we have found that both cameras have moderate levels of barrel dis-

tortion. As such to apply the above equations, we need to resample the images D and

I to provide images as if taken by pinhole-cameras. We model the barrel distortion

with two coefficients k1, k2 as:

xd
yd

 =

xu(1 + k1r
2 + k2r

4)

yu(1 + k1r
2 + k2r

4)



where xu, yu are the undistorted coordinates, xd, yd are the distorted coordinates,

and r = x2
u + y2

u. Coordinates above are specified as normalized image coordinates.

Normalized image coordinates are calculated from pixel locations by subtracting the

projection center and dividing by the focal length [MathWorks, 2019a].

Overall, the set of parameters that we wish to find to model the depth-color

camera pair for PrimeSense devices is given in table 3.1:

Parameters Description

fIx , f
I
y , c

I
x, c
I
y Intrinsic parameters fort the color camera (KI)

fDx , f
D
y , c

D
x , c

D
y Intrinsic parameters fort the depth camera (KD)

kI1 , k
I
2 Barell distortion coefficient for the color camera

kI1 , k
I
2 Barell distortion coefficient for the depth camera

R Rotation between depth and color cameras
t Translation between depth and color cameras

Table 3.1: Parameters Θ modelling Structure Sensor and iPad camera setup.
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3.4.2 Optimization

The relationship Φ (eqn. 3.1) describes a stereo camera rig. Assuming that the

geometry of depth camera and infrared camera are related [Smisek et al., 2011], we

can obtain the required set of parameters Θ by capturing a set of image pairs of

calibration grid target from both color and infrared cameras. Once such a set of

images is obtained, optimizing for Θ is done by using a standard stereo-calibration

method. An example of required image pairs can be seen in figure 3.4. In this work,

we use Matlab’s implementation [MathWorks, 2019b] of the strategy described in

[Zhang, 2000].

Figure 3.4: Set of image pairs of a calibration grid, taken from color and infrared
cameras

3.5 Depth Undistortion

3.5.1 Model

The intrinsic parameters in the previous section do not model the entire behavior

of a PrimeSense camera. When analyzing depth maps produced by the Occipital
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Structure Sensor, one can notice significant distortion effects, especially near the

image corners 3.2. As mentioned before, the PrimeSense cameras generate depths

based on a proprietary algorithm, so the exact source of these errors is not known.

The previous work [Di Cicco et al., 2015] points out that some of the errors come from

the non-perfect calibration of the infrared camera and the projector, which together

also form a stereo-camera pair. Additionally, it is supposed that the errors near image

corners might be a result of particularities of the block-matching algorithm performed

by the PrimeSense PS1080 chip [Martinez and Stiefelhagen, 2013]. While it could be

possible to recalibrate the infrared projector and the infrared camera pair, as well

as to investigate other ways to estimate the depth, the cost of it would be losing

real-time depth estimation that these devices offer.

As a practical solution, prior work [Teichman et al., 2013] proposes a non-

parametric way to deal with the depth distortion issues. One can observe that

the distortion is dependent on both the magnitude of the estimated depth and the

location within image plane. As such, the undistortion can be achieved by estimating

a function U(u, v, d̂), such that the ground truth depth d is calculated as a product

of the measured depth d̂ and the value U(u, v, d̂).

d = U(u, v, d̂)d̂

Additionally, we know empirically that the distortion function is slowly varying.

This motivates the use of a look-up table U to model U(u, v, d̂). Prior work

[Teichman et al., 2013] explains this approach by assuming that the observed depth

d̂ is generated as a product of an unknown multiplier w and the ground truth depth

d, under Gaussian noise. That formulation leads to finding a multiplier that is acting

on the observed depth d. We adopt a similar strategy but aim to directly find the

multiplier m that affects the observed depth d̂. As such, for each cell k of U we seek
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(a) (b) (c) (d)

Figure 3.5: Depth slices of U

a multiplier mk which minimizes the distance between the desired depth d and the

product md̂.

arg min
mk

N∑
i

(di −mkd̂i)2 (3.5)

Since the error is quadratic, we can easily find that the minimum at

mk =
∑
i d̂idi∑
i di

where we sum over all u, v, d̂ that fall into the specific cell k of U . In our implemen-

tation, the size of table U is 320x240x15, with a maximum distance of dmax = 6m.

Given triplet u, v, d̂, the index k is calculated as:

k =
⌈
sdUxUyd̂

⌉
+ syUxv + sxu

Ux,Uy,Ud return width, height and depth of the table U , sx, sy, sd are scalar factors

which convert each of the u, v, d̂ to range accepted by the table. For example sd =
Ud

dmax
. Figure 3.5 shows a visualization of depth slices of U.

3.5.2 Optimization

Optimizing for parameters mi is straightforward — the only issue is the generation of

the training data, in the form of depth pairs {di, d̂i}. Training data constitute pairs

of observed depth d̂i and ground truth depth di. The procedure for the collection of

training pairs is our main contribution. We first describe how previous work decides
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(a) (b)

Figure 3.6: Visualization of flat wall at different depths. (a) Backprojected depth
image of a flat wall at two meters away. A distortion is still present, even at such
moderate depths. (b) Backprojected depth image of a flat wall at 5 meters away. The
depth quantization artifacts are significant.

to solve the training data acquisition problem. We follow with providing our improved

solution.

In work of [Teichman et al., 2013], the authors propose to capture the calibration

maps. To generate such maps, the authors first estimate the camera trajectory using

a SLAM system. Then a 3D model is generated by using the depth provided by the

depth sensor. However, the reconstruction algorithm only uses depths smaller than

2m. The rendering of the reconstructed model from the point of view of each camera

provides ground truth depths. Combined with the values returned by the sensor,

authors obtain the training pairs. Apparent issues with this approach include the

necessity of creating the calibration map, introducing the dependence of calibration

on the SLAM system performance. Moreover, it is unclear whether the renderings

of the created map cover the entire view frustum. Without this, some training data

might be missing. Lastly, this work assumes depths that are less than two meters are

correct, which we find to be generally not true (see figure 3.6a).

Follow-up by [Di Cicco et al., 2015] simplifies the training data acquisition, by

proposing to capture a sequence of images containing a large, flat surface. They es-

timate the equation of the observed plane using the depths reported in the center of

an image. The plane equation is then used to generate the ground truth depths by

intersecting a ray from camera origin through a pixel x = [u v]ᵀ with the estimated
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plane. While alleviating the issue of cumbersome calibration map creation, this ap-

proach relies on the assumption that depths within the image center are reliable. In

our experiments, this is not true, especially at larger distances (see figure 3.6b).

We propose to capture the data in a way similar to the approach presented in

[Di Cicco et al., 2015]. We capture a set of n color and depth image pairs of a large

planar surface. However, instead of utilizing the depth maps to estimate a plane

equation of the observed plane, we instead include the calibration grid, which is

observed by the color camera. With multiple color images, we can estimate the 3D

locations of grid points. Locations of calibration grid corners can be estimated by first

detecting the corners in color images. Since the calibration grid structure is known,

we have implicit correspondence between m calibration grid corners gi; i ∈ {0,m}.

We also note that we know the camera intrinsic parameters KI from the previous

step. As such, we wish to recover the world positions of the calibration grid Gi and

the transformations of each of the color cameras Ri, ti. We thus arrive at a standard

structure-from-motion formulation [Snavely et al., 2006] of a reprojection error:

arg min
Ri,ti

n∑
j

m∑
i

||gij − P (RjGi + tj, θiP )||2 (3.6)

Once we estimate the camera locations and grid positions, we can use the rigid

body transformation [R, t] to transform points Gi into the depth camera space and

estimate the plane equation. We follow to compute the ground truth depths by

intersecting the ray through a pixel x = [u v]ᵀ with the plane p. As a result, we do

not depend on the depth camera in any way to generate the training pairs. At the

same time proposed approach only requires a laser printed calibration grid, a large

planar surface and a short scanning time.
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(a) (b) (c)

Figure 3.7: Process of generating the training pairs {di, d̂i}. (a) We first estimate
positions of calibration grid corners in the color camera space. (b) We transform the
grid corners locations into the depth camera space, and detect planes pj. (c) We
generate the pairs {di, d̂i} by intersecting plane pj with ray r through pixel x. di is
given as distance from the intersection point, and d̂i = D(x).

3.6 Results

We present results for both stages of the calibration pipeline. First, we showcase a

simple before-and-after comparison for the depth-to-color alignment — see figure. 3.8.

Second, figure 3.9 showcases results of the depth undistortion procedure, visualizing

the backprojected depth maps of a flat wall at different distances. One can see how

the distortion effect becomes more pronounced with larger depths. At the same time,

the proposed undistortion procedure is able to produce results that have less variance

and are more faithful to the underlying geometry. Additionally, we also present error

reduction statistics in table 3.2. For each depth range, we calculate distance from the

ground-truth plane ( see sec. 3.5) and the values in the depth maps, both raw and

undistorted. For small distances the error reduction is negligible, however as soon as

the depth increases to above 1m, the error reduction becomes significant — between

30% to 70%.

Lastly, we also showcase how reducing the depth error affects the 3D reconstruc-

tion. We reconstruct RGBD sequences using both calibrated and non-calibrated depth

data. To prevent confounding the effects of the depth-to-color calibration with a ro-
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Figure 3.8: Before-and-after comparison of the estimated depth-to-color alignment.
In the overlay images, It is easy to see that without calibration the objects in both
images do not align correctly.

Figure 3.9: Visualization of depth maps of a flat wall, captured at different distances
(one to five meter range) Left: Raw depth maps. Right: Undistorted depth maps.
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Dist. Range Raw Calibrated

0 <= d < 1 0.020239 (0.003663) 0.018943 (0.004324)
1 <= d < 2 0.031677 (0.013251) 0.019190 (0.008169)
2 <= d < 3 0.055832 (0.043240) 0.021660 (0.014711)
3 <= d < 4 0.096119 (0.085278) 0.032648 (0.024181)
4 <= d < 5 0.162745 (0.151273) 0.043619 (0.034148)
5 <= d 0.208792 (0.181228) 0.065345 (0.075011)

Table 3.2: Statistics (mean and standard deviation) of distance from depth map to
ground truth plane.

bust reconstruction algorithm, we use only a simple tracking algorithm (for details,

see section 4.4.1). Note, however, that we do apply the depth-to-color calibration in

both cases so that the tracking algorithm has access to the correct correspondence

between the color and depth images. The results can be seen in figure 3.10. One can

see that with the depth undistortion procedure, even a basic tracking algorithm can

produce good camera poses.

3.7 Conclusion

In this section, we have discussed the ways to calibrate the PrimeSense-class depth

cameras, improving their applicability to the indoor scene reconstruction applications.

The proposed approaches can successfully estimate the correspondence between color

and depth images, as well as rectify the issues present in the acquired depth images.

Future work directions include a more in-depth analysis of the depth estimation

algorithms performed on the PrimeSense PS1080 chip. While the proposed non-

parametric undistortion seems to work well in practice, it does not model the source

of the errors. Such an analysis could allow for the introduction of algorithms that

produce higher quality depth images.

Additionally, the proposed lookup table approach confounds the error coming from

the inherent measurement noise, and the low-frequency distortion. An alternative
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approach could decompose these two sources of error, to first undistort the captured

depth map and then apply a robust filtering method using an estimated noise model.

Such an approach could lead to an even higher quality of the obtained depth maps.
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Chapter 4

Fine-to-Coarse Registration

4.1 Introduction

In Chapter 3, we explore ways to prepare an output of a commodity RGBD

camera for use in an indoor scanning application. However, the task of cam-

era tracking remains challenging, even with the improved data. In some set-

tings, we might also not be able to apply the calibration techniques presented in

the previous chapter. As such, we explore methods to robustly estimate the camera

poses, even when the input depth data is uncalibrated. While the camera poses can

be tracked confidently over short distances [Newcombe et al., 2011], local tracking

methods can still fail in feature-less regions. Moreover, even small errors in cam-

era tracking can lead to significant drift over long trajectories [Whelan et al., 2012,

Whelan et al., 2015a, Nießner et al., 2013] (left side of the figure 4.1). One can ad-

dress the drift-related issues with global optimizations based on the detected loop

closures [Choi et al., 2015, Henry et al., 2010, Whelan et al., 2015b]. However, find-

ing the loop closures is difficult in the large real-world scans with multiple rooms or

repeated structures. In our experience, even state-of-the-art global registration meth-
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Figure 4.1: Given an initial registration (left), fine-to-coarse registration algorithm
iteratively detects and enforces planar structures and feature correspondences at in-
creasing scales. This way, it discovers long-range constraints important for a globally
consistent registration – e.g., note how opposing walls are parallel even across different
rooms in our results on the right.

ods [Choi et al., 2015] produce warped surfaces and improbable structures in these

cases.

Prior work proposes a variety of global refinement methods to generate ge-

ometrically plausible output. Works by [Li et al., 2011], [Ma et al., 2016], and

[Monszpart et al., 2015] all propose energy functions based on structural models

fitted to the input data. [Brown and Rusinkiewicz, 2007], as well as [Yu et al., 2015],

aim to align scans based on the closest point correspondences. However, these

methods only succeed when the alignments provided as input are nearly correct.

Otherwise, they may detect and amplify erroneous constraints found in the misaligned

inputs.
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We introduce a new “fine-to-coarse” global registration algorithm that refines ini-

tial estimates of camera poses by iteratively detecting and enforcing geometric con-

straints. The algorithm creates constraints only within local subsets of the trajectory

and increases the extent of these subsets as the iterations progress. Specifically, during

each iteration, closest point and geometric constraints (parallelism, perpendicularity)

are detected and enforced only within “windows” of neighboring RGBD frames. Win-

dows start small, such that relative initial alignments are likely to be correct. As the

algorithm proceeds, windows gradually increase in size, enabling the detection of

longer-range correspondences and large-scale geometric structures. The detection of

long-range constraints is possible as the algorithm can leverage the improved trajec-

tory provided by previous iterations. This process continues until a single window

includes the complete scan, and a global refinement can be done robustly.

The advantage of this “fine-to-coarse” approach is that the closest point corre-

spondences and planar structures are detected in each iteration only at the scales at

which previous iterations have already aligned the scans. Enforcing these constraints

in one iteration improves the registration for the next one. For example, in figure

4.2, note how the geometric constraints between walls become easier to detect in each

iteration (left to right). Enforcement of those constraints gradually rectifies the re-

construction. As the algorithm continues to consider longer and longer subsets of the

trajectory, the alignment is almost perfect, making it trivial to detect very large-scale

structures and long-range constraints (e.g., parallel walls in different rooms), which

are crucial for correct global registration.

To evaluate this algorithm and enable comparisons to the previous work,

we have created a new registration benchmark based on the SUN3D dataset

[Xiao et al., 2013a]. It contains 10,401 manually-clicked point correspondences in

RGBD scans containing 149,011 frames in 25 scenes, many of which span multiple

rooms. During experiments with this new benchmark, we find that our fine-to-coarse
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algorithm produces more accurate global registrations and handles more difficult

inputs than previous approaches.

In summary, our contributions are:

• We propose a new fine-to-coarse, iterative refinement strategy for global regis-

tration of large-scale RGBD scans.

• We introduce a new benchmark dataset for evaluating global registration algo-

rithms quantitatively on real RGBD scans.

4.2 Related Work

There exists a long track of research on registration of RGBD images in both computer

graphics and computer vision, as well as in augmented reality, robotics, and other

fields [Stotko, 2016]. In the following sections, we describe work that is closely related

to ours, both from the tracking, as well as model-fitting perspectives.

4.2.1 Real-time reconstruction

Most prior work has focused on real-time registration motivated by SLAM appli-

cations in robotics and augmented reality [Stotko, 2016]. Early systems use ICP

[Besl and McKay, 1992] to estimate pairwise alignments of adjacent video frames and

feature matching techniques [Angeli et al., 2008] to detect and align loop closures.

More recent methods align frames to a scene model, represented as a point cloud

[Henry et al., 2010, Keller et al., 2013a, Whelan et al., 2015b] or an implicit func-

tion [Chen et al., 2013, Dai et al., 2016a, Kahler et al., 2015, Newcombe et al., 2011,

Wang et al., 2016, Whelan et al., 2012, Whelan et al., 2014]. With these methods,

small local alignment errors can accumulate to form gross inconsistencies at large

scales [Klingensmith et al., 2015, Nießner et al., 2013].
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4.2.2 Offline global registration

To rectify misalignments in online camera pose estimates, one can utilize offline or

asynchronously executed global registration procedures. A typical formulation is

to compute a pose graph with edges representing pairwise transformations between

frames and then optimize an objective function penalizing deviations from these pair-

wise alignments [Grisetti et al., 2010, Henry et al., 2010, Zhou and Koltun, 2013,

Zhou and Koltun, 2014]. A significant challenge in these approaches is to iden-

tify which pairs of input frames constitute a loop closures. Previous methods

have searched for similar images with Bag-of-Words models [Angeli et al., 2008],

randomized fern encodings [Whelan et al., 2015b], convolutional neural networks

[Chen et al., 2014], and other methods. [Choi et al., 2015] recently proposed a

method that uses indicator variables to identify actual loop closures during global

optimization using a least-squares formulation. In our experiments, their algorithm

is successful on scans of small environments, but not for ones with multiple rooms,

large-scale structures, or many repeated elements.

4.2.3 Hierarchical graph optimization

Prior methods also propose to fuse subgraphs of a pose graph hierarchically to im-

prove optimization robustness and efficiency [Choi et al., 2015, Estrada et al., 2005,

Frese et al., 2005, Ratter and Sammut, 2015, Tang and Feng, 2015]. Some of the

ideas motivating these methods are related to ours. However, they detect all po-

tential loop closures before the optimization starts. In contrast, we detect new

constraints (planar relationships and feature correspondences) in the inner loop of

an iterative refinement, which enables the gradual discovery of large-scale structures

and long-range constraints as the registration improves.
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4.2.4 Iterative refinement

Other methods have used Iterative Closest Point [Besl and McKay, 1992] to compute

global registration [Brown and Rusinkiewicz, 2007, Yu et al., 2015, Pulli, 1999]. The

advantage of this approach is that the dense correspondences (including loop closures)

are found only with local queries for closest points based on prior alignments, rather

than with global search that considers all pairs of frames. However, ICP generally

requires a good initial alignment and thus is rarely used for global RGBD registration,

except as fine-scale refinement in the last step [Choi et al., 2015]. Our “fine-to-coarse”

strategy addresses that specific limitation.

4.2.5 Planar feature detection

Several methods, like [Bartoli and Sturm, 2003, Weingarten and Siegwart, 2006,

Nguyen et al., 2007, Pathak et al., 2010, Salas-Moreno et al., 2014, Dou et al., 2012,

Trevor et al., 2012, Elghor et al., 2015, Taguchi et al., 2013, Ma et al., 2016], detect

correspondences between planar features. They motivate this choice by noting that

planar features are easier to extract and can be matched in noisy, partial scans.

[Ma et al., 2016] and [Salas-Moreno et al., 2014] go further by associating planar fea-

tures with global planes estimated with an E-M algorithm. [Zhang et al., 2015] use

detected planes and relationships between them to update a volumetric model. We

build upon this body of work by introducing a hierarchical structural model of plane

detections built fine-to-coarse in the inner loop of an iterative global registration

algorithm.

4.2.6 Extracting structural models

Other methods have been proposed for beautifying 3D reconstructions as a post-

process [Li et al., 2011, Monszpart et al., 2015, Nguyen et al., 2015]. However, they
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only work when scans are already almost perfectly aligned — they cannot detect

large-scale structures and relationships to rectify when scans are severely misaligned.

We draw upon many ideas in these papers, including the RAP (regular arrangement

of planes) [Monszpart et al., 2015] representation encoding local planar regions and

global inter-plane relationships. However, we extend them to the more common case

in which RGBD images are not registered in advance.

4.3 Approach

We describe a global registration algorithm that leverages the detection and enforce-

ment of nearly-satisfied constraints in the inner loop of an iterative refinement pro-

cedure. The algorithm starts with initial, imperfect registration and then follows

the general E-M strategy of alternating between a discrete E-step (detecting a set of

viable constraints) and a continuous M-step (solving for the camera poses that best

satisfy the detected constraints).

Though the method is general, we consider two major types of constraints in

this work: feature correspondences and planar structure relationships. During each

iteration of the algorithm, constraints are created based on correspondences between

closest compatible features (like in ICP) and based on geometric relationships between

detected planar structures (parallelism, orthogonality). The constraints are integrated

into a global optimization that refines camera poses before proceeding to the next

iteration.

The key new idea is that the detection of constraints occurs in every iteration

within sliding windows that grow gradually as the algorithm proceeds. In the early

iterations, only a small number of neighboring RGBD frames are within each window.

Since the relative camera poses of the initial alignment should be nearly correct for

such neighboring frames, it is possible to detect geometric constraints and closest
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Figure 4.2: Schematic view of fine-to-coarse registration. Starting with initial align-
ment T0 shown on the left, our algorithm detects and enforces structures in local
regions (color-coded) in the first few iterations. As the algorithm progresses, the
trajectory is refined, allowing for the detection of larger geometric structures. By
iteration 6, we have properly aligned the wall marked by the arrow, without using
explicit loop closures.

point correspondences robustly, even if the global reconstruction is grossly inaccu-

rate (Figure 4.2a). As the iterations of the algorithm proceed, the window size is

increased. As a result, the detection and enforcement of larger-scale and longer-range

planar structures and correspondence constraints is possible (Figure 4.2c). Since pre-

vious iterations have optimized the camera trajectory based on constraints discovered

within smaller windows, we can expect the current trajectory estimate to be nearly

correct within each window and use it to discover planar structures and feature cor-

respondences. Ultimately, in the later iteration, the final window contains all the

input data, and the algorithm performs global optimization of large-scale structures
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and correspondences spanning the entire trajectory in one large joint optimization

(Figure 4.2d).

This approach has two essential differences from the previous work. First, it avoids

a global search for pairwise loop closures — they are instead found incrementally as

the registration becomes nearly aligned. Second, it discovers and enforces large-scale

geometric constraints (like planar structure relationships) even though they might

not be evident in the initial alignment (e.g., the parallel relationship between the

leftmost and rightmost walls in the example of figure 4.2 would be difficult to infer in

iteration 0, but is simple to detect in Iteration 6). As a result, our method achieves

significantly better registration results for large-scale scans compared to previous

methods (see section 5.4).

4.4 Algorithm

The input to our system is a set of n RGBD images I acquired with a consumer level

RGBD camera. The output is a set of camera poses T , where T [k] represents the

position and orientation of the camera for I[k].

Pseudocode 1 showcases the stages of the proposed method. During a prepro-

cessing phase, we first extract features F and base planar regions B from all images

in I. Second, we estimate a set of local, pairwise alignment transformations L, and

concatenate these local transformations to form an initial guess for global transforma-

tions T0. Then, in each iteration i, we refine the transformations Ti by including two

major sets of constraints. First, we detect feature correspondence constraints Ci by

closest point queries. Second, we detect structural model constraints Si. Si are based

on the detected clusters of coplanar base planar regions Pi and geometric constraints

(Hi and Gi) between them. Both sets of constraints are detected only between pairs

of RGBD frames whose distance along the trajectory is less than window size li. With
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Algorithm 1: Fine-to-coarse refinement
Input : Images I, window length l0, n_iter
Output: Camera transformations T

1 F = ExtractFeatures(I)
2 B = CreateBaseProxies(I)
3 L = AlignAdjacentImages(I)
4 T0 = ConcatenateTransformations(L)
5 for i← 0 to n_iter do
6 {Pi, Hi} = ClusterCoplanarProxies(Bi, li)
7 Gi = DetectGeometricConstraints(Pi)
8 Ci = CreateCorrespConstraints(Fi, li)
9 Si = {Pi, Gi, Hi}

10 Ti+1=Solve argminTE(Ti, Si, Ci)
11 li+1 = 2li
12 end

the constraints detected, we optimize the global transformations for the next iteration

Ti+1 by minimizing an error function encoding penalties for the detected constraints.

We finish by increasing the size of the window by a factor g. The window size for the

next iteration is then give as li+1 = gli. The following subsections describe the core

ideas for each of these steps.

4.4.1 Preprocessing

Extracting Features. The first step of preprocessing is to extract a dense set

of features F from input RGBD images I. Our goal in this step is to construct

a set of well-spaced and repeatable features that can be matched robustly when

searching for correspondences. We have experimented with a number of feature

types, including SIFT and Harris corners in both color and depth images. However,

we have ultimately found planar patches [Bartoli and Sturm, 2003, Dou et al., 2012,

Dzitsiuk et al., 2016, Elghor et al., 2015, Ma et al., 2016, Nguyen et al., 2007,

Pathak et al., 2010, Salas-Moreno et al., 2014, Taguchi et al., 2013, Trevor et al., 2012,

Weingarten and Siegwart, 2006] and linear edges along creases and contours in the
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depth images [Zhou and Koltun, 2015] to be most robust. Features are detected per

pixel, for every 5th frame, and then subsampled using the Poisson Dart Algorithm,

with a minimum spacing between features equal to 0.05m. We classify detected

features into four types:

1. Plane All parts of the image that are locally planar, i.e. can be represented as

a position and a normal. We construct a planar surface feature for each pixel

in coplanar clusters of size ≥ 100.

2. Silhouette We have found it useful to mark depth discontinuities with a sep-

arate feature type. These are represented as a point, normal and a direction

along the silhouette. Normal and direction are estimated with PCA on neigh-

boring silhouette pixels. The same approach is used to estimate direction for

Ridge and Valley features.

3. Ridge If two large planes are intersecting and the angle between their normals

is larger than π we mark the intersection as a ridge feature.

4. Valley - If two large planes are intersecting and the angle between their nor-

mals is smaller than π we mark them as a valley feature. Both valley and

ridge features are represented as a position, normal (average of the normals of

neighboring planes) and direction along the intersection.

Once set F is created, we define a feature from image I[k] at iteration i as

Fi[k][j] = {Ti[k](pj), Ti[k]( ~nj), Ti[k](~dj)}

where pj, ~nj and ~dj respectively denote the feature’s position, normal (for planar

patches) and direction (for linear edges) in the camera space.

Creating Base Planar Proxies. The next step is to extract base planar regions

(which we refer to as proxies) B from input images I. Our goal is to create base
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proxies that can form the basis for the geometric constraints introduced later during

the fine-to-coarse refinement. To do this, we use a method based on the agglomera-

tive hierarchical clustering, where clusters of nearly coplanar features are repeatedly

merged based on the compatibilities of their positions and normals. Specifically, we

perform the following steps:

• Apply a bilateral filter to reduce noise and quantization effects (σxy = 3px,

σdepth = 5cm).

• Mark pixels as boundaries if their depths differ from any of their neighbors by

more than 10%.

• Compute connected components by partitioning the image on boundaries

• Estimate normals for pixels using RANSAC on neighborhoods of radius r =

10cm within the same connected component.

• Compute sets of coplanar pixels using hierarchical clustering.

• Refine clusters with a RANSAC algorithm to reassign pixels to their largest

compatible cluster.

• For each cluster insert proxy to B. Assign the centroid, normal, and radius for

the proxy based on PCA of the associated pixels.

Once B is created, we define a proxy from image I[k] at iteration i as

Bi[k][j] = {Ti[k](pj), Ti[k]( ~nj)}

where pj, is the centroid of inlier features, and ~nj is the fitted normal.

Aligning Adjacent Images. The final step of preprocessing is to estimate a set

of local alignment transformations L for input images I. Our goal in this step is to
51



create local alignment transformations that can be used later in the optimization to

preserve the local shape of the estimated camera trajectory. To accomplish this goal,

we use a pairwise image alignment approach based on [Xiao et al., 2013a]: we detect

SIFT features in images {I[k−1], I[k]}, prune out ones without valid (missing or high)

depth values and then use RANSAC on backprojected SIFT keypoints to search for

the rigid transformation L[k] aligning as many of these keypoints as possible. We form

the initial camera-to-world transformations T0 by simply concatenating the estimated

local transformations L (T0[0] = I4×4; T0[k] = L[k − 1]T0[k − 1]; k ∈ [1, n]). This

process gives us an initial set of transformations that are locally accurate, but not

globally consistent.

Initializing Transformations. We then concatenate the transformations to cre-

ate an initial set of poses for our optimization T0.

(T0[0] = I;T0[j] = L[j]T0[j − 1]; j ∈ [1; k])

4.4.2 Fine-to-Coarse Refinement

After preprocessing the images I, the algorithm iteratively detects constraints within

windows of increasing sizes and solves for all camera transformations T based on those

constraints. The input to each iteration i is a window size li (l0 = 3m) and a set of

transformations Ti from the previous iteration. The output is a set of new camera

transformations Ti+1.

Creating Coplanarity Constraints. We model coplanarity constraints by clus-

tering the transformed base proxies Bi into representative cluster proxies Pi[j] =

{pj, ~nj}. Clustering is achieved using agglomerative hierarchical clustering algorithm,

similar to the one used for base proxies extraction. However, in this step, rather than

clustering features within each individual image, we cluster base proxies from dif-
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ferent images whose distance along the estimated trajectory is less than the current

window size li. To perform the hierarchical clustering we need to specify a way to

quantify a similarity between two proxies. We express this similarity as a product

of pairwise point-to-plane distance factors fpp and normal deviation factors fnd. For

pair of proxies Ba, Bb:

Sab = fpp(Ba, Bb)fpp(Bb, Ba)fnd(Ba, Bb) (4.1)

Factors are expressed with respect to set maximum thresholds. In our implemen-

tation the max pairwise distance was set to td = 30cm and the maximum normal

deviation to ta = π
8

fpp(Ba, Bb) =


1.0− d(pa,Bb)

td
if d(pa, Bb) ≥ td

0.0 if d(pa, Bb) < td

(4.2)

fnd(Ba, Bb) =


1.0− ∠( ~na, ~nb)

ta
if ∠( ~na, ~nb) ≥ ta

0.0 if ∠( ~na, ~nb) < ta

(4.3)

The result of this procedure constitutes a set of cluster proxies P . Once P is

generated we proceed to insert two types of constraints into Hi, a set of feature-to-

proxy constraints joining the frame features Fi to Bi, and a set of proxy-to-proxy

constraints joining members of Bi to their representative cluster proxy in Pi. The

constraint hierarchy implied by Hi is depicted for a single-room example in figure 4.3.

Note that the structure is shown for a late iteration, and thus the planar structures

in green span entire walls. In contrast to previous methods based on alignment to

planes [Ma et al., 2016, Salas-Moreno et al., 2014, Zhang et al., 2015], it is possible

for us to detect these large planar structures because previous iterations already

aligned overlapping subsets of the walls.
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Figure 4.3: Exploded view of our structural model for one of the SUN3D scenes.
Geometric properties like parallelism (dashed orange) and orthogonality (dashed red)
are created between parent proxies (green). Cluster proxies Pi are connected to the
scan features (point-cloud) through base proxies Bi via coplanarity constraints (blue
and light blue, respectively).

Creating Geometric Relationship Constraints. Following grouping of the

coplanar proxies, we build a set of constraints Gi representing geometric relationships

between neighboring cluster proxies from the set Pi. Our goal is to detect salient rela-

tionships between planar structures that can help guide the optimization towards the

correct registration. We detect three main types of relationships: parallel, antipar-

allel, and orthogonal. The distinction between the parallel and antiparallel is that

parallel relationship requires corresponding vectors to be the same, while antiparallel

requires them to be opposite.

We create typed and weighted planar relationships for every pair of cluster proxies

{Pi[a], Pi[b]}) such that the distance along a trajectory between the inlier images is

less that 2li. The type of the structural relationship gab and its weight wab are based

on the angle between the normals, θ = acos(~na · ~nb).

For parallel relationships the weight is defined as wab = exp(−θ2/2σ2
θ), for or-

thogonal wab = exp(−(θ − π
2 )2/2σ2

θ), and for antiparallel wab = exp(−(θ − π)2/2σ2
θ).
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These weights are chosen so as to guide the registration when constraints are nearly

met, but have little influence when they are not. For our experiments we have chosen

σ = 7.5◦.

Creating Feature Correspondence Constraints. Next, we build a set of corre-

spondence constraints Ci between features detected in images within the same sliding

window. Following the general strategy of ICP, we construct correspondences be-

tween the closest compatible features. We determine the feature compatibility by

a maximum distance and maximum normal angle deviation threshold, as well as a

feature type check (i.e., planar features only match to planar features).

Since we expect the alignment of the images within the same window to improve

as their poses are optimized, we set the maximum distance and angle thresholds for

rejecting outliers dynamically for every pair of images based on their pairwise distance

along the trajectory. The first time any two images are considered for correspondence

detection (pairwise distance is 0.5li) the thresholds are quite large: 0.5m and 45◦.

Conversely, we expect close-by images to be already aligned well, thus the thresholds

fall-off with the square root of decreasing pairwise distance, down to 0.2m and 20◦

for adjacent frames.

Finally, for performance reasons, we subsample the set of correspondences created

such that the total number of them is equal to |Ci| = 25n.

4.4.3 Optimization

The final step for each iteration i is to optimize the camera transformations Ti and

transformations of proxies Pi to minimize an error function encoding the detected

constraints.

Our error function is a weighted sum of terms penalizing deformations of struc-

tural relationships (EH , EG), distances between corresponding features (EC), mis-
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alignments of the local transformations (EL), and large changes in transformations

(EI).

E(Ti, Si, Ci) = wHEH(Hi) + wgEG(Gi)

+ wCEC(Ti, Ci) + wLEL(Ti) + wIEI(Ti, Pi)
(4.4)

Throughout the iterations weights wH , wG, wC , wL, wI are varied linearly from an

initial set of {1500, 1500, 1500, 1000, 1} to a final one of {1000, 1000, 1000, 1000, 1}.

Structural Error. EH and EG are designed to enforce the constraints implied

by the structural model Si. EH enforces coplanarity between proxies and their inlier

features in depth images. Note that Hi contains both feature-to-proxy and proxy-to-

proxy constraints. If we use Qa = {qa, ~na} to represent the transformed plane of a

feature or proxy, we can write each error term including all these constraints as:

EH(Hi) =
|Hi|∑
j=1

(E→cp (Qa, Qb) + E→cp (Qb, Qa))

where E→cp (Qa, Qb) = ∑smax
s=1 ((qa − qb) · ~nb)2 measures the deviation of two planar

structures from coplanarity. For feature-to-proxy relationships, qa and qb are positions

of inlier features. For proxy-to-proxy constraints, each qs is either sampled from the

boundary of a 0.5 meter radius disk around pa, or is at the same location as pa (in

our experiments smax >= 5).

The error in geometric relationships EG(Gi) between proxies Pi[j] and Pi[k] is:

EG(Gi) =
|G|∑
j=1



wjk(1− (~nj · ~nk))2 parallel

wjk(1− (~nj · (−~nk))2 antiparallel

wjk(~nj · ~nk)2 orthogonal

(4.5)
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Feature Correspondence Error. EC is designed to encourage alignment of

detected correspondences between transformed features Fi[s][a], Fi[r][b]:

EC(Ti, Ci) =
|Ci|∑
j=1


((p′b − p′a)× ~d′a)2 edges

((p′b − p′a) · ~n′a)2 planes

(4.6)

where p′a, n′a, d′a and p′b denote feature attributes transformed using respective trans-

formations Ti[s], Ti[r].

Local Alignment Error. EL is designed to encourage pairwise transformations

between adjacent frames to match the ones computed during preprocessing:

EL(Ti) =
n−1∑
j=0

kmax∑
k=0

Et(T0[j + 2k]−1(T0[j]), Ti[j + 2k]−1(Ti[j])) (4.7)

where kmax = 16 and Et measures the misalignment of transformation T [j] to another

T [k]. We compute Et by summing the squared distances between points ps (s ∈ [1, 8])

sampled uniformly on a 1 meter radius sphere when they are transformed by T [j]

versus T [k]:

Et(T [j], T [k]) =
smax∑
s=1

(T [j](ps)− T [k](ps))2 (4.8)

Inertia Error. EI is added to provide stability for the optimization and prevent

the system of equations from being under-constrained. Here we denote transformation

of proxy Pi[j] as T Pi [j].

EI(Ti, Pi) =
|I|∑
j=1

(∆Ti[j])2 +
|Pi|∑
j=1

(ΓT Pi [j])2 (4.9)
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∆A represents the sum of squared differences between Euler angle rotations and

translations for A from one iteration to the next. ΓA is identical to ∆A when the

previous transformation is an identity.

4.5 Experimental Results

We performed a series of experiments designed to test the performance of the proposed

method with comparisons to previous methods and ablation studies.

4.5.1 Benchmark Dataset

RGBD scans of indoor scenes with ground truth alignments are scarce. Most

existing dataset contain only part of a room [Anand et al., 2012, Dai et al., 2016a,

Handa et al., 2014, Lai et al., 2014, Mattausch et al., 2014, Silberman et al., 2012,

Sturm et al., 2012], contain less than ten test examples [Mattausch et al., 2014,

Xiao et al., 2013a], or are based on synthetic data [Handa et al., 2014]. As a result,

the research community has compared registration results on small, clean datasets,

not representative of the large real-world scans required for most applications.

To address this issue, we introduce a new registration benchmark based on the

SUN3D dataset [Xiao et al., 2013a]. SUN3D contains a large set RGBD videos cap-

tured with an ASUS Xtion Pro sensor attached to a hand-held laptop in a variety of

spaces (apartments, hotel rooms, classrooms, etc.). Each scan contains 103− 104 im-

ages, often covering multiple rooms. Previously, only eight of the scenes were released

with full annotations and pose correction. Because of the lack of ground truth poses,

these have not been used for quantitative evaluation of registration algorithms.

Moreover, we note that the SUN3D data is available only with a factory calibration

applied to the input images. As a result, it is not possible to use techniques presented

in Chapter 3 to improve the data quality. Here we demonstrate that the proposed
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Figure 4.4: Ground truth correspondences for 6 out of 25 scenes in our benchmark.
The visualization shows lines between manually-clicked corresponding points after
alignment with T0, the initialization for our method. Color indicates the frame dis-
tance — blue denotes loop closure pairs, while red denotes local pairs.

method is robust enough to deal with imperfect data as well. While we are able to

recover high-quality camera poses despite issues with depth images, calibration of the

capture device is generally advised as it can improve the visual fidelity of the final

reconstruction.

We provide a dataset of ground-truth point correspondences for 25 of the largest

scenes in SUN3D. It contains 10,401 point correspondences with pixel-level accuracy.

These ground-truth correspondences are mostly in pairs of overlapping frames forming

loop closures, but they also appear in pairs of nearby frames spread evenly throughout

the sequence, as shown in figure 4.4. The average number of correspondences per scan

is 416, with a minimum of 239 and a maximum of 714.

We have designed a user interface to collect the set of ground truth correspon-

dences and to evaluate the quality of the collected data. In our interface, the user

is presented with view of image pairs (see figure 4.6a). The user can freely scroll

through the sequence to select corresponding pairs. Once a pair of images is marked,
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(a) (b)

Figure 4.6: (a) Interface for collecting ground truth correspondences. Bottom panel
allow users to select image pairs for which they wish to create correspondences be-
tween. (b) Interface showing resulting reconstruction. On the side panel you can see
colored button relating to pairs of images marked by the user.

the user can begin clicking points. Anytime a point is clicked the 3D view is also

updated, which gives the user a sense where exactly a point lands in 3D space. As

we mentioned, the proposed interface also has an evaluation mode, which runs an

iterative reconstruction algorithm with pairwise transformations and ground truth

correspondences as constraints ( see figure 4.6b). We found this to be an easy way

to validate that the clicked correspondences are correct, as an erroneous ground cor-

respondence will lead to big errors in the resulting reconstruction and can be easily

fixed by the user.

We use these ground truth correspondences to evaluate and compare RGBD regis-

tration algorithms by computing their root mean squared error (RMSE). To quantify

a lower bound on the RMSE in this test, we have aligned the ground truth corre-

spondences for all scenes with no other constraints and report the errors in the left

column of Table 4.1. Note that these lower-bounds are non-zero, even though clicked

correspondences are pixel-accurate. This error is due to the extreme noise in the

uncalibrated SUN3D depth maps.
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Ground Truth Ours T0 Xiao et al. Choi et al.
Average 0.031 0.073 0.519 0.425 0.999
Standard Deviation 0.006 0.023 0.394 0.493 1.464
Median 0.031 0.065 0.410 0.214 0.247
Minimum 0.019 0.040 0.118 0.078 0.047
Maximum 0.045 0.139 1.560 2.001 5.901

Table 4.1: Comparison of RMSE statistics in meters with different registration meth-
ods for the 25 scenes in our SUN3D benchmark.

4.5.2 Evaluation

We evaluate our method in comparison to two prior methods for offline registration:

Xiao et al.’s Sun3DSfm[Xiao et al., 2013b] and Choi et al.’s Robust Reconstruction

of Indoor Scenes [Choi et al., 2015] (see figure 4.5). The first method by Xiao et

al. uses a similar method for tracking, but also predicts loop closures via visual

place recognition with a BoW approach and performs a global bundle adjustment

to optimize for camera poses. The second method by Choi et al. fuses consecutive

groups of 50 frames into fragments, aligns all pairs of fragments with a variant of

RANSAC, selects pairs as potential loop closures, and then solves a least squares

system of nonlinear equations that simultaneously solve for camera poses and loop

closure weights. At the time, the method by Choi et al. was the state-of-the-art for

offline global registration amongst ones with code available, even though it only uses

the depth information.

Table 4.1 and figure 4.7 show quantitative results for the comparison evaluated

on our new SUN3D benchmark. Table 4.1 compares overall statistics of RMSEs for

each algorithm, while the figure 4.7 shows the distributions of RMSEs. It can be

seen in both of these results that our reconstruction algorithm aligns the ground

truth correspondences better than either of the other two methods: our median error
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Figure 4.7: Quantitative comparison. Every vertical bar in each row represents
the RMSE achieved for one of the 25 SUN3D scenes with the algorithm listed on the
left. The vertical gray bar shows the average RMSE for each method, and the shaded
gray regions represent one standard deviation.

Figure 4.8: Failure cases of our method. Left: the real world room is a trapezoid. Our
structural model introduces error, attempting to create a rectangular room. Right:
Sliding along the corridor (in blue) causes failure in detecting loop closures. Note the
misaligned wall on the right marked by an arrow.

is 0.065m in comparison to 0.214m for Xiao et al. and 0.247m for Choi et al. In

case-by-case comparisons, our method has the lowest error in 21 of 25 scenes.

Failure Cases. Our method does not always succeed. For example, it can fail

when multiple rooms are connected via featureless straight corridors and when rooms

that are nearly (but not exactly) rectangular (figure 4.8). Failures of the second type

are rare – since the weight of enforcing parallelism and orthogonality constraints is

low for pairs of planes at off-angles, we are able to reconstruct most scenes with

non-Manhattan geometry correctly (as in the third row of figure 4.5).
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Figure 4.9: Ablation studies. Distributions of errors in the SUN3D benchmark
for various alternatives of our algorithm. One can see that both strucural model
and fine-to-coarse optimization are required for best performance. Disabling either
of them leads to diminished performance.

4.5.3 Ablation Studies

To investigate the value of our proposed a) fine-to-coarse iteration strategy and b)

structural model, we performed comparisons of our method with all combinations of

these methods enabled or disabled. The results in Figure 4.9 and 4.10 show that

both provide critical improvements to the results. In particular, it is interesting to

note that both the structural model and fine-to-coarse iteration strategy improve over

the basic refinement. However, we are able to achieve significantly better results only

when both are used. This result highlights the value of aligning local structures before

searching for constraints at larger scales.

Additionally, we would like to develop an understanding of how well does the

fine-to-coarse algorithm aligns images at different ranges. To this end, we computed

histograms of L2 distances versus frame index differences between pairs of frames

linked by ground-truth correspondences. Figure 4.11 shows a comparison of these

histograms for the registrations at the start of our algorithm (blue) and at the end

(orange). It is interesting to note that our algorithm not only reduces the distances be-

tween ground-truth correspondences forming long-range loop closures (the right side

of the plot) but also over short ranges. This result demonstrates that the extracted

structural model helps to fix not only global alignments but also local ones.
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Figure 4.10: Qualitative examples of our ablation studies. Only our full method,
using both fine-to-coarse strategy and structural model is able to align the region
with red chairs correctly (see zoom-in)

Figure 4.11: Investigating fine-to-coarse iteration. Each bin gathers correspondences
that are specific numbers of frames away from each other in the RGBD video. Blue
bars show the correspondence errors using initial pairwise transformations (T0), while
orange bars show errors after applying our method (on a log scale). Note that errors
decrease for both long-range loop closures and nearby frames.

4.5.4 Additional Results

For the Scannet dataset, we compare our reconstructions with the reconstructions

provided with the dataset. We reconstruct the entirety of the Scannet dataset. As the

Fine-to-Coarse reconstruction has been designed for the reconstruction of large scenes,
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we show a selection of the largest Scannet scenes. Scannet contains 12 reconstructions

with the total surface area greater than 145m2 (less than 1% of the dataset), eight

of which are unique scenes. We use the surface area metric to identify the most

challenging scenes in the Scannet dataset and showcase the results in figure 4.12.

Overall, our algorithm can produce results that are either better or comparable to

those produced with BundleFusion [Dai et al., 2016a].

For the SceneNN dataset, we showcase a selection of our reconstructions among

the 100 scenes available in this dataset. Samples were selected randomly, without any

specific metric.

4.6 Conclusions

This chapter describes a method for global registration of RGBD scans captured

with a hand-held camera in a typical indoor environment. The key idea is a fine-

to-coarse scheme that detects and enforces constraints (geometric relationships and

feature correspondences) within windows of gradually increasing scales in an iterative

algorithm. We demonstrate the benefits of the proposed approach in experiments with

a new benchmark for RGBD registration, which contains 10,401 manually specified

correspondences across 25 SUN3D scenes.
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Figure 4.13: Qualitative results on the SceneNN [Hua et al., 2016]. On the right hand
side we show birds-eye view of the scene with regions marked, locating zoom-in views.
Note that our alignment is able to produce reconstructions that both preserve the
overall structure of the room, and low-scale geometric details.
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Chapter 5

Inductive segmentation transfer

5.1 Introduction

Previous chapters focus on methods to improve various stages of reconstruc-

tion pipeline. As demonstrated in Chapter 4, the fine-to-coarse method

offers state-of-the-art reconstruction results. In this part, we turn our at-

tention to processing of the 3D data that can be obtained using such reconstruction

algorithms. Specifically, we seek to understand the scene contents — we wish to be

able to know which parts of the scene make a single object, as well as know what

type of object it is.

Additionally, as depth capturing devices become smaller and more affordable,

and as they operate in everyday applications (AR/VR, home robotics, autonomous

navigation), it is plausible to expect that 3D scans of many environments will be

acquired daily. We can expect that numerous 3D reconstructions of many spaces,

visited at different times and captured from different viewpoints, will be available in

the future, just like photographs are today.

With the above observations in mind, in this chapter we investigate how repeated,

infrequent scans captured with hand-held RGBD cameras can be used to build a
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Figure 5.1: The proposed method estimates a persistent, temporally-aware scene
model Mi from a series of scene observations Si, captured at sparse time intervals.
Mi−1 is used to estimate an arrangement of objects in a new observation Si. The
estimated arrangement is used to estimate the instance segmentation of Si, which is
then used to update the model Mi.

spatio-temporal model of an interior environment, complete with object instance se-

mantics and associations across time. Creating such a spatio-temporal model is chal-

lenging. First, each RGBD scan captures the environment from different viewpoints,

possibly with noisy data. Second, scans separated by long time intervals (once per

day, every Tuesday, etc.) can have significant differences due to object motion, en-

try, or removal. Thus simple algorithms that perform object detection individually

for each scan and cluster object detections and poses in space-time are ill-suited for

this the problem. Moreover, the proposed task requires multiple reconstructions per

scene. Large training sets with this property are not yet available. As such, it is not

practical to train a neural network to solve it.

We propose an inductive algorithm that infers information about new RGBD

capture of a scene Si from a temporal modelMi−1 obtained from previous observations

of S (see figure 5.1). The input to the algorithm is the model Mi−1, representing all

previous scans and a novel scene scan Si. The output is an updated model Mi

that describes the set of objects O appearing in the scene and an arrangement A of

those objects at each time step, including the most recent. At every iteration, our

algorithm optimizes for the arrangement Ai of objects in Si, and then uses Ai to infer
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Figure 5.2: A single inductive step of the proposed method. Given a novel scene
observation Si and a model from the pastMi−1, our goal is to create an updated model
Mi. We first perform Pose Proposal, where we search for a set of potential locations for
each object in Mi−1 . Then, we perform Arrangement Optimization, where we search
for the selection and arrangement of objects to minimize an objective function. Next,
we perform Segmentation Transfer, in which Si is annotated with semantic instance
labels from Mi−1. Finally, geometry from segments in Si is fused with Mi−1 to create
an updated model Mi.

the semantic instance segmentation of Si. Segmentation of Si is then used to update

object set O (see figure 5.2).

To evaluate our algorithm, we present a novel benchmark dataset that contains

temporally consistent ground-truth semantic instance labels, describing object asso-

ciations across time within each scene. Experiments with this benchmark suggest

that our proposed optimization strategy is superior to alternative approaches based

on deep learning for semantic and instance segmentation tasks.

Overall, our contributions are three-fold:

• A system for building a spatio-temporal model for an indoor environment from

infrequent scans acquired with hand-held RGBD cameras,

• An inductive algorithm that jointly infers the shapes, placements, and asso-

ciations of objects from infrequent RGBD scans by utilizing data from past

scans,

71



• A benchmark dataset with rescans of 13 scenes acquired at 45 time-steps in

total, along with ground-truth annotations for object instances and associations

across time.

5.2 Related Work

While the semantic scene understanding is now an area of active research

[Graham et al., 2018, Liu and Furukawa, 2019], relatively few prior works in com-

puter vision have considered instance segmentation from a temporal perspective.

5.2.1 Temporal Modelling

Most work in computer vision on RGBD scanning of dynamic scenes has focused

on tracking [Song and Xiao, 2013] and reconstruction [Newcombe et al., 2015]. For

example, [Newcombe et al., 2015] showcase a system where multiple observations of

a deforming, non-rigid object (e.g. a human) are fused into a single consistent recon-

struction. Associations across time are made by estimating a deformation graph that

maps the surface observation to a canonical model. [Yan et al., 2014] present a simi-

lar system for articulated, rather than non-rigid shapes. Parts of articulated shapes

are tracked, as they deform over time, and a temporally aware model is constructed.

These methods differ from ours, as they require observation of motions as they occur.

For sparse temporal observations, early work in robotics focuses on the

analysis of 2D maps created from 1D laser range sensors [Anguelov et al., 2002,

Biswas et al., 2002, Gallagher et al., 2009]. For example, Biswas [Biswas et al., 2002]

used 1D laser data to detect objects within a scene and associate them across time.

However, their method relies upon 2D algorithms and assumes that object instances

cannot overlap across time, which makes it inapplicable in our setting.
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More recent work in robotics aims at life-long scene understanding us-

ing data captured with actively controlled sensors [Fäulhammer et al., 2017,

Krajník et al., 2017, Santos et al., 2017, Young et al., 2017]. For example, sev-

eral algorithms proposed in the STRANDS project [Hawes et al., 2017] process the

scenes observed from a repeated set of views [Ambruş et al., 2014, Bore et al., 2017,

Schulz and Burgard, 2001]. Others focus on controlling camera trajectories to acquire

the best views for object modeling [Ekekrantz et al., 2016, Fäulhammer et al., 2017].

These problems are different than ours, as we focus on analyzing previously acquired

RGBD data captured without a specifically tailored robotic platform and active

control.

Other work has focused on the automatic clustering of 3D points into clus-

ters across space and time [Finman et al., 2014, Herbst et al., 2014]. For example,

[Herbst et al., 2014] jointly segments multiple RGBD scans with a joint MRF formu-

lation. [Finman et al., 2014] detect clusters of points from pairwise scene differencing

and associates new detections with previous observations. Although similar in spirit

to our formulation, these methods operate only on clusters of points, without seman-

tics, and thus are not suited for applications that require a semantic understanding

of how objects move across space-time.

5.2.2 Change Detection

Some work in computer vision has focused on change detection and segmenta-

tion of dynamic objects in RGBD scans [Ambruş et al., 2014, Fehr et al., 2017,

Lee and C. Fowlkes, 2017, Wang et al., 2003]. Work by [Ambruş et al., 2014] show-

case a system where a scene is visited on multiple occasions by a robot. The surface

observations are captured from the same location each time, and by analysis of

the frame data authors are able to classify scene element as static or dynamic.

For example, [Fehr et al., 2017] can be considered an extension of the system by
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Ambrus. In [Fehr et al., 2017] the aim is also the separation of the scene into static

and dynamic parts. The proposed algorithm is able to deal with sequences captured

using a hand-held RGBD camera, rather than a robotic platform.

Our system performs prediction of instance semantic segmentation for the entire

input scan, rather than binary classification. Despite this difference, the ability to

determine static and dynamic parts of the scene is highly beneficial for some appli-

cations. [Wang and Thorpe, 2002] performs change detection to determine dynamic

objects so that they can be removed from a SLAM optimization. This leads to a

more robust solution that is not corrupted by measurements from dynamic objects.

More recently, [Lee and C. Fowlkes, 2017] propose a probabilistic model to isolate

temporally varying surface patches to improve camera localization. While operating

on RGBD captures from hand-held devices, these methods do not produce instance-

level semantic segmentation, nor do they generate associations between objects across

time.

5.2.3 Alternate Domains

Finally, many projects have considered temporal modeling of environments in

specific application domains. For example, several systems in civil engineer-

ing track changes to a Building Information Model (BIM) by alignment to

3D scans acquired at sparse temporal intervals [Golparvar-Fard et al., 2012,

Karsch et al., 2014, Rebolj et al., 2017, Tuttas et al., 2017]. They generally start

with a specific building design model [Han and Golparvar-Fard, 2015], construction

schedule [Turkan et al., 2012], and/or object-level CAD models [Bosche et al., 2009],

and thus are not as general as our approach. The Scene Chronology project

[Matzen and Snavely, 2014], as well as 4D Cities project [Schindler et al., 2007], and

system by [Martin-Brualla et al., 2015] all build temporal models of cities from image
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collections – however, they do not recover a full 3D model with temporal associations

of object instances as we do.

5.3 Algorithm

5.3.1 Scene Representation

Our system represents a scene at time ti with a temporal model Mi comprising a tu-

ple {O,A}, where O = {o0, . . . , on} is a list of n object instances that have appeared

within this or any prior observation Sj for j ∈ [0, i], and A = {A0, . . . , Ai} is a list

of object arrangements estimated for each observation Sj. Each object instance ok is

represented by {uk, Gk, ck}, where uk is unique instance id, Gk is the object’s geome-

try, and ck is the semantic class. Each arrangement Ai is a list of poses {a0
i , . . . , a

m
i },

where aji = {uj,Tj, sj}. uj is the unique id of j-th object and function Ω(uj) returns

index k to O. Tj is a transformation that moves geometry Gk into correct location

within the scene Si. Lastly sk is a matching score quantifying how well TjGk matches

the geometry of Si.

5.3.2 Overview

Our algorithm updates the temporal model in an inductive fashion. Given the pre-

vious model Mi−1 and a new scan Si, we predict a new model Mi (see fig. 5.2) by

executing four consecutive steps. The first proposes potential poses for objects in

O (see section 5.3.3). The second performs a combinatorial optimization to find the

arrangement Ai that maximizes a new objective function jointly accounting for geo-

metric fit and temporal coherence (see section 5.3.4). The third step uses O and Ai

to infer an instance-level semantic segmentation of Si. The fourth step updates the

geometry Gk of each object ∈ Ai by aggregating its respective segment from Si. The

following four subsections offer details on how each of these steps is implemented.
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5.3.3 Object Pose Proposal

The first step of our pipeline is to find a discrete set of potential placements for each

object ok ∈ O. The input to this stage is a set of objects O and a scan Si. The output

is a set P of scored pose lists Pk = {p0
k, . . . , p

x
k} for each object ok. A scored pose plk

is defined as a tuple {Tl
k, s

l
k}, where Tl

k is the proposed rigid body transformation

and slk is the geometric matching score, describing how well pose Tl
k aligns Gk to the

geometry of Si.

Finding transformations that align surfaces A and B is a longstanding problem

in computer graphics and vision [Rusinkiewicz and Levoy, 2001]. In our setting, we

wish to find a set of poses for the surface A with good alignment with surface B,

where A = ok and B = Si. Prior work usually attempts to solve similar problems

by employing feature-based methods. Such methods sub-sample the two surfaces to

obtain a set of meaningful keypoints and then match them to produce a plausible

pose (e.g., using Point-Pair Feature matching[Drost et al., 2010]). However, as it is

noted in other domains, keypoints may limit the amount of information a method

considers, with dense matching methods leading to fewer failures [Engel et al., 2014].

Figure 5.3: Comparison of the precision/recall scores obtained for all scenes in our
database, comparing PPF matching [Birdal and Ilic, 2015] to our method. In our
experiments, a pose of an object ok is considered a true positive if the distance between
object centers is less than 0.2m and object’s classes agree.

76



Figure 5.4: The multi-resolution pointcloud representation used in our method. Sur-
fels are scaled up to represent the surface at coarser levels better.

Following this intuition, we propose a dense matching procedure, where we slide

each of the objects ok across the scene, perform an ICP optimization at each of the

discrete locations and compute a matching score based on the traditional point-to-

plane distance metric [lim Low, 2004].

The use of this approach might seem counter-intuitive, as a naive implementation

of such grid-search would lead to a prohibitive run-time performance. We argue that

such an approach can be made acceptably fast while leading to much better recovery

of correct poses. To speed-up the run-time performance of our method, we make use

of the multi-resolution approach. We compute a four-level hierarchy for the input

point cloud (the geometries Gk), with minimum distance between any two points at a

level equal to {0.01m, 0.02m, 0.04m, 0.08m} respectively (see figure 5.4). To compute

this representation, we follow an algorithm described in [Corsini et al., 2012]. Multi-

resolution representation allows us to perform the dense search only on the coarsest

level of the hierarchy, and return a subset of poses with sufficiently high scores to be

verified at higher levels, leading to significant performance gains. Additionally, we

make a simplifying assumption that objects in our scenes move on the ground plane

and rotate around the gravity direction.
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With the approach described above, we can produce a set P of pose lists Pk for each

object ok in O. The advantage of this dense grid-search method is that it produces

sets of poses that contain most of the true candidate locations, even if the local

geometry of Si might be different from Gk due to reconstruction errors. We showcase

the comparison to keypoint based methods [Drost et al., 2010, Birdal and Ilic, 2015]

in figure 5.3.

5.3.4 Arrangement Optimization

In the second step, our algorithm selects a subset of poses from the previous step

to form an object arrangement. The input is a set of objects O, a set of pose lists

P = {P0, . . . , Pk} for each object ok, and the scan Si. The output is an arrangement

Ai that describes a global configuration of objects which maximizes the objective.

This problem statement leads to discrete, combinatorial optimization. The first

reason for choosing this approach is that the number of objects within the scene Si

is not known a priori. A combinatorial approach allows us to propose arrangements

Ai of variable lengths, that adapt to the contents of Si. The second reason is that

finding the optimum requires global optimization – the placement of one object can

significantly affect the placement of another. Additionally, deep learning is hard to

apply in this instance due to the lack of training data, as well as the non-linearity of

the proposed objective function.

Objective Function

To quantify the quality of the candidate arrangement A′i, we use the objective function

that is a linear combination of the following four terms:
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O(Si, A′i,A) = wcOc(Si, A′i) Coverage Term

+ wgOg(Si, A′i) Geometry Term

+ wiOr(A′i) Intersection Term

+ whOh(A′i,A) Hysteresis Term

Each term Ox produces a scalar value ∈ [0, 1] that describes the quality of

A′i w.r.t. that specific term. We scale each term by the respective weights

~w = {2.0, 0.3, 1.0, 1.8} to express the relative importance of each term.

The Coverage term measures the percent-

age of the scene that is covered by objects in A′i.

The intuition behind this term is that every part

of the scene should ideally be explained by some

object in A′i. Oc(Si, A′i) takes as input a scene Si

and the candidate arrangement A′i. To compute

Oc(Si, A′i) we voxelize both the scene Si and the

objects in A′i, resulting in two 3D grids VS and VA. The Oc(Si, A′i) is calculated as

the number of cells that are equal in both grids, over the number of cells in VS -

Oc(Si, A′i) = |Vs(j)∧VA(j)|
|Vs(j)| . For this formula to be accurate, we need to ensure that we

only voxelize the dynamic parts of the scene Si. As such, we deactivate any cells in VS

that belong to the static parts of the scene, like walls and floor, which can easily be

detected with a method like RANSAC [Fischler and Bolles, 1981]. The inset figure

above showcases a visualization of both grids VS (blue cells) and VA (white cells). As

seen there, the VS covers the non-static parts of the scene only, leading to Oc being a

good estimate of the coverage.
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The Geometry term is a measure of the ge-

ometric agreement between the scene Si and ob-

jects in the candidate arrangement A′i. We in-

clude this term to guide the objective function

to select objects that best match the geometry

of the scene at a specific location. This value is

computed as an average of scores slk from the procedure described in section 5.3.3:

Og(Si, A′i) =
∑
k g(aji )
|A′i|

g(aji ) returns the geometric score fit for placement of object oj. The inset figure

shows a visualization of plausible locations for a chair object. Heatmap is generated

by counting the number of valid poses for specific surfel Si. First, we map the chair

to a location using every proposed pose. Then a query is made from the scene Si to

see if any surfel of the chair’s geometry is within a threshold t.

The Intersection term aims to estimate how

much a pair of objects in the arrangement A′i in-

terpenetrate. Intuitively, such interpenetration

would mean that two objects occupy the same

physical location, which implies an impossible

configuration. In our approach, we compute a

rough approximation of this term. First, we compute a covariance matrix Σk of each

Gk. Covariances for each object allow us to compute a symmetric Mahalanobis dis-

tance SDM between objects to approximately quantify how close they are to each

other:

SDM(Or, oj) = 0.5(DM(mij,Tici,Σi) +DM(mij,Tjcj,Σj))
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Tici,Tjcj are the transformed centroids of Gi, Gk, the midpoint between them is mij,

and function DM is the Mahalanobis distance. With SDM computed for all pairs of

objects ok, the value Or(A′i) is:

Or(A′i) = 1− ||[exp(−SD
2
M(o0, o1)
2σ2 ), . . . , exp(−SD

2
M(on−1, on)
2σ2 )]||∞

The rationale behind the use of the infinity norm is to generate a high penalty if just a

single pair of objects exhibit a low score interpenetration. The inset figure showcases

a visualization of SDM for two intersecting objects. The point at which we evaluate

the SDM is marked with red, showcasing high values in regions where either or both

objects are present, and low values in the free space. It is also clear that the value of

SDM would be higher if the objects interpenetrated even more.

The Hysteresis term informs how well the current arrange-

ment estimate A′i resembles a previously observed arrangements

from the set A. In addition, it expresses our preference for a min-

imal relative motion. Each object in A′i is assigned a score vk,

with the value based on whether uk is a new instance, or has been

observed in the past. In the former case, the score assigned is

a constant factor vk = h, with h = 0.4. In the latter case, the

object’s ok score is computed as:

vk = h+ (1− h)exp(−||T (ck, i)− T (ck, j)||2
2σ2

k

)

T (cl, j) is a function that applies the appropriate transformation

to centroid cl at time tj. Since smaller, lighter objects are more

likely to be moved, we make the value of σk dependent on the vol-

ume of an object ok. σk is computed as σ(ok) = aexp(−bV (ok)) + c. V (ok) returns
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the approximate volume of object ok based on its oriented bounding box. Parameters

a, b, c were fit so that the resulting σ(ok) is inversely proportional to V (ok). This way

larger objects obtain smaller σk, leading to a smaller Hysteresis Term value when

object moves significantly. Smaller objects obtain larger σk, allowing them to move

more freely within the scene with less penalty. With the above formulation using

existing objects will always be preferred, unless they have undergone a significant

transformation. In such a case, we would like Oh to express that novel object appear-

ances have a similar probability. The value of Oh(Ai,A) is computed as an average

of the above scores. The inset figure above illustrates an arrangement at ti−1 and two

possible arrangement estimates at ti. The form of Oh(A′i,A) encourages the selection

of middle arrangement as it does not contain significant motion the sofa and chairs.

Optimization

To find arrangement Ai = arg maxA′
i
O(Si, A′i,A), we employ a combination of greedy

initialization and simulated annealing. We begin by greedily selecting an object ok at

a pose plk which improves objective the most. This process of addition is continued

until the objective function starts decreasing. After this stage, we perform simulated

annealing optimization. We run the simulated annealing for 25k iterations, using

a linear cooling schedule with a random restarts (0.5% probability to return to the

best scoring state). To explore the search space, we use the following actions with a

randomly selected object ok:

• Add Object - We add ok at a random pose plk to A′i.

• Remove Object - We remove ok from A′i.

• Move Object - We select ok from A′i and assign it new pose pmk .

• Swap Objects - We swap the location of ok and ol, another randomly selected

object of the same semantic class.
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5.3.5 Segmentation Transfer

The third step of the algorithm transfers the semantic and instance labels from Ai

to scan Si (fig. 5.5). The estimated arrangement from the previous step can be used

to perform segmentation transfer, as we have semantic class ck and instance id uk

associated with each object in O. Using the estimated pose plk for each of the objects

ok in Ai, we transform its geometry Gk to align with Si. We then perform the nearest

neighbor lookup (with a maximum threshold d = 5cm to account for outliers) and

use the associations to copy both the instance and semantic labels from objects in

Ai to Si. Since there is no guarantee that all points in Si have a neighbor within

the threshold d, we follow-up the lookup with label smoothing based on multi-label

graph-cut [Delong et al., 2012].

5.3.6 Geometry Fusion

The final step of the algorithm is to update the object geometries Gk for objects in

O. To do so for each object ok ∈ Ai, we extract the sub point clouds from Si that

were assigned instance label uk in the previous step, and then we concatenate them

Figure 5.5: Segmentation transfer from the estimated arrangement to a new obser-
vation. Given the arrangement and the static objects in the database, we perform
nearest neighbor queries to copy instance and semantic labels from the arrangement
to the novel observations. We then perform GraphCut [Boykov et al., 2001] optimiza-
tion to smooth out the copied labels.
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Figure 5.6: A visualization of a geometry merging using Poisson Surface Reconstruc-
tion [Kazhdan and Hoppe, 2013]. A two pointclouds on the left are merged into a
single surface, which we sample to obtain the pointcloud on the right.

with Gk to generate new point cloud G′k. In the idealized case, the two surfaces would

be identical, as they represent the same object. However, due to partial observation,

reconstruction, and alignment errors, we cannot expect that in practice. As such, we

solve for a mean surface G̃k that minimizes the distance to all points in the G′k, using

Poisson Surface Reconstruction [Kazhdan and Hoppe, 2013]. After this process, we

uniformly sample points on the resulting surface G̃k to get a new estimate of Gk that

can be used for matching when a new scene Si+1 needs to be processed. Figure 5.6

showcases the result of this process for a simple chair model.

5.4 Evaluation

Evaluation of the proposed algorithm is not straightforward, as there is little to no

prior work directly addressing the instance segmentation transfer between 3D scans.

Dataset: To evaluate the proposed approach, we have created a dataset of tem-

porally varying scenes. Our dataset contains 13 distinct scenes, with a total of 45

separate reconstructions. Each scene contains three to five scans, where objects within

each capture were moved to simulate changes occurring across long time periods. The

captured spaces are relatively large, with an average approximate area of 67.58m2.

Overall, the dataset contains 330 unique instances of moving objects (see figure 5.8b).
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Figure 5.7: Visualizeation of the instance and semantic segmentation from the Rescan
dataset. Notice how objects retain their identity over time (top row).

(a)

Class Total Count Unique Count

chair 576 184
other 199 72
table 145 40
desk 46 16
sofa 38 12
shelves 14 5
bookshelf 3 1

Sum 1021 330

(b)

Figure 5.8: (a) Given an arrangement of objects at ti−1, it is often the case that
multiple arrangements at ti make sense. Rescan dataset provides permutations of
object id assignment to account for such cases. (b) Total count describes the number
of objects in all of the scenes in our dataset. Unique count specifies the number of
unique instances that have appeared across time.

The RGBD sequences were captured using the Structure Occipital Sensor — please

see Chapter 3 for details. The 3D reconstructions were obtained using an algorithm

described in chapter 4. Visualization of the entire dataset can be seen in table 5.1.

Along with the captured data, we also provide the manually-curated semantic cat-

egory and instance labels for every object in every scene (see figure 5.7). The instance

labels are temporally stable, providing associations between object instances across

time, which we can use to evaluate our algorithms. Since the motion of the objects is
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not observed, there might be many plausible permutations of object associations over

time. To address this ambiguity, we provide permutations of instance assignments

for each scene to account for cases where objects’ motion is ambiguous and multiple

arrangements can be considered correct 5.8a.

Metrics: We evaluate our approach using three metrics. The first is the Seman-

tic Label metric that measures the correctness of class labels – it is implemented

in the same way as the semantic segmentation task in the ScanNet Benchmark

[Dai et al., 2017] and is reported as mean class IoU. The second is the Semantic

Instance metric that measures the correctness of the object instance separations – it

again comes from the ScanNet Benchmark [Dai et al., 2017] and is reported as mean

Average Precision (IoU=0.5). Third, we propose a novel Instance Transfer metric,

which specifically requires an agreement of instance indices across time. This metric

is reported as mean IoU, where we count the number of points in both ground truth

and prediction that share equivalent instance id. The Instance Transfer metric is

much more challenging, as it requires associating objects with specific instance ids in

different scans.

Baseline: Given the success of the recent deep models for the scene understand-

ing (as shown on the leaderboard of [Dai et al., 2017]), it is interesting to com-

pare the results of our algorithm to the best available method based on deep net-

works. One of the best available methods for 3D instance segmentation is MASC

[Liu and Furukawa, 2019], which is based on semantic segmentation with SparseCon-

vNet [Graham et al., 2018]. To test these methods on our tasks, we pre-trained the

SparseConvNet and MASC models on ScanNet’s training set. We also performed fine-

tuning of MASC on the ground-truth category labels for the first scan of each scene S0.

This fine-tuned model provides instance segmentation, which can be combined with

the Hungarian method [Kuhn, 1955] to estimate instance associations across time.
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t0 t1 t2 t3 t4

Table 5.1: Rescan Dataset
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Figure 5.9: Inductive instance segmentation results. Given a segmentation at time t0,
our method is able to iteratively transfer instance labels to future times, even when
the number of the objects in the scene changes.

This sequence of steps provides a solid baseline combining state-of-the-art methods

for the instance segmentation with an established algorithm for assignment.

5.4.1 Quantitative Results

Method Semantic
Label

Semantic
Instance

Instance
Transfer

SparseConvNet 0.203 - -
MASC 0.310 0.291 0.175
MASC (fine-tuned) 0.737 0.562 0.345

Rescan 0.859 0.837 0.650

Table 5.2: Comparison of our method to SparseConvNet [Graham et al., 2018] and
MASC [Liu and Furukawa, 2019]. SparseConvNet does not produce instance labels,
and hence we omit reporting on the Semantic Instance and Instance Transfer task,
and only fine-tune MASC.

Evaluation and comparison: Since we solve an inductive task (predict the answer

at time t, when given an answer at time t− 1), it is not obvious how to initialize the

system during experimentation. Since we aim to evaluate the inductive step alone, we

chose to initialize time t0 with a correct instance segmentation in our experiments.

That choice avoids confounding problems with de novo instance segmentation at

t0 with the primary objective of the experiment. We have each algorithm in the
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Method Semantic
Label

Semantic
Instance

Instance
Transfer

No Coverage Term 0.061 0.058 0.048
No Geometry Term 0.853 0.825 0.617
No Intersection Term 0.859 0.781 0.584
No Hysteresis Term 0.870 0.818 0.226

Full Method 0.859 0.837 0.650

Table 5.3: The influence of objective function terms on each of the proposed tasks.

experiment transfer the instance segmentation from t0 to t1, then transfer the result

to t2, and so on.

We ran this experiment for our method in direct comparison to the baseline.

Results for all three evaluation metrics are shown in Table 5.2. They show that our

algorithm significantly outperforms competing methods. As expected, we see that the

deep networks trained on the ScanNet training set [Dai et al., 2017] do not perform

very well on our data without fine-tuning. After fine-tuning on the ground-truth

labels in S0, they do much better (of course, because S0 is just like the test data at

S1 ... Sk). However, instance segmentation on later time steps still performs worse

than our algorithm, and instance transfers across time are poor. We attribute the

difference to the fact that our method is instance-centric, where the segmentation is

inferred from the estimated arrangement of objects. This is in stark opposition to

methods like MASC, where the instances are inferred from a semantic segmentation.

Ablation studies: Second, we present the results of ablation studies that showcase

the influence of various terms in our objective function on the results in a specific

task. As seen in table 5.3, by far the most important term of our proposed objective

is the Coverage Term. Without it, the objective function is discouraged from adding

more objects. The optimization simply finishes with a single object added to the scene
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— as adding any more would lead to a decrease in other terms. The second most

important term, especially for the Instance Transfer task, is the Hysteresis Term. It

is intuitive that lacking this term, the objective function is not encouraged to find an

arrangement that will be consistent with previous object configurations. We note that

when omitting this term, the semantic segmentation task achieves a slightly better

result. The reason is that to prevent the addition of superfluous objects the novel

objects are assigned a relatively low score (see sec. 5.3.4). Without the Hysteresis

Term, the proposed objective is free to insert additional objects. However, their

configuration is often not correct, leading to lower scores for the other two tasks.

This result suggests that there exists a better formulation of the hysteresis function

— an interesting direction for future research. The presence of the Intersection Term

important for the Semantic Instance and Instance Transfer tasks. Intuitively, the

semantic segmentation score is unaffected as it is often the case that intersecting

objects share the semantic class. The Geometry Term has the least influence on the

results. This is not surprising, as the poses that survived the pose proposal stage (see

sec. 5.3.3) were high scoring ones.

Effect of pose proposal alternatives: Third, we analyze the importance of the

pose proposal step on the results. In the limited movement variant of our method, we

do not perform the dense search for arbitrary poses for each object. Instead, we only

allow for movement within a 20cm radius around the position of the object in the

previous arrangements. From results in fig. 5.10 we can see that the limited move-

ment leads to a significant decrease in performance. For the instance segmentation

tasks, results are on average similar. However, both methods (full movement and

limited movement) have different modes of failure. The full movement might produce

incorrect permutation of chairs around the table, when Coverage Term outweighs the

Hysteresis Term. The limited movement does not have that issue, as no additional
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Method Semantic
Label

Semantic
Instance

Temporal
Instance

Limited Movement 0.747 0.675 0.623
Full Movement 0.859 0.837 0.650

Figure 5.10: A comparison of full vs. limited movement schemes. The limited move-
ment variant leads to a significant drop in performance. (a) The source scene with
instance segmentation. (b) The target scene visualization. (c) The result of our
method with limited movement. (d) The result of the full version of the presented
method.

poses for such chairs are produced. At the same time, it misses objects that have

moved significantly.

5.4.2 Qualitative Results

Inductive segmentation transfer: We showcase qualitative results for the In-

stance Transfer task using our method in figure 5.9. Again, in this task we use the

ground-truth segmentation provided by the user at t0 and transfer it to all other
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observations sequentially. The results of such segmentation transfer offer stable and

well-localized instances. Even over multiple time-steps, our method can keep track of

objects identities, providing us with information on their location and motion. Ad-

ditionally, thanks to the fact that the objective function prefers minimal change, we

are able to deal with challenging configurations. For example in 5.9a our method is

able to correctly recover three coffee tables at time t3, despite their proximity and

visual similarity.

Semantic segmentation: Figures 5.11 and reffig:understanding:instanceresults

showcases qualitative comparisons between our method and DNN-based methods

[Liu and Furukawa, 2019, Graham et al., 2018]. Without fine-tuning, the segmenta-

tion issues are obvious. Learned methods confuse labels like sofa and chair, which

explains low scores in table 5.2. Fine-tuning helps reduce these effects — however, we

also see some overfitting errors. Our method is able to recover high-quality semantic

segmentation, where due to the fact that our approach is instance-centric, a single

instance can not have more than a single semantic class. Our method’s success is

however dependent on the overlap between current and previous observations of S.

When lots of novel objects appear, the Hysteresis Term might discouraging the addi-

tion of all of them, as it aims to produce arrangement similar to previously observed

ones (fig. 5.11a).

Model completion results: Our method for aggregating the observations of

moving objects from multiple time steps allows it to produce more complete sur-

face reconstructions than would be possible otherwise. Many other systems ex-

plicitly remove moving objects before creating a surface model (to avoid ghosting)

[Keller et al., 2013b]. Our approach uses the estimated object segmentations and

transformations to aggregate points associated with each object ok to form a Gk that

is generally more complete than could be obtained from any one scan. Composing
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Figure 5.13: Model completion results. The left column shows two scans of a scene
with moving objects. The right column shows our reconstruction of the scene using
objects and locations from the temporal model M .

the aggregated Gk using transformations Tk in each object arrangement Ai provides

a model completion result (fig. 5.13).

Failures: Our method’s performance is competitive with the learned based ap-

proaches. Still, there are cases where our method fails. At the same time, it is

important to note that because the proposed method is geometry driven, most fail-

ures are easy to interpret. As such we identify two major types of failures — external

and internal.

External failure mode describes any failure that is due to the appearance of a

novel object, that does not exist in the temporal model Mi−1. When a novel object

outside O appears, our method either mislabels it or fails to provide any label. The

first case happens if the novel object’s geometry is similar to some object ∈Mi−1, so

that Pose Proposal stage is able to generate potential locations. The second case is

encountered when the novel object is completely different than any of the objects in

O. In the Rescan dataset, we encounter a single case where such a situation happens.
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Figure 5.14: Failure modes of the proposed method. (a) Partial scanning of furniture
prevents the Pose proposal stage from generating plausible poses. (b) Small objects
contribute little to the Coverage term. If such objects undergo significant motion, our
algorithm might miss them. (c) When visually-similar, partially scanned objects are
considered, our method might not produce the correct permutation.

In figure 5.15 we can see the mislabeled thrash bin — the reason for this is the lack

of trash bins at the previous time-step.

The other mode of failure happens where all the information required for estima-

tion of the correct arrangement is present, but the method fails to produce completely

correct answers. As such we refer to such failure modes as internal. We identify three

main types of failures in this class (fig. 5.14).

The first issue arises when due to the geometry focus of the proposed method.

When scanning of the object is partial, the Pose Proposal stage might fail to produce

poses for some objects ok ∈ O. Since the Pose Proposal stage is not able to find

a complete set candidate poses, the subsequent stage of Arrangement Optimization

is not able to estimate correct locations. The correct poses of objects are simply

not within the space over which Arrangement Optimization is searching. Such cases
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Figure 5.15: (a) Ground truth segmentation. (b) Semantic label prediction. The lack
of trash bins in previous timesteps causes our method to mislabel the trash bin as a
part of the column.

usually arise at the peripherals of the scene, which were not captured carefully (see

figure 5.14a).

A similar issue occurs when the observation of the scene Si−1 misses significant

parts of the underlying space. In such cases, the objects in the database O might not

be well suited for matching, as they might be incomplete. Such partial objects will

not generate meaningful scores for the Geometry Term. Additionally, with significant

parts of the scene missing at the previous timestep, it might be the case that the

scene Si contains significantly more objects than Si−1. Our method prefers to keep the

number of objects approximately constant between Si and Si−1. This is a result of our

formulation of the Hysteresis Term which aims to create object identity associations
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Figure 5.16: Scene capture at t0 is missing the part scanned in ti(highlighted). Some
objects at t1 are not detected, due to the lack of overlap between two reconstructions.

between Si and Si−1, and is penalized when adding many novel objects. In such cases

our method might miss certain objects – see figure 5.16

The second is caused by the form of the Coverage Term. Larger objects are

preferred, as the object’s contribution to the overall score is proportional to its size.

Smaller objects contribute much less, while at the same time are more likely to move.

In section 5.3.4 we outlined our strategy to combat this issue. However, it still does

occur in some instances, like the one visualized in figure 5.14b.

Lastly, an incorrect permutation of objects might have a higher objective value

than the ground truth one. This effect is a combination of Geometry Term providing

noisy scores for partial scans of visually similar objects, and their relative spatial

proximity, which makes the Hysteresis Term a poor discriminator. A concrete ex-

ample of this general concept is “chairs around the table” case, seen in figure 5.14c.

The aforementioned similarity of the objects, combined with the imperfections of the

reconstruction process and their relative closeness causes the proposed algorithm to

confuse the locations of the objects of the same semantic class.
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Overall the performance of our method is still high despite these issues. Moreover,

most of the above issues could be resolved with alternative formulations of each of

the objective function’s terms. Learned alternatives for these terms are an interesting

direction for future work. A more fundamental issue comes from the case of an

object outside O appearance. Without a similar object example in the database, our

method either mislabels the novel object or provides no labels. Detection of such

cases is also an exciting future direction. One way of resolving it would be to put the

user in the loop or combine Rescan algorithm with supervised approaches for instance

segmentation.

5.5 Conclusion

We present an algorithm for estimating the semantic instance segmentation for an

RGBD scan of an indoor environment. The proposed algorithm is inductive – using

a temporal scene model which subsumes previous observations, an instance segmen-

tation of the novel observation is inferred and used to update the temporal model.

Our experiments show better performance on a novel benchmark dataset when com-

pared to a strong baseline. New directions for future work include replacing the terms

of our objective function with learned ones. Going further, we should also consider

investigating RNN architectures when more massive datasets become available.
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Chapter 6

Conclusion

This dissertation describes a set of algorithms for improving various stages of RGBD

reconstruction pipeline, allowing for reconstruction of spaces larger than the previous

methods were capable of handling. We also present a method able to utilize the

result of the robust reconstruction pipeline, where multiple reconstructions of the

same space are associated across time.

6.1 Summary

In this work, we have presented three methods that address different problems arising

during the processing of the RGBD data.

First, we present a calibration method for PrimeSense class of devices. We show

how to estimate all properties of the device, from the intrinsic parameters of both

color and depth camera, through the extrinsic relationship between the two, to the

estimation of the undistortion field. The proposed method is efficient and can be

performed at a low cost, only requiring a print-out of a standard calibration target.

We showcase how the depth undistortion improves the effective range of a device from

which depth measurements can be used by comparing the tracking quality between

original and undistorted versions of the input data. Additionally, the proposed cal-
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ibration procedure has been used to improve the quality of data in the widely used

Scannet dataset [Dai et al., 2017].

Second, we present a method that is able to reconstruct large spaces from long

RGBD sequences [Halber and Funkhouser, 2017]. The robustness of our method is

due to two major factors: the fine-to-coarse optimization strategy, and the incorpora-

tion of priors regarding man-made spaces into the energy function. The method can

improve the quality of a tracking algorithm by first creating both low-level (in the

form of closest-point correspondences) and high-level (in the form of planar struc-

tures) constraints, along local regions over the trajectory. The local regions start

small, but progressively grow, until the entire trajectory is considered. We observe

that the proposed method is displaying loop-closure like a behavior, even though

no explicit visual loop-closure solution is employed. We evaluate our algorithm on

a newly created dataset of correspondences and show that our method is able to

outperform existing solutions.

Lastly, we present “Rescan”, a system of associating the data between different

reconstructions of the same space. Given a three-dimensional reconstruction with

some per-vertex information, and other reconstruction of the same space, we propose

a system for transferring the information between different observations. We assume

that the scene contents can change considerably, with a significant object motion

and object disappearance. Our method is able to establish an association between

such reconstructions by using a geometric fitting strategy. We showcase the effec-

tiveness of our method on the segmentation transfer task. As the transfer between

the reconstructions of the same space taken at sparse temporal intervals is a new

task, we introduce a dataset of the labeled scene with associations across time. We

show that the proposed method is able to achieve results competitive with existing

work on standard tasks, like semantic and instance segmentation. At the same time,
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our method is much more capable at the segmentation transfer task then a baseline

approach based on top learning methods.

6.2 Future Work

In terms of the directions of future work, there are numerous ways to improve and

build on the research presented in this document. We first consider some possible

improvements to the individual systems we have presented, and then we discuss more

general directions that future work could follow.

Acquisition. In Chapter 3 we have described a system for improving the quality of

depth data produced by the PrimeSense class of devices. These technologies continue

to advance, and while it is interesting to understand the underlying depth generation

algorithm further to design more robust denoising strategies, such a bottom-up strat-

egy might be rendered invalid by a new iteration of devices. At the same time, no

system is perfect. As such, it is valid to explore directions that do not make strong

assumptions on the capture algorithm. One example is a self-calibration strategy

that would use the color information to reconstruct a sparse set of well-localized 3D

positions. Such a sparse set of positions could be used to populate the low-frequency

distortion field without the need for a separate calibration stage. Another direction

is to use deep learning to improve the quality of depth maps. While the creation of

a dataset that contains aligned image pairs from a high-quality sensor and a com-

modity sensor is challenging, it would be interesting to explore domain translation

approaches in the context of depth maps.

Reconstruction. In terms of the reconstruction from RGBD data, both the

method presented in Chapter 4 and a multitude of alternatives can generate high-

quality geometry of the scene. At the same time, much less effort has been put into
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estimating a high-quality color and textures for the resulting reconstructions. More

careful design and optimization of the color information would help to increase the

visual fidelity of the captured scenes. Going further, using the estimated geometry

combined with a light estimation could be used to predict the actual albedo of surfaces

— this way the resulting geometry could be used in applications like 3D animation

and video-games. Another direction for improvement of the proposed system is the

efficiency aspect. The fine-to-coarse approach is inherently offline, but it could be

incorporated as a corrective parallel process. As such, it would be running alongside

a real-time SLAM system, correcting drift and loss of tracking.

Understanding. The Rescan project presented in Chapter 5 is a proof-of-concept

of a system that exploits redundant information available in multiple reconstructions

of the same scene. In this project, we are able to show that multiple reconstructions

of the same scene can be used to build a persistent model of a scene, just by using

geometric information. Follow-up work should look at improving the quality of

associations between different timesteps by incorporating different data modalities,

as well as possibly learned features. As such, a venue for future work is a creation

of a larger dataset with temporal associations. Another obvious direction for future

research is addressing the special case when the object dataset is empty at the start.

In our work, we alleviate this issue using ground truth segmentation. This is a clear

limitation and should be addressed in future work by co-segmentation or learned

solutions to propose the initial segmentation.

Finally, the research presented in this document looks at the problem of recon-

struction and understanding as separate stages of the RGBD processing pipeline.

This separation is a clear limitation as semantic understanding can assist the recon-

struction pipeline, by providing high-level features in terms of object categories, or

even object parts. While there already exist some systems attempting to look at
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this coupling like work by [Salas-Moreno et al., 2013], they are limited to a set of

pre-scanned objects. Others, like [Narita et al., 2019] only look to perform semantic

segmentation as the reconstruction is generated, and do not improve the tracking

using the semantic information. Future RGBD pipelines should look at a tighter cou-

pling of the two methods and establishing how the semantic and instance information

can be leveraged in a camera pose estimation task. An additional advantage of such

a system would be that a resulting reconstruction already has semantic information

embedded.
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