DATA-DRIVEN 3D SCENE UNDERSTANDING

SHURAN SONG

A DISSERTATION
PRESENTED TO THE FACULTY
OF PRINCETON UNIVERSITY
IN CANDIDACY FOR THE DEGREE
OF DOCTOR OF PHILOSOPHY

RECOMMENDED FOR ACCEPTANCE
BY THE DEPARTMENT OF
COMPUTER SCIENCE
ADVISER: THOMAS A. FUNKHOUSER

NOVEMBER 2018
Abstract

Intelligent robots require advanced vision capabilities to perceive and interact with the real physical world. While computer vision has made great strides in recent years, its predominant paradigm still focuses on analyzing image pixels to infer two-dimensional outputs (e.g., 2D bounding boxes, or labeled 2D pixels), which remain far from sufficient for real-world robotics applications.

This dissertation presents the use of amodal 3D scene representations that enable intelligent systems to not only recognize what is seen (e.g., Am I looking at a chair?), but also predict contextual information about the complete 3D scene beyond visible surfaces (e.g., What could be behind the table? Where should I look to find an exit?).

More specifically, it presents a line of work that demonstrates the power of these representations: First it shows how 3D amodal scene representation can be used to improve the performance of a traditional tasks such as object detection. We present SlidingShapes and DeepSlidingShapes for the task of amodal 3D object detection, where the system is designed to fully exploit the advantage of 3D information provided by depth images. Second, we introduce the task of semantic scene completion and our approach SSCNet, whose goal is to produce a complete 3D voxel representation of volumetric occupancy and semantic labels for a scene from a single-view depth map observation. Third, we introduce the task of semantic-structure view extrapolation and our approach Im2Pano3D, which aims to predict the 3D structure and semantic labels for a full 360° panoramic view of an indoor scene when given only a partial observation. Finally, we present two large-scale datasets (SUN RGB-D and SUNCG) that enable the research on data-driven 3D scene understanding.

This dissertation demonstrates that leveraging a complete 3D scene representations not only significantly improves algorithm’s performance for traditional computer vision tasks, but also paves the way for new scene understanding tasks that have previously been considered ill-posed given only 2D representations.
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4.3 Camera configurations. The table shows the average PoG, median surface and normal error for each configuration. Example inputs for each configuration can be found in Fig 4.10. For models [rgbpano] and [rgbpano+1], we evaluate on regions that do not have depth observation. For all other models, we evaluate on regions with no color and depth observation.

5.1 Semantic segmentation. We evaluate performance for 37 object categories. Here shows 8 selected ones: floor, ceiling, chair, table, bed, nightstand, books, and person. The mean accuracy is for all the 37 categories. A full table is in the supp. material.

5.2 Evaluation of 2D object detection. We evaluate on 19 popular object categories using Average Precision (AP): bathtub, bed, bookshelf, box, chair, counter, desk, door, dresser, garbage bin, lamp, monitor, night stand, pillow, sink, sofa, table, tv and toilet.

5.3 Evaluation of total scene understanding. With the objects detection result from Sliding Shape and RCNN and Manhattan Box for room layout estimation, we evaluate four ways to integrate object detection and room layout: (1) directly combine (2) constrain the object using the room. (3) adjust room base on the objects (4) adjust the room and objects together.

5.4 Cross-sensor bias.
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2.12 **Top False Positives.** (1)-(2) show detections with inaccurate locations. (3)-(6) show detections with wrong box size for the big bookshelf, L-shape sofa, bunk bed, and monitor. (7)-(10) show detections with wrong categories.

2.13 **Misses.** Reasons: heavy occlusion, outside field of view, atypical size object, or missing depth.

3.1 **Semantic scene completion.** [Left] Input single-view depth map and visible surface from the depth map; color is for visualization only. [Right] Semantic scene completion result: our model jointly predicts volumetric occupancy and object categories for each of the 3D voxels in the view frustum. Note that the entire volume occupied by the bed is predicted to have the bed category.

3.2 Given a single-view depth observation of a 3D scene the goal of our SSCNet is to predict both occupancy and object category for the voxels on the observed surface and occluded regions.

3.3 **Different encodings for surface (a).** The projective TSDF (b) is computed with respect to the camera and is therefore view-dependent. The accurate TSDF (c) has less view dependency but exhibits strong gradients in empty space along the occlusion boundary (circled in gray). In contrast, the flipped TSDF (d) has the strongest gradient near the surface.

3.4 **SSCNet: Semantic scene completion network.** Taking a single depth map as input, the network predicts occupancy and object labels for each voxel in the view frustum. The convolution parameters are shown as (number of filters, kernel size, stride, dilation).
3.5 Comparison of receptive fields and voxel sizes between SSC-Net and prior work. (a) Object-centric networks such as [180] and [111] scale objects into the same 3D voxel grid thus discarding physical size information. In (b)-(d), colored regions indicate the effective receptive field of a single neuron in the last layer of each 3D ConvNet. With the help of 3D dilated convolution SSCNet drastically increases its receptive field compared to other 3D ConvNet architectures [156, 191] thus capturing richer 3D contextual information.

3.6 Synthesizing Training Data. We collected a large-scale synthetic 3D scene dataset to train our network. For each of the 3D scenes, we select a set of camera positions and generate pairs of rendered depth images and volumetric ground truth as training examples.

3.7 What 3D context does the network learn? The first figure shows the input depth map (a desk) and the following figures show the predictions for other objects. Without observing any information for other objects the SSCNet is able to hallucinate their locations based on the observed object and the learned 3D context.

3.8 Qualitative results. We compare with scene completion results from Zheng et al. [199] and Firman et al. [33] (on a subset of the test set), and semantic scene completion results from Lin et al. [99] and Geiger and Wang [36]. Zheng et al. [33] tested on rendered depth, [99] and [36] tested on RGB-D frame from kinect, [33] and SSCNet tested on kinect depth. Overall, SSCNet gives more accurate voxel predictions such as the lamps and pillows in the first row, and the sofa in the third row.
4.1 **Semantic-structure view extrapolation.** Given a partial observation of the room in the form of an RGB-D image, our Im2Pano3D predicts both 3D structure and semantics for a full panoramic view of the same scene.  

4.2 **Whole room representation.** We use a sky-box-like multi-channel panorama to represent 3D scenes. The views are circularly connected, hence, observing the inner two views is equivalent to observing the outer two views of its shifted panorama.  

4.3 **3D structure prediction with different encodings.** The plane equation encoding (B) is a better output representation than raw depth encoding (A); its regularization enables the network to predict higher quality geometry.  

4.4 **Im2Pano3D network architecture.** The network uses a multi-stream autoencoder structure. A PN-layer is used to ensure consistency between normal and plane distance predictions.  

4.5 **Directly predicting 3D structure and semantics (b) (rgbpn2pns) provides a more accurate result than predicting the same information from generated color pixels (d) (inpaint).**  

4.6 **Human completion.** Left shows the input observations. Middle shows completion results from different users overlaid on the observations. Right shows ground truth and our prediction.  

4.7 **Probability distribution of semantics.** The first row shows the average distribution of each semantic category over all training examples. The following rows show the predicted probability distribution of semantics from Im2Pano3D overlaid on top of the ground truth testing images. Red areas on the heat maps indicate higher probabilities.
4.8 **Qualitative Results.** For each example, we show semantic segmentations labeled using the highest predicted class probability for each pixel, and normal maps from 3D structure predictions. We also show reconstructed 3D point clouds (right column), colored by semantic labels, with bounding boxes around semantically connected components. More results in supplementary material.

4.9 **Experiments.** (a) shows mean IOU with respect to distance from observation. (b) shows accuracy of predictions in the unobserved regions while increasing input horizontal FoV from 5° to 350°. The error bar shows the error margin across test cases.

4.10 **Camera configurations.** For different camera configurations, Im2Pano3D provides a unified framework to efficiently filling in missing 3D structure and semantics of the unobserved scene. The observation coverage is shown in parentheses. 3D structure is represented with normals. The data for [RGB-D+motion] comes from NYUv2 [149]. More examples can be found in supplementary material.

5.1 **Comparison of RGB-D recognition benchmarks.** Apart from 2D annotation, our benchmark provided high quality 3D annotation for both objects and room layout.

5.2 **Comparison of the four RGB-D sensors.** The raw depth map from Intel RealSense is noisier and has more missing values. Asus Xtion and Kinect v1’s depth map have observable quantization effect. Kinect v2 is more accurate to measure the details in depth, but it is more sensitive to reflection and dark color. Across different sensors our depth improvement algorithm manages to robustly improve the depth map quality.
5.3 Data Capturing Process. (a) RealSense attached to laptop, (b) Kinect v2 with battery, (c) Capturing setup for Kinect v2. 

5.4 Example images with annotation from SUN RGB-D dataset. 

5.5 Statistics of semantic annotation in our dataset. 

5.6 Confusion matrices for various scene recognition algorithms. Each combination of features and classifiers is run on RGB, D and RGB-D. The numbers inside the parentheses are the average accuracy for classification. 

5.7 Example results for 3D object detection and orientation prediction. We show the angle difference and IoU between predicted boxes (blue) and ground truth (red). 

5.8 Object orientation estimation. Here we show the distribution of the orientation errors for all true positive detections. 

5.9 Example visualization to compare the three 3D room layout estimation algorithms. 

5.10 Free space evaluation. The free space is the gray area inside the room, outside any object bounding boxes, and within the effective minimal and maximal range [0.5m-5.5m]. For evaluation, we use IoU criteria. 

5.11 Visualization of total scene understanding results. 

5.12 Real data (top) vs. synthetic data (bottom). For the real data, note the noise in normal map and the diminishing accuracy at object boundaries in the semantic labels.
5.13 **Scene structure statistics.** Distribution of number of rooms and number of floors in our SUNCG dataset. Our dataset contains a large variety of 3D indoor scenes such as small studios, multi-room apartments, and multi-floor houses.

5.14 **Distribution of physical sizes** (in meters\(^2\)) per room, floor, and house of the SUNCG dataset.

5.15 Distribution of different room types in the SUNCG dataset (left), and examples of rooms per room type (right).

5.16 **Distribution of object categories in the SUNCG dataset.** We have 84 object categories in total. Here we show the top 50 object categories with highest number of occurrences in our dataset.

5.17 **Object-Room Relationship.** On the left we show the distribution of number of objects in each room. On average there are more than 14 objects in each room. On the right, we show the object category distribution conditioned on different room type. Size of the square shows the frequency of a given object category appears in the certain room type. The frequency is normalized for each object category. As expected, object occurrences are tightly correlated with the room type. For example, kitchen counters have a very high chance to appear in kitchen, while chairs appear frequently in many room types.
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Chapter 1

Introduction

1.1 Motivation

Imagine a domestic robot preparing to set a dining table. Which piece of visual information would it find to be more useful for the task? (info A) I see a table on the left and chairs on the right, or (info B) I see a table two meters away from me behind three chairs, the tabletop is one meter above the floor, and there is enough empty space on the table to place the dishes. While performing complex tasks such as preparing dining tables, autonomous robotic systems would typically benefit from a complete 3D visual understanding of the object in the scene, their locations and orientations, spatial relationships, and free space (i.e. info B). However, most computer vision algorithms will only produce information to the extent of object bounding boxes and image labels (i.e. info A).

This example highlights a fundamental limitation behind classic 2D image-centric computer vision tasks: they are targeted at understanding 2D images, but not the 3D physical world behind them. Moreover, since images are only 2D partial representations of complete 3D scenes, they can exhibit extreme variations from minor changes
to camera viewpoint, materials, lighting, and object arrangements, which continue to obscure state-of-the-art image recognition algorithms.

The goal of this dissertation is to develop computer vision algorithms that can understand the visual world in terms of both low-level 3D structure and high-level semantics. More importantly, the system should not only be able to recognize what it sees (e.g., Am I looking at a chair?), but also be able to reason contextual information related to its complete 3D environment - including regions beyond the visible surfaces in view (e.g., What could be behind the table? Where should I look to find an exit?).

Towards this goal, this thesis aims to develop 3D amodal scene representations that can harness the power of both color and depth (RGB-Depth) scan data from 3D sensors such as the Microsoft Kinect, to bypass the aforementioned challenges, and directly provide useful 3D outputs for real-world applications. My research is uniquely defined by the following aspects:

- 3D. Explore the direct use of 3D data representations and grounded in real-world physical metrics, as both input and output for computer vision algorithms, instead of reasoning over 2D image pixels to infer 3D information.

- Amodal. Leverage and provide complete 3D representations of scenes regardless of occlusions and image field of view (amodal), instead of only considering surfaces visible to the camera (modal).

- Scene. Make use of contextual information beyond single objects to extract rich information about the scene as a whole.

In contrast to image representations, 3D amodal scene representations provide a more faithful digital encoding of the world we live in, allowing us to store and manipulate all kinds of information (e.g., materials, semantics, affordances) in a way that is more direct and complete. Beyond computer vision, advances in 3D scene representations will also have a significant impact on many other domains, including
graphics, robotics, mechanical engineering, and computational biology, where 3D data representations serve as a common foundation for data-driven analysis.

This research has been made possible by the recent availability of affordable 3D scanning devices (e.g., Microsoft Kinect), as well as the dramatic growth of online 3D model repositories (e.g., Trimble Warehouse). The combination of these two developments changes how we can approach visual scene understanding tasks, there has never been a more exciting time to explore the idea of how we can achieve robust 3D scene understanding for intelligent systems in real-world applications.

1.2 Challenges in 3D Scene Understanding

While the opportunity is exciting, data-driven 3D scene understanding also presents unique challenges. The following paragraphs summarize the major questions and challenges behind 3D scene understanding:

**How should we represent a 3D scene?** In traditional 2D computer vision, scene representations are often made up of 2D bounding boxes and/or 2D pixel labels. While it is possible to produce analogous representations for 3D scene understanding via 3D bounding boxes and/or 3D point cloud labels for visible surfaces, these representations may not be sufficient for many real-world applications. For example, to successfully grasp a 3D object, a robotic system may need to infer the complete 3D shape of the object rather than just its visible surfaces.

This dissertation studies a set of new tasks which aim to produce various 3D scene representations that are more useful for supporting real-world applications. These tasks include amodal 3D object detection, as explained in Chapter 2, semantic scene completion; as discussed in Chapter 3, and semantic-structure view extrapolation, as elaborated in Chapter 4.
**How should we encode 3D information?** Color images are naturally encoded as a 2D array of pixel color values. However, it is unclear how 3D data should be encoded. Representing 3D information using view-based depth images holds the advantage of being able to reuse pre-trained deep models from color image datasets (which are widely available). However, such models are often highly viewpoint-dependent and can lose valuable information encoded within the 3D spatial locality. On the other hand, 3D volumetric representations directly encode 3D geometry and preserve 3D spatial locality, but at the cost of exponential compute.

In this thesis we utilize several different 3D data encodings, and discuss their pros and cons under various task settings. For example, we use 3D point cloud based representations in Chapter 2, the 3D volumetric truncated signed distance function (TSDF) encoding and its variations in Chapters 2 and 3, as well as a 2D plane equation encoding in Chapter 4.

**How should we design an algorithm that best utilizes 3D information?** Many of the algorithms in this thesis have been inspired by recent progress in 2D computer vision. However, it is critical to continually re-think and re-design these algorithms so that they can better adapt to the unique aspects of 3D data and its applications. In this dissertation, we explore how we can design machine learning algorithms in ways that make them more effective for use with 3D information. For example, how can we make use of real-world physical metrics for object recognition? How can we handle data sparsity in 3D volumetric data representations during training? How can we learn useful long-range contextual priors of 3D scenes without significantly increasing the computation complexity?

**How to obtain the training data.** In contrast to the large, well-established datasets and benchmarks for 2D computer vision, existing datasets for 3D scene understanding (e.g. the NYU dataset [120]) are significantly smaller. The scarcity
of available 3D data is a common bottleneck for research in the field of 3D scene understanding. As a reaction to the lack of freely available 3D data, this dissertation introduces two large-scale 3D scene understanding datasets: SUNG RGB-D for real-world RGB-D data (Section 5.1) and SUNCG (Section 5.2) for synthetic 3D scene data.

1.3 Dissertation Structure

This dissertation is divided into the following chapters:

Chapter 2: I present two approaches (SlidingShapes [155] and DeepSlidingShapes [156]) for accomplishing the task of amodal 3D object detection and show how we can make use of depth information to improve the performance of a traditional computer vision task.

Chapter 3: I introduce the task of semantic scene completion, a task for producing a complete 3D voxel representation of volumetric occupancy and semantic labels for a scene from a single-view depth map observation. I also show how to address this task by leveraging the coupled nature of 3D geometry and semantic information through a semantic scene completion network [157].

Chapter 4: I try to push the boundary even further by introducing the task of semantic-structure view extrapolation, which aims to predict the 3D structure and semantic labels for a full 360° panoramic view of an indoor scene when given only a partial observation. Then I present our approach (Im2Pano3D) to address this task by leveraging strong contextual priors learned from large-scale indoor scenes [158].
Chapter 5: I present two large-scale datasets and benchmarks that we constructed (SUN RGB-D \cite{154} and SUNCG \cite{157}), and how they can support different research topics in the area of 3D scene understanding.
Chapter 2

Understanding Amodal 3D Objects

In this chapter, we focus on the task of amodal 3D object detection in RGB-D images, which aims to produce a 3D bounding box of an object in metric form at its full extent regardless of truncation or occlusion. We present two approaches for this task SlidingShapes \[155\] in Section 2.3 and its improved version DeepSlidingShapes \[156\] in Section 2.4. These 3D detector systems utilize the depth maps captured by consumer-level RGB-D sensor, and are designed to fully exploit the advantage of 3D information by directly reasoning on the 3D space.

2.1 3D Amodal Object Detection

Typical object detection predicts the category of an object along with a 2D bounding box on the image plane for the visible part of the object. While this type of result is useful for some tasks, such as object retrieval, it is rather unsatisfactory for doing any further reasoning grounded in the real 3D world. In this chapter, we focus on the task of amodal 3D object detection in RGB-D images, which aims to produce an object’s 3D bounding box that gives real-world dimensions at the object’s full extent,
regardless of truncation or occlusion. This kind of recognition is much more useful, for instance, in the perception-manipulation loop for robotics applications. But adding a new dimension for prediction significantly enlarges the search space, and makes the task much more challenging. The arrival of reliable and affordable RGB-D sensors (e.g., Microsoft Kinect) has given us an opportunity to revisit this critical task.

To utilize the depth information for object detection. Depth RCNN [48] takes a 2D approach: detect objects in the 2D image plane by treating depth as extra channels of a color image, then fit a 3D model to the points inside the 2D detected window by using ICP alignment. However direct converting 2D detection results to 3D does not work well (see Table 2.5 and [48]).

Instead, we proposed to formulate this problem directly in 3D in order to fully exploits the advantage of 3D provided by the depth. In Section 2.3 we first introduce Sliding Shapes, where the algorithm directly slide a 3D detection window in 3D space. By exploiting the 3D information in a data driven fashion, the algorithm is designed to overcome the major difficulties for recognition, namely the variations of texture, illumination, shape, viewpoint, clutter, occlusion, self occlusion and sensor noises.

However, the hand-crafted features limit how accurately Sliding Shapes can recognize objects and its multi-step algorithm makes it quite slow. To address these problems, in Section 2.4 we introduce Deep Sliding Shapes, a complete 3D formulation to learn object proposals and classifiers using 3D convolutional neural networks (ConvNets). In this work, We propose the first 3D Region Proposal Network (RPN) that takes a 3D volumetric scene as input and outputs 3D object proposals (Figure 2.4). It is designed to generate amodal proposals for whole objects at two different scales for objects with different sizes. We also propose the first joint Object Recognition Network (PRN) to use a 2D ConvNet to extract image features from color, and a 3D ConvNet to extract geometric features from depth (Figure 2.5). This network
is also the first to regress 3D bounding boxes for objects directly from 3D proposals. Extensive experiments show that our 3D ConvNets can learn a more powerful representation for encoding geometric shapes (Table 2.5), than 2D representations (e.g. HHA in Depth-RCNN). Our algorithm is also much faster than Depth-RCNN and the original Sliding Shapes, as it only requires a single forward pass of the ConvNets in GPU at test time.

Our design fully exploits the advantage of 3D. Therefore, our algorithm naturally benefits from the following five aspects: First, we can predict 3D bounding boxes without the extra step of fitting a model from extra CAD data. This elegantly simplifies the pipeline, accelerates the speed, and boosts the performance because the network can directly optimize for the final goal. Second, amodal proposal generation and recognition is very difficult in 2D, because of occlusion, limited field of view, and large size variation due to projection. But in 3D, because objects from the same category typically have similar physical sizes and the distraction from occluders falls outside the window, our 3D sliding-window proposal generation can support amodal detection naturally. Third, by representing shapes in 3D, our ConvNet can have a chance to learn meaningful 3D shape features in a better aligned space. Fourth, in the RPN, the receptive field is naturally represented in real world dimensions, which guides our architecture design. Finally, we can exploit simple 3D context priors by using the Manhattan world assumption to define bounding box orientations.

While the opportunity is encouraging, there are also several unique challenges for 3D object detection. First, a 3D volumetric representation requires much more memory and computation. To address this issue, we propose to separate the 3D Region Proposal Network with a low-res whole scene as input, and the Object Recognition Network with high-res input for each object. Second, 3D physical object bounding boxes vary more in size than 2D pixel-based bounding boxes (due to photography and dataset bias) [96]. To address this issue, we propose a multi-scale Region Proposal
Network that predicts proposals with different sizes using different receptive fields. Third, although the geometric shapes from depth are very useful, their signal is usually lower in frequency than the texture signal in color images. To address this issue, we propose a simple but principled way to jointly incorporate color information from the 2D image patch derived by projecting the 3D region proposal.

2.2 Related works

Our work has been inspired by research in object recognition of images, range scans, depth maps, RGB-D and CAD models, in the following section we will briefly review the works that are most relevant to this dissertation.

2D Object Detector in RGB Images  Deep ConvNets have revolutionized 2D image-based object detection. RCNN [38], Fast RCNN [37], and Faster RCNN [129] are three iterations of the most successful state-of-the-art. Beyond predicting only the visible part of an object, [79] further extended RCNN to estimate the amodal box for the whole object. But their result is in 2D and only the height of the object is estimated, while we desire an amodal box in 3D.

2D Object Detector in RGB-D Images  2D object detection approaches for RGB-D images treat depth as extra channel(s) appended to the color images, using hand-crafted features [47], sparse coding [14, 15], or recursive neural networks [152]. Depth-RCNN [49, 48] is the first object detector using deep ConvNets on RGB-D images. They extend the RCNN framework [38] for color-based object detection by encoding the depth map as three extra channels (with Geocentric Encoding: Disparity, Height, and Angle) appended to the color images. [48] extended Depth-RCNN to produce 3D bounding boxes by aligning 3D CAD models to the recognition results. [52] further improved the result by cross model supervision transfer. For 3D CAD model classification, [164] and [144] took a view-based deep learning approach by ren-
dering 3D shapes as 2D image(s). The main difference is that our algorithm operates fully in 3D, using 3D sliding windows and 3D features, which can handle occlusion and other problems naturally.

**3D Classification:** Classification-based approaches [12, 14, 13, 153, 11, 94, 93, 27, 192, 80, 143, 63, 40, 188, 201, 178] typically consider the whole object at the same time by extracting a holistic feature for the whole object and classifying the feature vector via a classifier. But the typical setting is to have the segmented object as the input (or even a solo 3D model with complete mesh), and classify an object into one of the fixed categories, which is a much easier task than object detection that needs to localize the object and tell a non-object window apart.

**3D Feature Learning** HMP3D [91] introduced a hierarchical sparse coding technique for unsupervised learning features from RGB-D images and 3D point cloud data. The feature is trained on a synthetic CAD dataset, and tested on scene labeling task in RGB-D video. In contrast, we desire a supervised way to learn 3D features using the deep learning techniques that are proven to be more effective for image-based feature learning.

**3D Deep Learning** 3D ShapeNets [180] introduced 3D deep learning for modeling 3D shapes, and demonstrated that powerful 3D features can be learned from a large amount of 3D data. Several recent works [111, 31, 187, 66] also extract deep learning features for retrieval and classification of CAD models. While these works are inspiring, none of them focuses on 3D object detection in RGB-D images.

### 2.3 Sliding Shapes

As the first attempt to address the amodal 3D object detection task we proposed Sliding Shapes [2], which slides a three-dimensional window over an RGB-D image to detect objects in that image. The **main idea** is to exploit the depth information in
a data-driven fashion to overcome the major difficulties in object detection, namely the variations of texture, illumination, shape, viewpoint, self occlusion, clutter and occlusion.

The algorithm works as follows: for a given object category (e.g. chair), we use Computer Graphics (CG) CAD models from the Internet. We render each CG model from hundreds of viewpoints to obtain synthetic depth maps, as if they are viewed by a typical RGB-D sensor (Figure 2.1). For each rendering, a feature vector is extracted from the 3D point cloud corresponding to the rendered depth map to train an exemplar Support Vector Machine (SVM) using negative data from a RGB-D data set (Figure 2.2). During testing or hard-negative mining, we slide a 3D detection window in the 3D space to match the exemplar shape and each window. Finally, to make use of the color information, we combine our depth-based object detector with bottom-up super pixel segmentation to further improve the performance.

Figure 2.1: Training Data Generation: We use a collection of CG models to train a 3D detector. For each CG model, we render it from hundreds of view angles to generate a pool of positive training data. For each rendering, we train an Exemplar-SVM model. And we ensemble all SVMs from all renderings of all CG chair models to build a 3D chair detector.

Our design is based on several key insights: To handle texture and illumination variance, we use depth maps instead of RGB images, which is independent of appearance. To handle shape variance, we use a data-driven approach to leverage a collection of CG models that cover the space of shape variance in real world (the data
set). We also add a small variance on the size of CG model to make the detector more robust. Furthermore, in contrast to direct mesh alignment [77], learning the SVM using both positive and negative data also increases the generalization of the detector. Because the CG models with complete mesh, to handle viewpoint variance, we can densely render different viewpoints of an object to cover all typical viewing angles. To handle depth-sensor error and noise, we use CG models to obtain perfect rendering and use it as positive training data. To bridge the domain gap between CG training data and RGB-D testing data, we render the depth map (but not color) as if the CG model is viewed from a typical RGB-D sensor. To handle clutter (e.g. a chair’s seat under a table), we use 3D sliding window with a mask to indicate which parts should be considered during classification. To handle inter-object occlusion, we make use of the depth map to reason about the source of occlusion and regard the occluded area as missing data. To make use of self-occlusion, we render the CG model and compute the Truncated Signed Distance Function (TSDF) [121] as a feature.

Since our generic object detector does not reply on any assumption about the background or requires a dominant supporting plane [167, 85], and its single-view nature doesn’t require a (semi-)complete scan of an object [118], it can be used as a basic building block for general scene understanding tasks.

2.4 Deep Sliding Shapes

While Sliding Shapes algorithm demonstrate promising result that by exploiting depth information and reasoning in 3D. However, the hand-crafted features limit how accurately Sliding Shapes can recognize objects and its multi-step algorithm makes it quite slow. To address these problems, we proposed Deep Sliding Shapes [156] to use state-of-the-art deep learning techniques to learn powerful features from a large amount of 3D data.
Figure 2.2: **Sliding Shape:** We extract 3D features of point cloud from depth rendering of Computer Graphics model to train a 3D classifier. And during testing time, we slide a window in 3D to evaluate the score for each window using an ensemble of Exemplar-SVMs.

### 2.4.1 Data Representation for 3D Deep Learning

The first question that we need to answer for 3D deep learning is: how to encode a 3D space to present to the ConvNets? For color images, naturally the input is a 2D array of pixel color. For depth maps, Depth RCNN [48, 49] proposed to encode depth as a 2D color image with three channels. Although it has the advantage to reuse the pre-trained ConvNets for color images [52], we desire a way to encode the geometric shapes naturally in 3D, preserving spatial locality. Furthermore, compared to methods using hand-crafted 3D features [31, 187], we desire a representation that encodes the 3D geometry as raw as possible, and let ConvNets learn the most discriminative features from the raw data.

To encode a 3D space for recognition, we propose to adopt a directional Truncated Signed Distance Function (TSDF). Given a 3D space, we divide it into an equally spaced 3D voxel grid. The value in each voxel is defined to be the shortest distance between the voxel center and the surface from the input depth map. Figure 2.3 shows a few examples. To encode the direction of the surface point, instead of a single distance value, we propose a directional TSDF to store a three-dimensional vector.
Figure 2.3: **Visualization of TSDF Encoding.** We only visualize the TSDF values when close to the surface. Red indicates the voxel is in front of surfaces; and blue indicates the voxel is behind the surface. The resolution is $208 \times 208 \times 100$ for the Region Proposal Network, and $30 \times 30 \times 30$ for the Object Recognition Network.

$[dx, dy, dz]$ in each voxel to record the distance in three directions to the closest surface point. The value is clipped by $2\delta$, where $\delta$ is the grid size in each dimension. The sign of the value indicates whether the cell is in front of or behind the surface.

To further speed up the TSDF computation, as an approximation, we can also use projective TSDF instead of accurate TSDF where the nearest point is found only on the line of sight from the camera. The projective TSDF is faster to compute, but empirically worse in performance compared to the accurate TSDF for recognition (see Table 5.2). We also experiment with other encodings, and we find that the proposed directional TSDF outperforms all the other alternatives (see Table 5.2). Note that we can also encode colors in this 3D volumetric representation, by appending RGB values to each voxel [177].

### 2.4.2 Multi-scale 3D Region Proposal Network

Region proposal generation is a critical step in an object detection pipeline [38, 37, 129]. Instead of exhaustive search in the original Sliding Shapes, we desire a region proposal method in 3D to provide a small set of object agnostic candidates and to speed up the computation, while still utilizing the 3D information. But there are several unique challenges in 3D. First, because of an extra dimension, the possible locations for an object increases by 30 times $^{1}$ This makes the region proposal step

---

$^{1}$45 thousand windows per image in 2D [37] v.s. 1.4 million in 3D.
much more important and challenging as it need to be more selective. Second, we are interested in amodal detection that aims to estimate the full 3D box that covers the object at its full extent. Hence an algorithm needs to infer the full box beyond the visible parts. Third, different object categories have very different object size in 3D. In 2D, a picture typically only focuses on the object of interest due to photography bias. Therefore, the pixel areas of object bounding boxes are all in a very limited range \([129, 96]\). For example, the pixel areas of a bed and a chair can be similar in picture while their 3D physical sizes are very different.

To address these challenges, we propose a multi-scale 3D Region Proposal Network (RPN) to learn 3D objectness using back-propagation (Figure 2.4). Our RPN takes a 3D scene as input and output a set of 3D amodal object bounding boxes with objectness scores. The network is designed to fully utilize the information from 3D physical world such as object size, physical size of the receptive field, and room orientation. Instead of a bottom-up segmentation based approach (e.g., [172]) that
Figure 2.5: **Joint Object Recognition Network:** For each 3D proposal, we feed the 3D volume from depth to a 3D ConvNet, and feed the 2D color patch (2D projection of the 3D proposal) to a 2D ConvNet, to jointly learn object category and 3D box regression.

... can only identify the visible part, our RPN looks at all the locations for the whole object, in a style similar to sliding windows, to generate amodal object proposals. To handle different object sizes, our RPN targets at two scales with two different sizes of receptive fields.

**Range and resolution**  For any given 3D scene, we rotate it to align with gravity direction as our camera coordinate system. Based on the specs. for most RGB-D cameras, we target at the effective range of the 3D space $[-2.6, 2.6]$ meters horizontally, $[-1.5, 1]$ meters vertically, and $[0.4, 5.6]$ meters in depth. In this range we encoded the 3D scene by volumetric TSDF with grid size 0.025 meters, resulting in a $208 \times 208 \times 100$ volume as the input to the 3D RPN.

**Orientation**  We desire a small set of proposals to cover all objects with different aspect ratios. Therefore, as a heuristic, we propose to use the major directions of the room for the orientations of all proposals. Under the Manhattan world assumption, we use RANSAC plane fitting to get the room orientations. This method can give us pretty accurate bounding box orientations for most object categories. For objects that do not follow the room orientations, such as chairs, their horizontal aspect ratios...
tend to be a square, and therefore the orientation doesn’t matter much in terms of Intersection-Over-Union.

**Anchor**  For each sliding window *(i.e. convolution)* location, the algorithm will predict *N* region proposals. Each of the proposal corresponds to one of the *N* anchor boxes. In our case, based on statistics of object sizes, we define a set of *N* = 19 anchors shown in Figure 2.6. For the anchors with non-square horizontal aspect ratios, we define another anchor with the same size but rotated 90 degrees.

Figure 2.6: **List of All Anchors Types.** The subscripts show the width × depth × height in meters, followed by the number of orientations for this anchor after the colon.

**Multi-scale RPN**  The physical sizes of anchor boxes vary a lot, from 0.3 meters *(e.g. trash bin)* to 2 meters *(e.g. bed)*. If we use a single-scale RPN, the network would have to predict all the boxes using the same receptive fields. This means that the effective feature map will contain many distractions for small object proposals. To address this issue, we propose a multi-scale RPN to output proposals at small and big scales, the big one has a pooling layer to increase receptive field for bigger objects. We group the list of anchors into two levels based on their physical sizes, and use different branches of the network to predict them.
**Fully 3D convolutional architecture**  To implement a 3D sliding window style search, we choose a fully 3D convolutional architecture. Figure 2.4 shows our network architecture. The stride for the last convolution layer to predict objectness score and bounding box regression is 1, which is 0.1 meter in 3D. The filter size is $2 \times 2 \times 2$ for Level 1 and $5 \times 5 \times 5$ for Level 2, which corresponds to 0.4 m$^3$ receptive field for Level 1 anchors and 1 m$^3$ for Level 2 anchors.

**Empty box removal**  Given the range, resolution, and network architecture, the total number of anchors for any image is 1,387,646 ($19 \times 53 \times 53 \times 26$). On average, 92.2% of these anchor boxes are empty, with point density less than 0.005 points per cm$^3$. To avoid distraction, we automatically remove these anchors during training and testing.

**Training sampling**  For the remaining anchors, we label them as positive if their 3D IOU scores with ground truth are larger than 0.35, and negative if their IOU are smaller than 0.15. In our implementation, each mini-batch contains two images. We randomly sample 256 anchors in each image with positive and negative ratio 1:1. If there are fewer than 128 positive samples we pad the mini-batch with negative samples from the same image. We select them by specifying the weights for each anchor in the final convolution layers. We also try to use all the positives and negatives with proper weighting, but the training cannot converge.

**3D box regression**  We represent each 3D box by its center $[c_x, c_y, c_z]$ and the size of the box $[s_1, s_2, s_3]$ in three major directions of the box (the anchor orientation for anchors, and the human annotation for ground truth). To train the 3D box regressor, we will predict the difference of centers and sizes between an anchor box and its ground truth box. For simplicity, we do not do regression on the orientations. For each positive anchor and its corresponding ground truth, we represent the offset of box centers by their difference $[\Delta c_x, \Delta c_y, \Delta c_z]$ in the camera coordinate system. For the size difference, we first find the closest matching of major directions between the
Figure 2.7: **Examples for Detection Results.** For the proposal results, we show the heat map for the distribution of the top proposals (red is the area with more concentration), and a few top boxes after NMS. For the recognition results, our amodal 3D detection can estimate the full extent of 3D both vertically (*e.g.*, bottom of a bed) and horizontally (*e.g.*, full size sofa in the last row).

Figure 2.8: **Distributions of Heights for Amodal v.s Modal Boxes.** The modal bounding boxes for only the visible parts of objects have much larger variance in box sizes, due to occlusion, truncation, or missing depth. Representing objects with amodal box naturally enables more invariance for learning.

two boxes, and then calculate the offset of box size $[\Delta s_1, \Delta s_2, \Delta s_3]$ in each matched direction. Similarly to [129], we normalize the size difference by its anchor size. Our target for 3D box regression is a 6-element vector for each positive anchor $t = [\Delta c_x, \Delta c_y, \Delta c_z, \Delta s_1, \Delta s_2, \Delta s_3]$.

**Multi-task loss** Following the multi-task loss in [37, 129], for each anchor, our loss function is defined as:
where the first term is for objectness score, and the second term is for the box regression. \( p \) is the predicted probability of this anchor being an object and \( p^* \) is the ground truth (1 if the anchor is positive, and 0 if the anchor is negative). \( L_{\text{cls}} \) is log loss over two categories (object v.s. non object). The second term formulates the 3D bounding box regression for the positive anchors (when \( p^* = 1 \)). \( L_{\text{reg}} \) is smooth \( L_1 \) loss used for 2D box regression by Fast-RCNN [37].

3D NMS The RPN network produces an objectness score for each of the non-empty proposal boxes (anchors offset by regression results). To remove redundant proposals, we apply 3D Non-Maximum Suppression (NMS) on these boxes with IOU threshold 0.35 in 3D, and only pick the top 2000 boxes to input to the object recognition network. These 2000 boxes are only 0.14% of all sliding windows, and it is one of the key factor that makes our algorithm much faster than the original Sliding Shapes [155].

2.4.3 Joint Amodal Object Recognition Network

Given the 3D proposal boxes, we feed the 3D space within each box to the Object Recognition Network (ORN). In this way, the final proposal feed to ORN could be the actual bounding box for the object, which allows the ORN to look at the full object to increase recognition performance, while still being computationally efficient. Furthermore, because our proposals are amodal boxes containing the whole objects at their full extent, the ORN can align objects in 3D meaningfully to be more invariant to occlusion or missing data for recognition.

3D object recognition network For each proposal box, we pad the proposal bounding box by 12.5% of the sizes in each direction to encode some contextual information. Then, we divide the space into a \( 30 \times 30 \times 30 \) voxel grid and use TSDF
(Section 2.4.1) to encode the geometric shape of the object. The network architecture is shown in Figure 2.5. All the max pooling layers are $2^3$ with stride 2. For the three convolution layers, the window sizes are $5^3$, $3^3$, and $3^3$, all with stride 1. Between the fully connected layers are ReLU and dropout layers (dropout ratio 0.5). Figure 2.9 visualizes the 2D t-SNE embedding of 5,000 foreground volumes using their the last layer features learned from the 3D ConvNet. Color encodes object category.

2D object recognition network  The 3D network only makes use of the depth map, but not the color. For certain object categories, color is a very discriminative feature, and existing ConvNets provide very powerful features for image-based recognition that could be useful. For each of the 3D proposal box, we project the 3D points inside the proposal box to 2D image plane, and get the 2D box that contains all these 2D point projections. We use the state-of-the-art VGGnet [150] pre-trained on ImageNet [136] (without fine-tuning) to extract color features from the image. We use a Region-of-Interest Pooling Layer from Fast RCNN [37] to uniformly sample $7 \times 7$ points from conv5_3 layer using the 2D window with one more fully connected layer to generate 4096-dimensional features as the feature from 2D images.

We also tried the alternative to encode color on 3D voxels, but it performs much worse than the pre-trained VGGnet (Table 5.2 [dxdydz+rgb] v.s. [dxdydz+img]). This might be because encoding color in 3D voxel grid significantly lowers the resolution compared to the original image, and hence high frequency signal in the image get lost. In addition, by using the pre-trained model of VGG, we are able to leverage the large amount of training data from ImageNet, and the well engineered network architecture.

2D and 3D joint recognition  We construct a joint 2D and 3D network to make use of both color and depth. The feature from both 2D VGG Net and our 3D ORN (each has 4096 dimensions) are concatenated into one feature vector, and fed into
Multi-task loss  Similarly to RPN, the loss function consists of a classification loss and a 3D box regression loss:

\[ L(p, p^*, t, t^*) = L_{\text{cls}}(p, p^*) + \lambda'[p^* > 0]L_{\text{reg}}(t, t^*), \quad (2.2) \]

where the \( p \) is the predicted probability over 20 object categories (negative non-objects is labeled as class 0). For each mini-batch, we sample 384 examples from different images, with a positive to negative ratio of 1:3. For the box regression, each target offset \( t^* \) is normalized element-wise with the object category specific mean and standard deviation. During testing, we set the 3D NMS threshold. For box regressions, we directly use the results from the network.

Object size pruning  When we use amodal bounding boxes to represent objects, the bounding box sizes provide useful information about the object categories. To
make use of this information, for each of the detected box, we check the box size in each direction, aspect ratio of each pair of box edge. We then compare these numbers with the distribution collected from training examples of the same category. If any of these values falls outside 1st to 99th percentile of the distribution, which indicates this box has a very different size, we decrease its score by 2.

### 2.4.4 Evaluation

The training of RPN and ORN takes around 10 and 17 hours respectively on a NVIDIA K40 GPU. During testing, RPN takes 5.62s and ORN takes 13.93s per image, which is much faster than Depth RCNN (40s CPU + 30s GPU + expensive post alignment) and Sliding Shapes (25 mins × number of object categories). We implement our network architecture in Marvin [186], a deep learning framework that supports N-dimensional convolutional neural networks. For the VGG network [150], we use the weights from [52] without fine tuning.

We evaluate our 3D region proposal and object detection algorithm on the standard NYUv2 dataset [149] and SUN RGB-D [154] dataset. The amodal 3D bounding box are obtained from SUN RGB-D dataset. We modified the rotation matrix from SUN RGB-D dataset to eliminate the rotation on x,y plane and only contains camera tilt angle. Following the evaluation metric in [155], we assume the all predictions and ground truth boxes are aligned in the gravity direction. We use 3D volume intersection over union between ground truth and prediction boxes, and use 0.25 as the threshold to calculate the average recall for proposal generation and average precision for detection.

**Object Proposal Evaluation**

Evaluation of object proposal on NYU dataset is shown in Table 2.1. On the left, we show the average recall over different IOUs. On the right, we show the recall for each
object category with IOU threshold 0.25, as well as the average best overlap ratio (ABO) across all ground truth boxes. Table 2.2 shows the evaluation on SUNRGB-D dataset.

**Naïve 2D To 3D** Our first baseline is to directly lift 2D object proposal to 3D. We take the 2D object proposals from [48]. For each of them, we get the 3D points inside the bounding box (without any background removal), remove those outside 2 percentiles along all three directions, and obtain a tight fitting box around these inlier points. Obviously this method cannot predict amodal bounding box when the object is occluded or truncated, since 3D points only exist for the visible part of an object.

**3D Selective Search** For 2D region proposal, Selective Search [172] is one of the most popular state-of-the-arts. It starts with a 2D segmentation and uses hierarchical grouping to obtain the object proposals at different scales. We study how well a similar method based on bottom-up grouping can work in 3D (3D SS). We first use plane fitting on the 3D point cloud to get an initial segmentation. For each big plane that covers more than 10% of the total image area, we use the RGB-D UCM segmentation from [49] (with threshold 0.2) to further split it. Starting with on this over-segmentation, we hierarchically group [172] different segmentation regions, with the following similarity measures:

- \( s_{color}(r_i, r_j) \) measures color similarity between region \( r_i \) and \( r_j \) using histogram intersection on RGB color histograms;
- \( s_{\#\text{pixels}}(r_i, r_j) = 1 - \frac{\#\text{pixels}(r_i) + \#\text{pixels}(r_j)}{\#\text{pixels}(im)} \), where \( \#\text{pixels}(\cdot) \) is number of pixels in this region;
- \( s_{\text{volume}}(r_i, r_j) = 1 - \frac{\text{volume}(r_i) + \text{volume}(r_j)}{\text{volume(room)}} \), where \( \text{volume}(\cdot) \) is the volume of 3D bounding boxes of the points in this region;
- \( s_{\text{fill}}(r_i, r_j) = 1 - \frac{\text{volume}(r_i) + \text{volume}(r_j)}{\text{volume}(r_i \cup r_j)} \) measures how well region \( r_i \) and \( r_j \) fit into each other to fill in gaps.

The final similarity measure is a weighted sum of these four terms. To diversify our
Table 2.1: Evaluation for Amodal 3D Object Proposal. [All Anchors] shows the performance upper bound when using all anchors.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>ABO</th>
<th>#Box</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D SS</td>
<td>78.8</td>
<td>87.2</td>
<td>72.8</td>
</tr>
<tr>
<td>RPN</td>
<td>98.1</td>
<td>99.1</td>
<td>79.5</td>
</tr>
</tbody>
</table>

Table 2.2: Evaluation of proposal generation on SUN RGB-D test set.

strategies, we run the grouping 5 times with different weights: [1,0,0,0], [0,1,0,0], [0,0,1,0], [0,0,0,1], [1,1,1,1]. For each of the grouped region, we will obtain two proposal boxes: one tight box and one box with height extended to the floor. We also use the room orientation as the box orientation. After that we will remove the redundant proposals with 3D IOU greater than 0.9 by arbitrary selection. Using both 3D and color, this very strong baseline achieves an average recall 74.2%. But it is slow because of its many steps, and the handcrafted segmentation and similarity might be difficult to tune.

Our 3D RPN Row 3 to 5 in Table 2.1 shows the performance of our 3D region proposal network. Row 3 shows the performance of single-scale RPN. Note that the recalls for small objects like lamp, pillow, garbage bin are very low. When one more scale is added, the performance for those small objects boosts significantly. Adding RGB color to the 3D TSDF encoding slightly improves the performance, and we use this as our final region proposal result. From the comparisons we can see that mostly planar objects (e.g., door) are easier to locate using segmentation-based selective search. Some categories (e.g., lamp) have a lower recall mostly because of lack of training examples. Table 5.2 shows the detection AP when using the same ORN architecture but different proposals (Row [3D SS: dx,dy,dz] and Row [RPN: dx,dy,dz]). We can see that the proposals provided by RPN helps to improve the detection performance by a large margin (mAP from 27.4 to 32.3).
Object Detection Evaluation

We conducted several control experiments to understand the importance of each component.

**Feature encoding** From Row [RPN: dxdydz] to Row [RPN: dxdydz+img] in Table 5.2 we compare different feature encodings and reach the following conclusions. (1) TSDF with directions encoded is better than single TSDF distance ([dxdydz] v.s. [tsdf dis]). (2) Accurate TSDF is better than projective TSDF ([dxdydz+img] v.s. [proj dxdydz+img]). (3) Directly encoding color on 3D voxels is not as good as using 2D image VGGnet ([dxdydz+rgb] v.s. [dxdydz+img]), probably because the latter one can preserve high frequency signal from images. (4) Adding HHA does not help, which indicates the depth information from HHA is already exploited by our 3D representation ([dxdydz+img+hha] v.s. [dxdydz+img]).

**Does bounding box regression help?** Previous works have shown that box regression can significantly improve 2D object detection [37]. For our task, although we have depth, there is more freedom on 3D localization, which makes regression harder. We turn the 3D box regression on ([3DSS dxdydz], [RPN dxdydz]) and off ([3DSS dxdydz no bbreg], [RPN dxdydz no bbreg]). Whether we use 3D Selective Search or RPN for proposal generation, the 3D box regression always helps significantly.

**Does size pruning help?** Compared with and without the post-processing ([dxdydz] v.s. [dxdydz no size]), we observe that for most categories, size pruning reduces false positives and improves the AP by the amount from 0.1 to 7.8, showing a consistent positive effect.

**Is external training data necessary?** Comparing to Sliding Shapes that uses extra CAD models, and Depth-RCNN that uses Image-Net for pre-training and CAD models for 3D fitting, our [depth only] 3D ConvNet does not require any external training data outside NYUv2 training set, and still outperforms the previous methods, which shows the power of 3D deep representation.
Table 2.3: Control Experiments on NYUv2 Test Set. Not working: box (too much variance), door (planar), monitor and tv (no depth).

Table 2.4: Evaluation of 3D amodal object detection on SUN RGB-D test set.

Comparison to the state-of-the-arts

We evaluate our algorithm on the same test set as [48] (The intersection of the NYUv2 test set and Sliding Shapes test set for the five categories being studied under “3D all” setting). Table 2.5 shows the comparison with the two state-of-the-arts for amodal 3D detection: 3D Sliding Shapes [155] with hand-crafted features, and 2D Depth-RCNN [48] with ConvNets features. Our algorithm outperforms by large margins with or without colors. Different from Depth-RCNN that requires fitting a 3D CAD model as post-processing, our method outputs the 3D amodal bounding box directly, and it is much faster. Table 2.4 shows the amodal 3D object detection results on SUN RGB-D dataset compared with Sliding Shapes [155].

Figure 2.10 shows side-by-side comparisons to Sliding Shapes. First, the object proposal network and box regression provide more flexibility to detect objects with atypical sizes. For example, the small child’s chairs and table in the last row are missed by Sliding Shapes but detected by Deep Sliding Shape. Second, color helps to distinguish objects with similar shapes (e.g., bed v.s. table). Third, the proposed algorithm can extend to many more object categories easily.
2.5 Summary

In this chapter we introduced the task of Amodal 3D object detection, which aims to produce a 3D bounding box of an object in metric form at its full extent regardless of occlusion and image truncation.

We present two approaches for this task SlidingShapes [155] and DeepSlidingShapes [156]. DeepSlidingShapes is a complete 3D formulation for learning object
Figure 2.11: Top True Positives.

(1) chair  (2) tv  (3) bookshelf  (4) sofa  (5) bed  (6) monitor  (7) desk  (8) night  (9) garbage  (10) box

Figure 2.12: Top False Positives. (1)-(2) show detections with inaccurate locations. (3)-(6) show detections with wrong box size for the big bookshelf, L-shape sofa, bunk bed, and monitor. (7)-(10) show detections with wrong categories.

bookshelf  chair  dresser  garbage bin  sofa  box  lamp  door  door  tv

Figure 2.13: Misses. Reasons: heavy occlusion, outside field of view, atypical size object, or missing depth.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>input</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sliding Shapes [155]</td>
<td>d</td>
<td>33.5</td>
</tr>
<tr>
<td>4S on instance seg</td>
<td>d</td>
<td>71.0</td>
</tr>
<tr>
<td>4S on instance seg</td>
<td>rgbd</td>
<td>74.7</td>
</tr>
<tr>
<td>4S on estimated model</td>
<td>d</td>
<td>72.7</td>
</tr>
<tr>
<td>4S on estimated model</td>
<td>rgbd</td>
<td>73.4</td>
</tr>
<tr>
<td>ours [depth only]</td>
<td>d</td>
<td>83.0</td>
</tr>
<tr>
<td>ours [depth + img]</td>
<td>rgbd</td>
<td>84.7</td>
</tr>
</tbody>
</table>

Table 2.5: Comparison on 3D Object Detection.

proposals and classifiers using 3D convolutional neural networks. It directly operates over 3D volumetric distance fields projected from input RGB-Depth scans. These distance fields serve as a 3D data representation that is defined with respect to physical metrics (e.g., in meters) and does not suffer from the scaling ambiguities caused by perspective projection. These aspects elegantly simplify the 3D object detection pipeline, accelerate run-time speeds, and boost overall detection performance.
While being useful for many applications, these object-centric recognition frameworks are characterized by two major limitations: 1) examining each object (or object proposal) in isolation causes the algorithms to ignore strong statistical relationships that exist between objects (contextual information) and 2) the resulting bounding box are often unable to express detailed geometry at the level of granularity required for applications like precise manipulation.

In the next chapters, we will describe how we are able to produce more detail scene description of the complete 3D environment beyond single objects through the task of “semantic scene completion”.

Chapter 3

Understanding Amodal 3D Scenes

In this chapter we focus on the task of **semantic scene completion** – a task for producing a complete 3D voxel representation of volumetric occupancy and semantic labels for a scene from a single-view depth map observation. This task will enable us to produce much a more detailed representation of the complete environment instead of simple 3D bounding boxes described in the Chapter 2.

Prior work in this space has considered scene completion and semantic labeling of depth maps separately. However, we observe that these two problems are tightly intertwined. To leverage the coupled nature of these two tasks, we introduce the semantic scene completion network (**SSCNet**), an end-to-end 3D convolutional network that takes a single depth image as input and simultaneously outputs occupancy and semantic labels for all voxels in the camera view frustum. Our experiments demonstrated that the joint model outperforms methods addressing each task in isolation and outperforms alternative approaches on the semantic scene completion task.

### 3.1 Semantic Scene Completion

We live in a 3D world where empty and occupied space is determined by the physical presence of objects. To successfully navigate within and interact with the world,
we rely on an understanding of both the 3D geometry and the semantics of the environment. Similarly, for a robot, the ability to infer complete 3D shape from partial observations is necessary for low-level tasks such as grasping and obstacle avoidance [173], while the ability to infer the semantic meaning of objects in the scene enables high-level tasks such as retrieval of objects.

With this motivation, our goal is to have a model that predicts both volumetric occupancy (i.e., scene completion) and object category (i.e., scene labeling) from a single depth image of a 3D scene — we refer to this task as semantic scene completion (Figure 3.1). Prior work is limited to address only part of this problem as shown in Figure 3.2: RGB-D segmentation approaches consider only visible surfaces without the full 3D shape [47, 130], while shape completion approaches consider only geometry without semantics [33] or a single object out of context [169, 180].

Our key observation is that the occupancy patterns of the environment and the semantic labels of the objects are tightly intertwined. Therefore, the two problems of predicting voxel occupancy and identifying object semantics are strongly coupled. In other words, knowing the identity of an object helps us predict what areas of the scene it is likely to occupy without direct observation (e.g., seeing the top of a chair

Figure 3.1: Semantic scene completion. [Left] Input single-view depth map and visible surface from the depth map; color is for visualization only. [Right] Semantic scene completion result: our model jointly predicts volumetric occupancy and object categories for each of the 3D voxels in the view frustum. Note that the entire volume occupied by the bed is predicted to have the bed category.
behind a table and inferring the presence of a seat and legs). Likewise, having an accurate occupancy pattern for an object helps us recognize its semantic class.

To leverage the coupled nature of the two tasks we jointly train a deep neural network using supervision targeted at both tasks. Given a single-view depth map as input, our semantic scene completion network (SSCNet) produces one of N+1 labels for all voxels in the view frustum. Each voxel is labeled as occupied by one of N object categories or free space. Most critically, this prediction extends beyond the projected surface implied by the depth map, thus providing occupancy information for the entire scene.

To achieve this goal there are several issues that must be addressed. First, how do we effectively capture contextual information from 3D volumetric data, where the signal is sparse and lacks high-frequency detail? Second, since existing RGB-D datasets only provide annotations on visible surfaces, how do we obtain training data with complete volumetric annotations at scene level?

To address the first issue, we design a 3D dilation-based context module that effectively expands our network’s receptive field to model the contextual information. We find that a big receptive field is crucial for the task. As demonstrated in Figure 3.2, looking at the small region of a chair in isolation, it is hard to recognize and complete the chair. However, if we consider the context due to surrounding objects, such as the table and floor, the problem is much easier.

To address the second issue, we construct SUNCG, a large-scale synthetic 3D scene dataset with more than 45622 indoor environments designed by people. All the 3D scenes are composed of individually labeled 3D object meshes, from which we can compute 3D scene volumes with dense object labels though voxelization.

Our experiments with these solutions demonstrate that a method that jointly predicts volumetric occupancy and object semantic can outperform methods addressing
each task in isolation. Both the 3D context model learned by our network and the large-scale synthetic training data help to improve performance significantly.

Our main contribution is to formulate an end-to-end 3D ConvNet model (SSCNet) for the joint task of volumetric scene completion and semantic labeling. In support of that goal, we design a dilation-based 3D context module that enables efficient context learning with large receptive fields. To provide the training data for our network, we introduce SUNCG, a manually created large-scale dataset of synthetic 3D scenes with dense occupancy and semantic annotations.

3.2 Related Work

In this section, we review the related work on RGB-D segmentation, 3D shape completion, and voxel space semantic labeling.

**RGB-D semantic segmentation.** Many prior works focus on RGB-D image segmentation [47, 130, 149, 91]. However, these methods focus on obtaining semantic labels for only the observed pixels without considering the full shape of the object, and hence cannot directly perform scene completion or predict labels beyond the visible surface.

**Shape completion.** Other prior works focus on single object shape completion [173, 133, 180, 169]. To apply those methods to scenes, additional segmentation or object masks would be required. For scene completion, when the missing regions are relatively small, methods using plane fitting [116] or object symmetry [84, 110] can be applied to fill in holes. However, these methods heavily rely on the regularity of the geometry and often fail when the missing regions are big. Firman et al. [33] show promising completion results on scenes. However, their approach is based purely on
geometry without semantics, and thus it produces less accurate results when the scene structure becomes complex.

3D model fitting. One possible approach to obtain the complete geometry and semantic labels for a scene is to retrieve and fit instance-level 3D mesh models to the observed depth map [48, 155, 36, 90, 119, 98, 86]. However, the prediction quality of this type of approach is limited by the quality and variety of 3D models available for retrieval. Naturally, observed objects that cannot be explained by the available models tend to be missed. Or, if the 3D model library is large enough to include all observations, then a difficult retrieval and alignment problem must be solved. Alternatively, it is possible to use 3D primitives such as bounding boxes to approximate the 3D geometry of objects [76, 99, 156]. However, the bounding box approximation limits the geometric detail of the output predictions.

Voxel Space Reasoning. Another line of work completes and labels 3D scenes, but with separate modules for feature extraction and context modeling. Zheng et al. [199] predict the unobserved voxels by physical reasoning. Kim et al. [83] train a Voxel-CRF model from labeled floor plans to optimize the semantic labeling and reconstruction for indoor scenes. Hane et al. [56] and Blaha et al. [10] use joint optimization for multi-view reconstruction and segmentation for outdoor scenes. However, this line of work uses predefined features and separates the feature learning from the context modeling, and it is expensive for CRF-based models to encode long-range contextual information. In contrast, our model is able to jointly learn the low-level feature representation and high-level contextual information end-to-end from large-scale 3D scene data, directly modeling long-range contextual cues through a big receptive field.
Figure 3.2: Given a single-view depth observation of a 3D scene the goal of our SSCNet is to predict both occupancy and object category for the voxels on the observed surface and occluded regions.

### 3.3 Semantic Scene Completion Network

Given a single-view depth map observation of a 3D scene, the goal of our semantic scene completion network is to map the voxels in the view frustum to one of the class labels $C = \{c_0, \ldots, c_{N+1}\}$, where $N$ is number of object classes and $c_0$ represents empty voxels. During training, we render depth maps from virtual viewpoints of our synthetic 3D scenes and voxelize the full 3D scenes with object labels as ground truth. During testing, the observation depth images come from a RGB-D camera.

Figure 3.4 shows an overview of our processing pipeline. We take a single depth map as input and encode it as a 3D volume. This 3D volume is then fed into a 3D convolutional network, which extracts and aggregates both local geometric and contextual information. The network produces the probability distribution of voxel occupancy and object categories for all voxels inside the camera view frustum.
The following subsections describe the core issues addressed in the design of the system: the data encoding (Section 3.3.1), network architecture (Section 3.3.2) and training data generation (Section 3.4).

### 3.3.1 Volumetric Data Encoding

The first issue we need to address is how to encode the observed depth as input to the network. For the semantic scene completion task, the ideal encoding should directly represent the 2D observation into the same 3D physical space as the output in a way that is invariant to the viewpoint projection, and provide a meaningful signal for the network to learn geometry and scene representation. To this end, we adopt Truncated Signed Distance Function (TSDF) to encode the 3D space, where every voxel stores the distance value \( d \) to its closest surface and the sign of the value indicates whether the voxel is in free space or in occluded space. To better suit our task, we make the following modifications to the standard TSDF.

**Eliminate view dependency.** Most RGB-D reconstruction pipelines speed up the TSDF computation by using the projective TSDF which finds the closest surface points only in the line of sight of the camera [70]. This projective TSDF is fast to compute but is inherently view-dependent. Instead, we choose to compute the distance to the closest point anywhere on the full observed surface.

**Eliminate strong gradients in empty space.** Another issue with TSDF is that strong gradients occur in the empty space along the occlusion boundary between \( \pm d_{\text{max}} \). It is possible to eliminate this gradient by removing the sign. However, the sign is important for completion task since it indicates the occluded regions of the scene that need to be completed. To solve this problem we flip the TSDF value \( d \) as follows: \( d_{\text{flipped}} = \text{sign}(d)(d_{\text{max}} - d) \). This flipped TSDF has the strong gradient on the surface, providing a more meaningful signal for the network to learn better
Figure 3.3: **Different encodings for surface** (a). The projective TSDF (b) is computed with respect to the camera and is therefore view-dependent. The accurate TSDF (c) has less view dependency but exhibits strong gradients in empty space along the occlusion boundary (circled in gray). In contrast, the flipped TSDF (d) has the strongest gradient near the surface.

geometric features. The different encoding is visualized in Figure 3.3 and Table 3.3 shows its impact on performance.

### 3.3.2 Network Architecture

The network architecture of SSCNet is shown in Figure 3.4. Taking a high-resolution 3D volume as input, the network first uses several 3D convolution layers to learn a local geometry representation. We use convolution layers with stride and pooling layers to reduce the resolution to one-fourth of the original input. Then, we use a dilation-based 3D context module to capture higher-level inter-object contextual
Figure 3.4: **SSCNet: Semantic scene completion network.** Taking a single depth map as input, the network predicts occupancy and object labels for each voxel in the view frustum. The convolution parameters are shown as (number of filters, kernel size, stride, dilation).

Information. After that, the network responses from different scales are concatenated and fed into two more convolution layers to aggregate information from multiple scales. At the end, a voxel-wise softmax layer is used to predict the final voxel label. Several shortcut connections are added for better gradient propagation. In implementing this architecture, we made the following design decisions:

**Input volume generation.** Given a 3D scene, we rotate it to align with gravity and room orientation based on Manhattan assumption. The dimensions of the 3D space we consider are 4.8 m horizontally, 2.88 m vertically, and 4.8 m in depth. We encode the 3D scene into a flipped TSDF with grid size 0.02 m, truncation value 0.24 m, resulting in a 240 × 144 × 240 volume as the network input.

**Capturing 3D context with a big receptive field.** Context can provide valuable information for understanding the scene, as demonstrated by much prior work in image segmentation [189]. In the 3D domain, context is more useful due to a lack of high-frequency signals compared to image textures. For example, tabletops, beds, and floors are all geometrically similar to flat horizontal surfaces, so it is hard to distinguish them given only local geometry. However, the relative positions of objects in the scene are a powerful discriminatory signal. To learn this contextual information, we need to make sure our network has a big enough receptive field. To this end, we extend the dilated convolution presented by Yu and Koltun [189] to 3D. Dilated convolution
Figure 3.5: **Comparison of receptive fields and voxel sizes between SSCNet and prior work.** (a) Object-centric networks such as [180] and [111] scale objects into the same 3D voxel grid thus discarding physical size information. In (b)-(d), colored regions indicate the effective receptive field of a single neuron in the last layer of each 3D ConvNet. With the help of 3D dilated convolution SSCNet drastically increases its receptive field compared to other 3D ConvNet architectures [156, 191] thus capturing richer 3D contextual information.

extends normal convolution by adding a step size when the convolution extracts values from the input before convolving with the kernel. Thus we can exponentially expand the receptive field without a loss of resolution or coverage, while still using the same number of parameters. Figure 3.5 compares the receptive field size of SSCNet with 3D ConvNet architectures from prior work.

**Multi-scale context aggregation.** Different object categories have very different physical 3D sizes. This implies that the network will need to capture information at different scales in order to recognize objects reliably. For example, we need more local information to recognize smaller objects like TVs, while we need more global information to recognize bigger objects like beds. In order to aggregate information at different scales we add a layer that concatenates the network responses with a different receptive field. We then feed this combined feature map into two $1 \times 1 \times 1$ convolution layers, which allows us to propagate information across responses from different scales.

**Data balancing.** Due to the sparsity of 3D data, the ratio of empty vs. occupied voxels is around 9:1. To deal with this imbalanced data distribution, we sample the
training so that each mini-batch has a balanced set of empty and occupied examples. For each training volume containing \( N \) occupied voxels, we randomly sample \( 2N \) empty voxels from occluded regions for training. Voxels in free space, outside the field of view, or outside the room are ignored.

**Loss:** voxel-wise softmax. The loss function of the network is the sum of voxel-wise softmax loss \( L(p, y) = \sum_{i,j,k} w_{ijk} L_{sm}(p_{ijk}, y_{ijk}) \), where \( L_{sm} \) is softmax loss, \( y_{ijk} \) is the ground truth label, \( p_{ijk} \) is the predicted probability of the voxel at coordinates \((i, j, k)\) over the \( N + 1 \) classes, where \( N \) is the number of object categories and empty voxels are labeled as class 0. The weight \( w_{ijk} \) is equal to zero or one based on the sampling algorithm described above.

**Training protocol.** We implement our network architecture in Caffe [74]. Pre-training SSCNet on the SUNCG training set takes around a week on a Tesla K40 GPU, and fine-tuning on the NYU dataset takes 30 hours. During training, each mini-batch contains one 3D view volume, requiring 11 GB of GPU memory. To obtain more stable gradient estimates, we accumulate gradients over four iterations and update the weights once afterward.

### 3.4 Synthesizing training data

One of the main obstacles of training deep networks for scene-level dense 3D predictions is the lack of large annotated datasets with dense object semantic annotations at the voxel level. Existing RGB-D datasets with surface reconstructions are subject to occlusions or partial observations, and cannot provide the volumetric occupancy and semantic labels for the entire space at the voxel level. To obtain volumetric occupancy ground truth Firman et al. [33] collect a tabletop dataset with reconstructed RGB-D video using KinectFusion [70]. However, this data does not provide semantic labels,
Figure 3.6: **Synthesizing Training Data.** We collected a large-scale synthetic 3D scene dataset to train our network. For each of the 3D scenes, we select a set of camera positions and generate pairs of rendered depth images and volumetric ground truth as training examples.

<table>
<thead>
<tr>
<th>method (train)</th>
<th>scene completion prec. recall IoU</th>
<th>semantic scene completion ceil. floor wall win. chair bed sofa table tvs furn. objs. avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lin et al (NYU) [99]</td>
<td>58.5 49.9 36.4</td>
<td>0 11.7 15.3 14.1 4.1 29 24 4.0 7.0 16.2 1.1 12.0</td>
</tr>
<tr>
<td>Geiger and Wang (NYU) [36]</td>
<td>65.7 58 44.4</td>
<td>10.2 62.5 19.1 5.8 8.5 40.6 27.7 7.0 6.0 22.6 5.9 19.6</td>
</tr>
<tr>
<td>SSCNet (NYU)</td>
<td>97.0 <strong>94.5</strong> 55.1</td>
<td>5.1 <strong>94.7</strong> 21.4 0 12.6 32.1 35 13 7.8 27.1 10.1 24.7</td>
</tr>
<tr>
<td>SSCNet (SUNCG)</td>
<td>95.6 91.9 53.2</td>
<td>5.8 81.8 19.6 5.4 12.9 34.4 26 13.6 6.1 9.4 7.4 20.2</td>
</tr>
<tr>
<td>SSCNet (SUNCG+NYU)</td>
<td>59.3 92.9 <strong>56.6</strong></td>
<td>15.1 <strong>94.6</strong> <strong>24.7</strong> 10.8 <strong>17.3</strong> 53.2 45.9 15.9 13.9 31.1 12.6 30.5</td>
</tr>
</tbody>
</table>

Table 3.1: Semantic scene completion results on the NYU with kinect depth map.

and only contains simple tabletop scenarios. To address these issues we constructed and make use of a new large-scale synthetic 3D scene dataset -SUNCG, from which we obtain a large amount of training data with synthetically rendered depth images and volumetric ground truth. Details about SUNCG dataset can be found in Section 5.2. Here we focus on describing how we use this dataset to generate training for the semantic scene completion task, which includes synthetic depth map generation and volumetric ground truth generation.

### 3.4.1 Synthetic depth map generation

To generate synthetic depth maps that mimic a typical image capturing process, we use a set of simple heuristics to pick camera viewpoints. Given a 3D scene, we start with a uniform grid of locations spaced at 1 m intervals on the floor and not occupied by objects. We then choose camera poses based on the distribution of the
NYU-Depth v2 dataset\textsuperscript{1} Then, we render the depth map using the intrinsic and resolution of the Kinect. After that, we use a set of simple heuristics to exclude bad viewpoints. Specifically, a rendered view is considered valid if it satisfies the following three criteria: a) valid depth area (depth values in range of 1 m to 8 m) larger than 70\% of image area, b) there are more than two object categories apart from wall, ceiling, floor, and c) object area apart from wall, ceiling, floor is larger than 30\% of image area. To reduce data redundancy, we pick at most five images from each room. In total, we generate 130 K valid views for training our SSCNet.

3.4.2 Volumetric ground truth generation

Since the 3D scenes in the SUNCG dataset consist of a limited number of object instances, we speed up the voxelization process by first voxelizing each individual object in the library and then transforming the labels based on each scene configuration and viewpoint. Specifically, we first voxelize each object to a $128 \times 128 \times 128$ voxel grid. We set the voxel size $s$ so that the largest dimension of the object is a tight fit to the object bounding box. Thus, $s$ varies between objects due to the difference in object dimensions. We use the binvox \textsuperscript{114} voxelizer which accounts for both surface and interior voxels by using a space carving approach.

Given a camera view, we define a $240 \times 144 \times 240$ voxel grid in world coordinates, with scene voxel size equals to 2 cm. Then for each object in the scene, we transform the object voxel grid by translating, rotating and scaling by the object’s transformation. We then iterate over each voxel in the scene voxel grid that is inside the transformed object bounding box and calculate the distance to the nearest neighbor object voxel. If the distance is smaller than the object voxel size $s$, this scene voxel will be labeled with this object category. Similarly, we label all voxels in the scene that belong to walls, floors, and ceilings by treating them as planes with

\textsuperscript{1}The camera height is sampled from a Gaussian distribution with $\mu = 1.5$ m and $\sigma = 0.1$ m. The camera tilt angle is sampled from a Gaussian distribution with $\mu = -10^\circ$ and $\sigma = 5^\circ$.  

a thickness equal to one scene voxel size. All remaining voxels are marked as empty space, therefore providing a fully labeled voxel grid for the camera view.

3.5 Evaluation

In this section, we evaluate our proposed methods with a comparison to alternative approaches and an ablation study to better understand the proposed model. We evaluate our algorithm on both real and synthetic datasets.

For the real data, we use the NYU dataset [149], which contains 1449 depth maps captured from Kinect. We obtain the ground truth by voxelizing the 3D mesh annotations from Guo et al. [45], mapping object categories based on Handa et al. [54]. The annotations consist of 33 object meshes in 7 categories, other categories approximated using 3D boxes or planes. In some cases, the mesh annotation is not perfectly aligned with depth due to labeling error and the limited set of meshes. To deal with this misalignment, Firman et al. [33] propose to use rendered depth map from the annotation for testing. However, by rendering the overly simplified meshes, geometric detail is lost especially in cases where objects are represented as a box. Therefore, we test with both rendered depth maps and the originals.

For synthetic data, we created a test set from SUNCG which has objects with detailed geometry, and for which the depth map and ground truth volumes are perfectly aligned. The SUNCG test set are rendered from 184 scenes that are not in the training set.

3.5.1 Evaluation metric.

As our evaluation metric, we use the voxel-level intersection over union (IoU) of predicted voxel labels compared to ground truth labels. For the semantic scene completion task, we evaluate the IoU of each object classes on both the observed and
Table 3.2: Scene completion on the rendered NYU test set as occluded voxels. For the scene completion task, we treat all non-empty object class as one category and evaluate IoU of the binary predictions on occluded voxels. Following Firman et al. [33], we do not evaluate on voxels outside the view or the room.

### 3.5.2 Experimental results

Table 3.2 and Table 3.1 summarize the quantitative results and Figure 3.8 shows qualitative comparisons.

**Comparison to alternative approaches.** In Figure 3.1 we compare on the semantic scene completion task with approaches from Lin et al. [99] and Geiger and Wang [36]. Both these algorithms take an RGB-D frame as input and produce object labels in the 3D scene. Lin et al. use 3D bounding boxes and planes to approximate all objects. Geiger and Wang retrieve and fit 3D mesh models to the observed depth map at test time. The mesh model library used for retrieval is a superset of the models used for ground truth annotations. Therefore, they can achieve perfect alignments by finding the exact mesh model in a small database. In contrast, our algorithm is based on only depth and does not use additional mesh model at test time. Despite this data disparity, our network produces more accurate voxel-level predictions (30.5% vs. 19.6%). An example of the difference is shown in the third row of Figure 3.8: both Lin et al. and Geiger and Wang’s approaches confuse the sofa as a bed while our
network correctly recognizes the sofa. Moreover, since our method does not require the model fitting step it is much faster at 7s compared to 127s per image [36].

**Does recognizing objects help scene completion?** Previous work has shown scene completion is possible without semantic understanding. We examine to what extent the supervision of object semantics benefits the scene completion task. To do this, we trained a model predicting the occupancy of each voxel by doing binary classification on each voxel (“empty” vs. “occupied”). We compare the performance of models trained with occupancy and multi-class labeling (see Figure [3.2](#) [completion] vs. [joint]). We also compare with Formal *et al.* [33] and Zheng *et al.* [199] which both predict binary voxel occupancy based on a single depth map without a semantic understanding of the scene. We use the re-implementation of Zheng *et al.*’s approach from Firman *et al.*, which only provides the completion result. We evaluate on the rendered NYU benchmark with the same test images used by Firman at al. (randomly picked 200 images from the full test set). While Firman *et al.* produces good results for many cases, their approach fails when the scene becomes complex. For instance, their algorithm fails to complete half of the bed in the first row of Figure [3.8](#) and also fails to complete the chairs in the fifth row. In contrast, SSCNet is able to better complete the geometry by leveraging the semantics of the 3D context. This result validates the idea that it is beneficial to understand object semantics in order to achieve better scene completion.

**Does scene completion help in recognizing objects?** To answer this question, we trained a model with a loss only accounting for semantic labels evaluated on the visible surface and compared with the model trained jointly with labeling and completion (see Table [3.3](#) [no completion] vs. [joint]). Even when only evaluating on the visible surface, the model trained with the added supervision of the scene completion task outperforms the model trained only on surface labeling (54.2% vs. 48% performance).
Table 3.3: Ablation study on SUNCG testset. First two row shows the evaluation on surface segmentation with and without joint training. The following rows show the evaluation on semantic scene completion task. D: 3D dilated convolution. M: multi-scale aggregation.

<table>
<thead>
<tr>
<th>method</th>
<th>encoding</th>
<th>prec. recall IoU</th>
<th>semantic scene completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>no completion</td>
<td>flipped</td>
<td>-</td>
<td>97.2 95.5 61.9 24.6 30.1 55.3 58.9 48.7 14.8 42.1 34.5 51.2</td>
</tr>
<tr>
<td>joint</td>
<td>flipped</td>
<td>-</td>
<td>97.7 94.5 66.4 30.0 36.9 60.2 62.5 56.3 12.1 46.7 33.0 54.2</td>
</tr>
<tr>
<td>no balancing</td>
<td>flipped</td>
<td>73.1 95.8 70.8</td>
<td>96.4 85.3 52.1 25.8 16.5 47.1 45.7 28.1 15.3 37.1 19.8 42.7</td>
</tr>
<tr>
<td>Basic</td>
<td>flipped</td>
<td>73.4 95.0 70.7</td>
<td>94.6 83.8 47.0 24.0 15.1 38.2 37.2 26.0 0.0 34.8 17.3 38.0</td>
</tr>
<tr>
<td>Basic+D</td>
<td>flipped</td>
<td>72.2 96.2 70.4</td>
<td>94.7 85.9 47.5 29.2 21.1 50.9 50.7 29.0 21.3 37.2 20.1 44.3</td>
</tr>
<tr>
<td>Basic+D+M proj</td>
<td>proj</td>
<td>72.0 92.3 67.9</td>
<td>91.6 80.9 45.1 14.6 10.2 39.4 29.8 19.8 0.0 27.4 14.3 33.9</td>
</tr>
<tr>
<td>Basic+D+M tsdf</td>
<td>tsdf</td>
<td>74.8 94.0 71.4</td>
<td>95.8 84.4 45.1 17.5 15.2 28.2 37.2 25.6 0.0 28.2 21.9 36.3</td>
</tr>
<tr>
<td>Basic+D+M</td>
<td>flipped</td>
<td>76.3 95.2 73.5</td>
<td>96.3 84.9 56.8 28.2 21.3 56.0 52.7 33.7 10.9 44.3 25.4 46.4</td>
</tr>
</tbody>
</table>

51.2%). This demonstrates that understanding complete object geometry and the 3D context is beneficial for recognizing objects.

Does synthetic data help? To investigate the effect of using synthetic training data, we compared models trained only with NYU and models pre-trained on SUNCG and then fine-tuned on NYU (see Table 3.2,3.1 NYU vs. NYU+SUNCG). We see a performance gain by using additional synthetic data especially for the semantic scene completion task having a 10.3% improvement in IoU.

Does a bigger receptive field help? In Table 3.3 the networks labeled [Basic] and [Basic+D] have the same number of parameter, while in [Basic+D] three convolution layers are replaced by dilated convolution, increasing the receptive field from 1.16 m to 2.26 m. Increasing the receptive field gives the network a opportunity to capture richer contextual information and significantly improve the network performance from 38.0% to 44.3%. To visualize the contextual information learned by the network, we perform the following experiment: given a depth map of a single object we predict labels for all unobserved voxels. Figure 3.7 shows the input depth and the predictions. Even without observing depth information for other objects SSCNet hallucinates plausible contextual object based on the observed object.
Figure 3.7: **What 3D context does the network learn?** The first figure shows the input depth map (a desk) and the following figures show the predictions for other objects. Without observing any information for other objects the SSCNet is able to hallucinate their locations based on the observed object and the learned 3D context.

**Does multi-scale aggregation help?** Comparing the network performance with and without the aggregation layer (see Table 3.3 [Basic+D] vs. [Basic+D+M]), we observe that the model with aggregation yields higher IoU for both the scene completion and semantic scene completion tasks by 3.1% and 2.1% respectively.

**Do different encodings matter?** The last three rows in Table 3.3 compare different volumetric encodings: projective TSDF [proj.], accurate TSDF [tsdf], and flipped TSDF [flipped]. We observe that removing the view dependency by using the accurate TSDF gives a 2.4% improvement in IoU. Making the gradients concentrated on the surface with the flipped TSDF leads to a 10.1% improvement.
Is data balancing necessary? To balance the empty and occupied voxel examples, we proposed to sample the empty voxels during training. In Table 3.3 [no balancing] shows the performance when we remove the sampling process during training, where we see a drop in IoU from 46.4% to 42.7%.

Limitations. Firstly, we do not use any color information, so objects missing depth such as “windows” are hard to handle. This also leads to confusion between objects with similar geometry or functionality. For example, in the second row of Figure 3.8 the network predicts the desk as the broader furniture category. Secondly, due to the GPU memory constraints, our network output resolution is lower than that of input volume. This results in less detailed geometry and missing small objects, such as the missed objects on the desk of the second row in Figure 3.8.

3.6 Summary

In this chapter, we introduced semantic scene completion, a task for producing a complete 3D voxel representation of volumetric occupancy and semantic labels for a scene from a single-view depth map observation.

To address this task, we proposed SSCNet, a 3D ConvNet for the semantic scene completion task of jointly predicting volumetric occupancy and semantic labels for full 3D scenes. To train our network, we constructed SUNCG – a manually created large-scale dataset of synthetic3D scenes with dense volumetric annotations. The experiment results demonstrate that our joint model outperforms methods addressing either component task in isolation, and by leveraging the 3D contextual information and the synthetic training data, we significantly outperform alternative approaches on the semantic scene completion task.

While SSCNet is powerful for extracting full 3D amodal scene representations from sparse 3D scans, the algorithm is only able to describe the scene within the
Figure 3.8: Qualitative results. We compare with scene completion results from Zheng et al. [199] and Firman et al. [33] (on a subset of the test set), and semantic scene completion results from Lin et al. [99] and Geiger and Wang [36]. Zheng et al. [33] tested on rendered depth, [99] and [36] tested on RGB-D frame from kinect, [33] and SSCNet tested on kinect depth. Overall, SSCNet gives more accurate voxel predictions such as the lamps and pillows in the first row, and the sofa in the third row.

camera field of view (FoV). However, cameras mounted on most robots and wearable devices have restricted FoVs. Hence, extrapolating useful 3D information beyond the FoV plays an important role in applications such as scene parsing [195], goal-driven navigation, and next-best-view approximation, where estimating the complete 3D environment naturally improves preemptive planning for these systems.

In the next chapter, we will explore the task of inferring the information of the 3D environment beyond camera field of view by leveraging the strong contextual
information presented in the typical indoor environments – semantic-structure view extrapolation.
Chapter 4

Understanding 3D Scenes Beyond the Field of View

Extrapolating useful information outside the camera’s field of view (FOV) is important for robotic tasks such as goal-driven navigation, where a full representation of the environment can improve high-level planning. In this chapter, we focus on semantic-structure view extrapolation – a task to infer the complete surrounding environment in the form of 3D structure and semantic information, given a partial observation. To address this task, we present Im2Pano3D, a convolutional neural network that generates a dense prediction of 3D structure and a probability distribution of semantic labels for a full 360° panoramic view of an indoor scene when given only a partial observation (≤ 50%) in the form of an RGB-D image.

4.1 Semantic-Structure View Extrapolation

People possess an incredible ability to infer contextual information from a single image [67]. Whether it is by using prior experience or by leveraging visual cues [6, 107], people are adept at reasoning about what may lie beyond the field of view and make use of that information for building a coherent perception of the world [65].
Similarly, in robotics and computer vision, extrapolating useful information outside a camera’s field of view (FOV) plays an important role for many applications, such as goal-driven navigation\cite{20,16} or next-best-view approximation \cite{73}, where a global representation of the environment can improve preemptive planning for intelligent systems.

However, prior work in view extrapolation typically only predicts the color pixels beyond the image boundaries \cite{124,197,142}. While inspiring, these methods do not predict 3D structure or semantics, and hence cannot be used directly for high-level reasoning tasks in robotics applications.

In this chapter, we explore the task of directly extrapolating 3D structure and semantics for a full panoramic view of a scene when given a view covering 50\% or less as input. We refer to this task as \textbf{semantic-structure view extrapolation}. Our method, Im2Pano3D, takes in a partial view of an indoor scene (e.g., a few RGB-D images) and uses a convolutional neural network to generate dense predictions for 3D structure and a probability distribution of semantic labels for a full 360° panoramic view of that same scene.

![Figure 4.1: Semantic-structure view extrapolation](image)

Given a partial observation of the room in the form of an RGB-D image, our Im2Pano3D predicts both 3D structure and semantics for a full panoramic view of the same scene.
This is a very challenging task. However, by learning the statistics of many typical room layouts, we can train a data-driven model to leverage contextual cues to predict what is beyond the field of view for typical indoor environments. For example, as shown in Fig.4.1, given half of a bedroom (180° horizontal field of view), the system can predict the 3D structure and semantics for the other half. This requires it not only to extend the partially observed room structures (walls, floor, ceiling, etc.), but also to predict the existence and locations of objects that are not directly observed in the input (bed, window and cabinet) using statistical properties learned from data.

Semantic-structure view extrapolation poses three main challenges, which we address with corresponding key ideas shaping our approach to the task:

- How to leverage strong contextual priors for indoor environments.
- How to represent the 3D structure in a way that is good not only for recognition but also for reconstruction.
- How to design meaningful loss functions when the possible solution is not unique— a small change to object locations may still result in a valid solution.

To leverage strong contextual priors for indoor environments, we represent 3D scenes in a single panorama image with channels encoding 3D structure and semantics. We train our model over a large-scale synthetic (SUNCG [157]) and real-world indoor scenes (Matterport3D [20]) encoded in this representation to learn the contextual prior.

To leverage strong geometric priors for indoor environments, we represent the 3D structure for each pixel with a 3D plane equation, rather than raw depth value at each pixel. By doing so, we take advantage of the fact that indoor environments are often comprised largely of planar surfaces. Since all pixels on the same planar surface have the same plane equation, the 3D structure is piecewise constant in a typical
scene, which makes dense predictions of plane equations more robust than alternative representations.

To provide meaningful supervision for the network to cover the large solution space, we make use of multiple loss functions that account for both pixel level accuracy (pixel-wise reconstruction loss) and global context consistency (adversarial loss, and scene attribute loss).

The primary contribution of our paper is to propose the task of semantic-structure view extrapolation and present Im2Pano3D, a unified framework able to produce a complete room structure and semantic labeling when given a partial observation of a scene. This unified framework is able to handle different camera configurations and input modalities. The experimental results show that direct prediction of the 3D structure and semantics for the unobserved scene provides a more accurate result than alternative methods. Both the plane equation encoding and the context model learned from multi-level supervision with large scale indoor scenes help to improve prediction quality.

4.2 Related Work

The general scene understanding problem focuses on understanding what is present in an image, including scene classification [97, 182], semantic segmentation [104], depth and normal estimation [35, 176], etc. In this section, we review prior work on these tasks beyond the visible scene.

Texture synthesis and image inpainting. Texture synthesis methods can be used for image hole filling and image extrapolation [25, 62]. For example, Barnes et al. [8] fills holes by cloning structures from similar patches. Pathak et. al [124] train an autoencoder network. These methods can achieve very impressive inpainting results for holes in color images. However, it is challenging for them to predict image
content far outside the field of view, since they don’t explicitly model structure and semantics.

**Stitching images from the Internet.** Methods have also been proposed to extrapolate images drastically beyond the field of view using collections of Internet images. For example, Shan et al. [142] produce “uncropped images” by stitching together collections of images captured in the same scene. Hays and Efros [57] fill large holes by copying content from similar images in a large collection. While these methods produce impressive results, they only work for scenes where collections are available with many images from nearby viewpoints.

**User-guided view extrapolation.** FrameBreak [197] performs dramatic view extrapolation. However, it uses a “guide image” provided by a person to constrain the image synthesis process. The guide image is chosen from a collection of panorama images, aligned with the input image, and then used to guide a patch-based texture synthesis algorithm. In this work, we aim to produce an image extrapolation framework that can be used for any common indoor environment without human intervention.

**Predicting 3D structure in occluded regions.** Recently there have been many works addressing the problem of shape completion for individual objects [173, 133, 180] or scenes [174, 157, 33]. Given a partial observation of an object or scene, the task is to complete the shape of object in the occluded regions within the field of view. Unlike these methods, Im2Pano3D needs to predict the 3D structure outside the field of view, where there is no direct observation, which makes the problem much harder.
Predicting semantic concepts beyond the visible scene. Khosla et al. propose a framework to predict the locations of semantic concepts outside the visible scene, e.g., answering questions like “where can I find a restaurant” given a street-view image without direct sight of any restaurant. Although related, their work focuses on outdoor street view scenes and provides only high-level sparse semantic predictions. In contrast, we produce dense pixel-wise predictions for both 3D structure and semantics for pixels outside the observed view for indoor scenes.

4.3 Im2Pano3D Network

We formulate the semantic-structure view extrapolation problem as an image inpainting task by representing both the input observation and output prediction as multi-channel panoramic images. The goal of Im2Pano3D is to predict the 3D structure and semantics for all missing regions in the input panorama. For the semantic prediction, instead of representing it as a discrete category, we model it as a probability distribution over all semantic categories as shown in Fig. 4.7, which explicitly models the prediction uncertainty.

4.3.1 Whole Room Panoramic Representation

Traditional view synthesis works represent observations and new views using a set of disjoint images with their camera parameters. However, this requires the network to handle arbitrary numbers of input views, infer spatial relationships between them, and reason about how scene elements cross image boundaries.

In contrast, we propose to represent the 3D scene using a single panorama where each pixel is labeled with multiple channels of information (color, 3D structure, and semantic) or marked as unobserved. This data representation allows the network to learn a consistent whole-room context model by describing both the observed and
unobserved parts of the entire scene from a single viewpoint. It is particularly efficient for deep learning because the observations and predictions are resampled in a regular 2D parameterization suitable for convolution. Meanwhile, it can naturally support different input camera configurations through reprojection (see Fig. 4.10). Given an observation of a 3D scene reconstructed from registered RGB-D images, we pick a virtual camera center and render the mesh onto four perspective image planes in a sky-box like fashion (see Fig. 4.2). Each image plane has a 90° horizontal FoV and a 116° vertical FoV with a image size 256 × 160. Virtual camera centers are chosen depending on the dataset: for the Matterport3D dataset, we use tripod locations; for the SUNCG dataset, we randomly select locations in empty space; for short RGB-D videos, we use the median of all camera centers.

![3D Scene + Virtual Camera](image)

Figure 4.2: **Whole room representation.** We use a sky-box-like multi-channel panorama to represent 3D scenes. The views are circularly connected, hence, observing the inner two views is equivalent to observing the outer two views of its shifted panorama.

### 4.3.2 Representing 3D Surfaces with Plane Equations

While deep networks have been shown to perform well for predicting color pixels and semantic labels, they continue to struggle at predicting high-quality 3D structure. Current methods for direct regressing raw depth values produce blurred results [168, 95, 26], partly due to the viewpoint-dependent nature of depth maps and the large
value variance of depth values even for nearby pixels on the same 3D plane. Surface normal predictions are generally higher quality; however, solving depth from normals is under-constrained and sensitive to noise. Other more complicated encodings, such as HHA [49], are designed for recognition, but cannot be used directly to recover the 3D structure.

In response to these issues, we propose to represent 3D surfaces with their plane equations: surface normal $n$ and plane distance $p$ to the virtual camera origin. We expect this representation to be easier to predict in indoor environments composed of large planar surfaces because all pixels on the same planar surface share the same plane equation – i.e., the representation is mostly piecewise constant. Moreover, the 3D location of each pixel can be solved trivially from its plane equation by intersection with a camera ray.

Our network is trained to optimize the predicted plane equations. We find this representation of 3D structure to be more effective than raw depth values. Fig.4.3 shows the qualitative comparison. We also have a post-processing step to further improve visual quality of the predicted geometry using plane-fitting on the predicted parameters (this step is not included in our quantitative evaluations).
4.3.3 Im2Pano3D Network Architecture

Our network architecture follows an encoder-decoder structure (Fig.4.4), where the encoder produces a latent vector from an input panorama with missing regions, and the decoder uses that latent vector to produce an output panorama where the missing regions are filled. In this section, we discuss the key features of our network architecture.

Figure 4.4: Im2Pano3D network architecture. the network uses a multi-stream autoencoder structure. A PN-layer is used to ensure consistency between normal and plane distance predictions.

Multi-stream network. Since our panoramic data representation consists of multiple channels (e.g., color, normal, plane distance to the origin, and probability distribution of semantics), we structured our network to process each channel with disjoint streams before merging into and after splitting from the middle layers. In the encoder, each stream is made up of three convolutional layers. The features produced from each stream are merged together by concatenation across channels and then passed through six joint convolutions layers to produce the latent vector. Mirroring this structure, the decoder passes the latent vector through six joint convolutions layers before splitting into multiple streams. This multi-stream structure provides the
network a balance of learning both channel-specific parameters within each stream, and joint information through shared layers.

**Reconstructing 3D surfaces with PN-Layer** Although our network architecture predicts the parameters of the plane equation as separate channels (surface normals \( n \) and plane distances \( p \)), there is no explicit supervision to enforce the consistency between these two outputs. As a result, we find that with only the individual supervision, the 3D surfaces reconstructed from the predicted parameters tend to be noisy. To address this issue, we designed an additional layer in the network (called the PN-Layer) which takes the normal and plane distances as input, and uses the plane equation to produce a dense map of 3D point locations \( (x, y, z) \) for each pixel based on its respectively predicted \( n, p \), and pixel location. This layer is fully differentiable, and therefore an additional regression loss can be added on the predicted 3D point locations in order to enforce the consistency between the surface normal and plane distance predictions.

### 4.3.4 Im2Pano3D Network Losses

When predicting the scene content for the unobserved regions, the plausible solution might not be unique. For example, a valid prediction with slight changes to its locations could still represent an valid solution. To provide the supervision that reflects this flexibility, we use multiple losses to capture three levels of information: pixel-wise accuracy, mid-level contextual consistency using Patch-GAN (adversarial) loss [69], and global scene consistency measured by scene category and object distributions. The final loss for each channel is a weighted sum of the three level losses:

**Pixel-wise reconstruction loss.** As part of network supervision, we backpropagate gradients based on the pixel-level reconstruction loss between the prediction and the ground truth panoramas. The loss differs for each output channel. We use
softmax loss for semantic segmentation $s$, cosine loss for normal $n$, and $L1$ loss for plane distance $p$ and final 3D point locations $(x, y, z)$.

**Adversarial loss.** Following the recent success of generative adversarial networks, we model supervision for generating high-frequency structures in the output panoramas by using a discriminator network [41] adapt from PatchGAN [69]. Similar to the generator, the discriminator network processes each channel with disjoint streams before merging features into shared layers. For the real semantic examples, we converted them into a probabilistic distribution over $C$ classes of size $H \times W \times C$ before feeding them into the discriminator. We adopt the method proposed by Luc et al. [106]: For each pixel $i$, given its ground-truth label $l$, we set the probability for that pixel and that label to be $y_{il} = \max(\gamma, s(x)_i)$, where $s(x)_i$ is the corresponding prediction from network, and $\gamma = 0.8$. For all other classes we set $y_{ic} = s(x)_ic(1 - y_{il})/(1 - s(x)_i)$, so that the label probabilities in $y$ sum to one for each pixel.

**Scene attribute loss.** We add additional supervision to the network in order to regularize high level scene attributes such as scene category and overall object distributions. To make the network aware of different scene categories, we added two fully connected layers that predict the room category (over 8 scene categories) of the input panorama from its latent code generated by the encoder. We backpropagate gradients directly through the encoder from the softmax classification loss on the scene category predictions. Furthermore, we added another auxiliary network that computes the pixel-level distribution of different object classes from its semantic prediction, and backpropagates gradients from comparing this distribution to the ground truth distribution through an $L1$ loss. Our ablation studies in Sec.4.4 demonstrate that these additional losses help to improve the semantic predictions, especially for small objects.
4.4 Evaluation

In this section, we present a set of experiments to evaluate Im2Pano3D. We not only investigate how well it predicts semantics and structure for unseen parts of a scene, but also study the impact of each algorithmic components through ablation studies. In most of our experiments, we consider the case where the input observation has a $180^\circ$ horizontal and $116^\circ$ vertical FoV, resulting in 50% partial observation (Fig. 4.8). In later experiments, we demonstrate our approach on other camera configurations. All evaluations are performed on unobserved regions only.

4.4.1 Datasets

For our experiments, we use both synthetic (SUNCG [157]) and real (Matterport3D [20]) datasets. The former is used for pre-training and ablation studies. The latter is used for final evaluation on real data.

- **SUNCG [157]**: This dataset contains synthetically rendered panoramic images with color, depth and semantic of synthetic 3D indoor rooms. In total, we use 58,866 panoramas for training, and 480 for testing.

- **Matterport3D [20]**: This dataset contains real-word RGB-D panoramas captured with a tripod-mounted Matterport camera. We use color, depth and semantics provided by the dataset, but re-rendered them to form our panoramic representation (Sec. 4.3.1). In total, we use 5,315 panoramas for training, and 480 for testing.

4.4.2 Baseline Methods

To our knowledge, there is currently no prior work that performs this task exactly. To provide baselines for comparison, we consider the following extensions to prior work:
Figure 4.5: Directly predicting 3D structure and semantics (b) (rgbpn2pns) provides a more accurate result than predicting the same information from generated color pixels (d) (inpaint).

- **Average distribution (avg)** computes a per pixel average of all images within the training set.

- **Average distribution by scene category (avg-type)** computes a per pixel average of all training images within the scene category. The prediction is chosen by the testing images’ ground truth scene categories.

- **Nearest neighbor (nn)** retrieves the nearest neighbor image based on ImageNet features, and uses its semantic segmentation and depth map as the prediction.

- **Image inpainting (inpaint)** uses the context encoder of [69] to directly predict the color pixels in the unobserved regions, followed by a segmentation and plane equation estimation network with the same architecture as Im2Pano3D. Fig.4.5 shows an example result.

- **Human completion (human)** asks people to complete the 3D scene using a 3D design tool [1], where users can define room layouts and furniture arrangements. Fig.4.6 shows a few example completions, and Tab.4.1 shows the average performance across four users.

Tab.4.2 and 4.1 summarize the quantitative results. Models are labeled by their input and output modality acronyms; rgb: color, s: semantics, d: depth, p: plane dis-
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Figure 4.6: Human completion. Left shows the input observations. Middle shows completion results from different users overlaid on the observations. Right shows ground truth and our prediction.

tance, n: surface normal. For example, model [d2d] takes in a depth map as input and predicts the raw depth values of the unobserved regions. To evaluate the algorithm’s performance independent of segmentation accuracy over the observed regions, for the [pns2pns] models, we assume ground truth segmentation for the observed region as input.

Evaluation Metrics. We measure the quality of the predicted 3D geometric structure with the following metrics:

- **Normal angle**: the mean and median angles (in degrees) between prediction and the ground truth, and the percentage of pixels with error less than three thresholds ($11.25^\circ$, $22.5^\circ$, $30^\circ$).

- **Surface distance**: the mean and median L2 distances (in meters) between final predicted 3D point locations and the ground truth, and the percentage of pixels with error less than three thresholds (0.2m, 9.5m, 1m).

We measure the quality of the predicted semantic with the following metrics:
• **Probability over ground truth (PoG):** the pixelwise probability prediction of the ground truth labels averaged within each class then averaged across categories.

• **Class existence (exist):** the F1 score of object class existence predictions averaged across all classes (where existence defined as $\geq 400$ pixels).

• **Class size (size):** the pixel size difference between ground truth and predictions divided by the ground truth size. Evaluated on the object categories with correct existence predictions only.

• **Earth Mover’s Distance (EMD):** the average Earth Mover’s Distance [135] between the predicted and ground truth 3D points for the categories with correct existence prediction. The weight of each 3D point is assigned with its predicted probability. The probability is normalized to sum up to one for each category. We use k-center clustering (k=50) to cluster the 3D points before calculating the EMD.

• **IoU:** the intersection over union of the most likely predicted pixel label, averaged across all classes.

• **Accuracy (acc):** the percentage of correctly predicted pixels across all pixels.

• **Inception score (incept.):** the scene classification score on the generated semantic map using an off-the-shelf image classification network (ResNet50[58]) trained on ground truth semantic maps, similar to the FCN scores that are normally used to measure the generated image quality [138].

The first four metrics of semantic evaluation are newly introduced for this task. Unlike most semantic segmentation tasks, where predictions are made for pixels directly observed with a camera, our task is to predict semantics for large regions of unobserved pixels. For this task, predicting the existence and size of unseen objects is already very difficult and useful for many applications, and thus we include the existence and size metrics, which are invariant to precise object locations. We also introduce metrics
Figure 4.7: **Probability distribution of semantics.** The first row shows the average distribution of each semantic category over all training examples. The following rows show the predicted probability distribution of semantics from Im2Pano3D overlaid on top of the ground truth testing images. Red areas on the heat maps indicate higher probabilities.

based on the predicted probability distribution (PoG and EMD), which account for soft errors in position. We use PoG to rank algorithms in our comparisons.

### 4.4.3 Experimental Results

Tab.4.2 and 4.1 summarize the quantitative results and Fig.4.8 shows qualitative results. More results and visualizations can be found in the supplementary material.

**Comparing to Baseline Methods.** Comparing our model [rgbpn2pns (s+m)] to all baseline methods (Tab.4.1 row 2-5), our proposed model produces better predictions in terms of both semantics and 3D structure. In particular, compared to the two-step process of predicting semantic labels over predicted color images in the unobserved regions [inpaint], directly predicting semantic labels in a one-step process can generate a more accurate result (+13% in PoG and -0.24m in surface distance). Fig.4.5 shows a qualitative comparison.
Figure 4.8: Qualitative Results. For each example, we show semantic segmentations labeled using the highest predicted class probability for each pixel, and normal maps from 3D structure predictions. We also show reconstructed 3D point clouds (right column), colored by semantic labels, with bounding boxes around semantically connected components. More results in supplementary material.

Does synthetic data help? Comparing our models [pns] and [rgbpn2pns] trained with and without the SUNCG dataset and testing on the Matterport3D dataset, we observe that pre-training on SUNCG significantly improves the model’s performance, 9% and 4% improvement in PoG respectively. In particular, when the input is a segmentation map instead of a color image [pns2pns], the model trained only on SUNCG can even achieve better performance than the model trained on Matterport3D alone (+1.3% in PoG and -0.08m in surface distance). This result demonstrates that training on synthetic data is critical for this task, as it enables the network to learn a rich whole-room contextual prior from a large variety of indoor scenes, which is extremely expensive to obtain with real data.
Table 4.1: Comparing to baseline methods on Matterport3D. Row 2 to 5 shows baseline methods. Our models are named by their input output modalities (same as Tab.4.2) and training set (s: SUNCG, m: Matterport3D). Bold numbers indicate best performances in each group.

<table>
<thead>
<tr>
<th>models</th>
<th>type+loss</th>
<th>semantics</th>
<th>3D surface (m)</th>
<th>normals (◦)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PoG† exist†</td>
<td>size†</td>
<td>IoU† acc. †</td>
<td>mean med.</td>
</tr>
<tr>
<td>human</td>
<td>-</td>
<td>0.303</td>
<td>0.650</td>
<td>1.474</td>
</tr>
<tr>
<td>avg all</td>
<td>m</td>
<td>0.131</td>
<td>0.228</td>
<td>1.574</td>
</tr>
<tr>
<td>avg type</td>
<td>m</td>
<td>0.155</td>
<td>0.260</td>
<td>1.265</td>
</tr>
<tr>
<td>inpaint</td>
<td>s+m</td>
<td>0.145</td>
<td>0.488</td>
<td>1.407</td>
</tr>
<tr>
<td>rgbpn2pns</td>
<td>s</td>
<td>0.165</td>
<td>0.565</td>
<td>1.589</td>
</tr>
<tr>
<td>rgbpn2pns</td>
<td>m</td>
<td>0.245</td>
<td>0.542</td>
<td>1.535</td>
</tr>
<tr>
<td>inpaint</td>
<td>s+m</td>
<td>0.275</td>
<td>0.616</td>
<td>0.936</td>
</tr>
<tr>
<td>rgbpn2pns</td>
<td>s</td>
<td>0.317</td>
<td>0.658</td>
<td>0.858</td>
</tr>
<tr>
<td>rgbpn2pns</td>
<td>m</td>
<td>0.304</td>
<td>0.618</td>
<td>0.854</td>
</tr>
<tr>
<td>inpaint</td>
<td>s+m</td>
<td>0.355</td>
<td>0.665</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Table 4.2: Ablation studies on SUNCG. Models are named by their input and output modalities. rgb: color, s: semantic segmentation, d: depth, p: plane distance, n: surface normal. A: adversarial loss, S: scene attribute loss.

<table>
<thead>
<tr>
<th>models</th>
<th>type+loss</th>
<th>semantics</th>
<th>3D surface (m)</th>
<th>normals (◦)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PoG† exist†</td>
<td>size†</td>
<td>IoU† acc. †</td>
<td>mean med.</td>
</tr>
<tr>
<td>pns2pns</td>
<td>s</td>
<td>0.317</td>
<td>0.658</td>
<td>0.858</td>
</tr>
<tr>
<td>pns2pns</td>
<td>m</td>
<td>0.304</td>
<td>0.618</td>
<td>0.854</td>
</tr>
<tr>
<td>pns2pns</td>
<td>s+m</td>
<td>0.355</td>
<td>0.665</td>
<td>0.881</td>
</tr>
</tbody>
</table>

Do different surface encodings matter? Comparing the model using raw depth values [d2d] to the model using the plane equation encoding [pn2pn] (Tab.4.2 and Fig.4.3), we can see that the plane equation encoding provides a strong regularization allowing the network to predict higher quality 3D geometry with lower surface distance and normal error, 0.03m and 21° less respectively.

What are the effects of different losses? Comparing the model trained with adversarial loss [pns2pns+S+A] and without [pns2pns+S] in Tab.4.2, we can see that the adversarial loss improves the prediction accuracy for small objects, which is reflected in higher IoU (+2%). Meanwhile the adversarial loss reduces recall for objects with big pixel area, which is reflected in lower total pixel accuracy (-1.2%). Similarly, the scene attribute loss also improves IoU (+2%), with a small compromise on total pixel accuracy (-0.3%).
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Figure 4.9: **Experiments.** (a) shows mean IOU with respect to distance from observation. (b) shows accuracy of predictions in the unobserved regions while increasing input horizontal FoV from $5^\circ$ to $350^\circ$. The error bar shows the error margin across test cases.

**How is accuracy influenced by distance to observation?** Fig. 4.9 (a) shows the average IoU with respect to its distance to the nearest observed pixel. As expected, the performance for Im2Pano3D decreases for pixels that are further from the input observation. However, the performance is still much higher than other baselines when the region is far from the observation or completely behind the camera, yet still not as high as human performance.

**How is accuracy influenced by input FoV?** To investigate how the input FoV affects the prediction accuracy, we do the following experiment: we keep the vertical FoV of the input image at $116^\circ$ while steadily increasing the horizontal FoV from $5^\circ$ to $350^\circ$, and ask the network to predict the structure and semantics for the full panorama. Fig. 4.9 (b) shows prediction accuracy in the unobserved regions with respect to input FoV, which shows that the prediction accuracy improves as the input FoV increases.
Figure 4.10: Camera configurations. For different camera configurations, Im2Pano3D provides a unified framework to efficiently filling in missing 3D structure and semantics of the unobserved scene. The observation coverage is shown in parentheses. 3D structure is represented with normals. The data for [RGB-D+motion] comes from NYUv2 [149]. More examples can be found in supplementary material.

Generalizing to different camera configurations. In most of our evaluations, we consider the case where the input observation has a 180° horizontal FoV. However, in real robotic applications, systems may be equipped with different types of cameras resulting in different observation FoV patterns. Here we demonstrate how Im2Pano3D can generalize to other cases. The camera configurations we consider includes: single or multiple registered RGB-D cameras such as Matterport cameras (Fig. 4.10 (a-d)), single RGB-D camera capturing a short video sequence (e), color-only panoramic camera (f), and color panoramic cameras paired with a single depth camera (g).

To improve the ability of the network to generalize to different input observation patterns, we use a random view mask during training. Tab. 4.3 shows the qualitative evaluation. For all of these camera configurations, Im2Pano3D provides a unified framework that effectively fills in the missing 3D structure and semantic information of the unobserved scene.

4.5 Summary

In this chapter, we introduce the task of semantic-structure view extrapolation and present Im2Pano3D, a unified framework to produce a complete room structure and
Table 4.3: **Camera configurations.** The table shows the average PoG, median surface and normal error for each configuration. Example inputs for each configuration can be found in Fig. 4.10. For models [rgbpano] and [rgbpano+1], we evaluate on regions that do not have depth observation. For all other models, we evaluate on regions with no color and depth observation.

semantic estimation conditioned on a partial observation of the scene. Experiments demonstrate that the direct prediction of structure and semantics for the unobserved scene provides more accurate results than alternative approaches. However, while Im2Pano3D explores the possibilities of whole-room contextual reasoning for 3D scene understanding, the proposed system is still far from perfect. Possible future directions may include: explicitly modeling semantics at the instance-level as opposed to category-level, and exploring alternative data representations that consider occluded regions.
Chapter 5

Datasets and Benchmarks for 3D
Scene Understanding

Data-driven 3D scene understanding is still a young field. Compared to many research areas in 2D computer vision, where there are many well-established datasets and benchmarks, the existing datasets for 3D datasets such as NYU dataset [120] are much smaller. We believe the limited scale of 3D scene understanding dataset is now becoming the critical common bottleneck in advancing research to the next level. Besides causing overfitting of the algorithm during evaluation, they cannot support training data-hungry algorithms. Therefore, one of the major contribution of this dissertation is to build up infrastructure for its community, which includes creating several major datasets and benchmarks in the area. In this chapter, I will introduce a real-world RGB-D dataset, SUN RGB-D [154]; and a synthetic 3D scene dataset, SUNCG [157].

5.1 Real-world RGB-D dataset: SUN RGB-D

The recent arrival of affordable depth sensors in consumer markets enabled us to acquire reliable depth maps at a very low cost, stimulating breakthroughs in several
vision tasks, such as body pose recognition [145, 147], intrinsic image estimation [9], 3D modeling [70] and SfM reconstruction [185]. RGB-D sensors have also enabled rapid progress for scene understanding (e.g. [50, 47, 130, 100, 75, 43, 76, 120]). However, while we can crawl color images from the Internet easily, it is not possible to obtain large-scale RGB-D data online. Consequently, the existing RGB-D recognition benchmarks, such as NYU Depth v2 [120], are an order-of-magnitude smaller than modern recognition datasets for color images (e.g. PASCAL VOC [29]). Although these small datasets successfully bootstrapped initial progress in RGB-D scene understanding in the past few years, the size limit is now becoming the critical common bottleneck in advancing research to the next level. Besides causing overfitting of the algorithm during evaluation, they cannot support training data-hungry algorithms that are currently the state-of-the-art in color-based recognition (e.g. [39, 89]). If a large-scale RGB-D dataset were available, we could borrow the same success to the RGB-D domain as well. Furthermore, although the RGB-D images in these datasets contain depth maps, the annotation and evaluation metrics are mostly in 2D image domain, but not directly in 3D (Figure 5.1). Scene understanding is much more useful in the real 3D space for most applications. We desire to reason about scenes and evaluate algorithms in 3D.

To this end, we introduced SUN RGB-D, a dataset containing 10,335 RGB-D images with dense annotations in both 2D and 3D, for both objects and rooms. Based on this dataset, we focus on six important recognition tasks towards total scene understanding, which recognizes objects, room layouts and scene categories. For each task, we propose metrics in 3D and evaluate baseline algorithms derived from the state-of-the-art. Since there are several popular RGB-D sensors available, each with different size and power consumption, we constructed our dataset using four different kinds of sensors to study how well the algorithms generalize across sensors. By constructing a PASCAL-scale dataset and defining a benchmark with
Figure 5.1: **Comparison of RGB-D recognition benchmarks.** Apart from 2D annotation, our benchmark provided high quality 3D annotation for both objects and room layout.

3D evaluation metrics, we hope to lay the foundation for advancing RGB-D scene understanding in the coming years.

### 5.1.1 Related Work

There are many existing RGB-D datasets available [132, 113, 2, 64, 109, 148, 120, 110, 72, 163, 146, 127, 112, 42, 53, 190, 88, 166, 7, 103, 30, 160, 105, 162, 161, 115].
Figure 5.1 shows some of them. Here we will briefly describe and compare to several most relevant ones.

There are datasets [151, 92] that capture objects on a turntable instead of real-world scenes. For natural indoor scene datasets, NYU Depth v2 [120] is probably the most popular one. They labeled 1,449 selected frames from short RGB-D videos using 2D semantic segmentation on the image domain. [44] annotates each object by aligning a CAD model with the 3D point cloud. However, the 3D annotation is quite noisy, and in our benchmark we reuse the 2D segmentation but recreate the 3D annotation by ourselves. Although this dataset is very good, the size is still small compared to other modern recognition datasets, such as PASCAL VOC [29] or ImageNet [136]. B3DO [71] is another dataset with 2D bounding box annotations on the RGB-D images. But its size is smaller than NYU and it has many images with an unrealistic scene layouts (e.g. snapshot of a computer mouse on the floor). The Cornell RGBD dataset [3, 87] contains 52 indoors scenes with per-point annotations on the stitched point clouds. SUN3D [185] contains 415 RGB-D video sequence with 2D polygon annotation on some keyframes. Although they stitched the point cloud in 3D, the annotation is still purely in the 2D image domain, and there are only 8 annotated sequences.

5.1.2 Dataset Construction

The goal of our dataset construction is to obtain an image dataset captured by various RGB-D sensors at a similar scale as the PASCAL VOC object detection benchmark. To improve the depth map quality, we take short videos and use multiple frames to obtain a refined depth map. For each image, we annotate the objects with both 2D polygons and 3D bounding boxes and the room layout with 3D polygons.

1 A full list with brief descriptions is available at http://www0.cs.ucl.ac.uk/staff/M.Firman/RGBDdatasets/
Figure 5.2: Comparison of the four RGB-D sensors. The raw depth map from Intel RealSense is noisier and has more missing values. Asus Xtion and Kinect v1’s depth map have observable quantization effect. Kinect v2 is more accurate to measure the details in depth, but it is more sensitive to reflection and dark color. Across different sensors our depth improvement algorithm manages to robustly improve the depth map quality.

Sensors

Since there are several popular sensors available, with different size and power consumption, we construct our dataset using four kinds – Intel RealSense 3D Camera for tablets, Asus Xtion LIVE PRO for laptops, and Microsoft Kinect versions 1 and 2 for desktop. Figure 5.2 shows the example color and depth images captured.
Intel RealSense is a lightweight, low power consuming depth sensor designed for tablets. It will soon reach consumers; we obtained two pre-release samples from Intel. It projects an IR pattern to the environment and uses stereo matching to obtain the depth map. For outdoor environments, it can switch automatically to stereo matching without IR pattern; however, we visually inspect the 3D point cloud and believe the depth map quality is too low for use inaccurate object recognition for outdoors. We thus only use this sensor to capture indoor scenes. Figure 5.2 shows its raw depth is worse than that of other RGB-D sensors, and the effective range for reliable depth is shorter (depth gets very noisy around 3.5 meters). But this type of lightweight sensor can be embedded in portable devices and be deployed at a massive scale in consumer markets, so it is important to study algorithm performance with it.

Asus Xtion and Kinect v1 use a near-IR light pattern. Asus Xtion is much lighter and powered by USB only, with worse color image quality than Kinect v1’s. However, Kinect v1 requires an extra power source. The raw depth maps from both sensors have an observable quantization effect.

Kinect v2 is based on time-of-flight and also consumes significant power. The raw depth map captured is more accurate, with high fidelity to measure the detailed depth difference, but fails more frequently for black objects and slightly reflective surfaces. The hardware supports long-distance depth range, but the official Kinect for Windows SDK cuts the depth off at 4.5 meters and applies some filtering that tends to lose object details. Therefore, we wrote our own driver and decoded the raw depth in GPU (Kinect v2 requires software depth decoding) to capture real-time video without depth cutoffs or additional filtering.

Sensor calibration

For RGB-D sensors, we must calibrate the camera intrinsic parameters and the transformation between the depth and color cameras. For Intel RealSense, we use the
default factory parameters. For Asus Xtion, we rely on the default parameters returned by OpenNI library without modeling radial distortion. For Kinect v2, the radial distortion is very strong. So we calibrate all cameras with standard calibration toolbox \[17\]. We calibrate the depth cameras by computing the parameters with the IR image which is the same with the depth camera. To see the checkerboard without overexposure on IR, we cover the emitter with a piece of paper. We use the stereo calibration function to calibrate the transformation between the depth (IR) and the color cameras.

**Depth map improvement**

The depth maps from these cameras are not perfect, due to measurement noise, view angle to the regularly reflective surface, and occlusion boundary. Because all the RGB-D sensors operate as a video camera, we can use nearby frames to improve the depth map, providing redundant data to denoise and fill in missing depth.

We propose a robust algorithm for depth map integration from multiple RGB-D frames. For each nearby frame in a time window, we project the points to 3D, get the triangulated mesh from nearby points, and estimate the 3D rotation and translation between this frame and the target frame for depth improvement. Using this estimated transformation, we render the depth map of the mesh from the target frame camera. After we obtain aligned and warped depth maps, we integrate them to get a robust estimation. For each pixel location, we compute the median depth and 25% and 75% percentiles. If the raw target depth is missing or outside the 25% – 75% range and the median is computed from at least 10 warped depth maps, we use the median depth value. Otherwise, we keep the original value to avoid over-smoothing. Examples are shown in Figure 5.2. Our depth map improvement algorithm, compared to \[185\] which uses a 3D voxel-based TSDF representation, requires much less memory and runs faster at equal resolution, enabling much high-resolution integration.
Robust estimation of an accurate 3D transformation between a nearby frame and target frame is critical for this algorithm. To do this, we first use SIFT to obtain point-to-point correspondences between the two color images, obtain the 3D coordinates for the SIFT keypoints from the raw depth map, and then estimate the rigid 3D rotation and translation between these two sparse 3D SIFT clouds using RANSAC with three points. To obtain a more accurate estimation, we would like to use the full depth map to do dense alignment with ICP, but depending on the 3D structure, ICP can have severe drifting. Therefore, we first use the estimation from SIFT+RANSAC to initialize the transformation for ICP, and calculate the percentage of points for ICP matching. Using the initialization and percentage threshold, we run point-plane ICP until convergence, then check the 3D distances with the original SIFT keypoint inliers from RANSAC. If the distances significantly increase, it means ICP makes the result drift away from the truth; we will use the original RANSAC estimation without ICP. Otherwise, we use the ICP result.

**Data Acquisition**

To construct a dataset at the PASCAL VOC scale, we capture a significant amount of new data by ourselves and combine some existing RGB-D datasets. We capture 3,784 images using Kinect v2 and 1,159 images using Intel RealSense. We included
Figure 5.4: Example images with annotation from SUN RGB-D dataset.

the 1,449 images from the NYU Depth V2 [120], and also manually selected 554 realistic scene images from the Berkeley B3DO Dataset [71], both captured by Kinect v1. We manually selected 3,389 distinguished frames without significant motion blur from the SUN3D videos [185] captured by Asus Xtion. In total, we obtain 10,335 RGB-D images.

As shown in Figure 5.3, we attach an Intel RealSense to a laptop and carry it around to capture data. For Kinect v2 we use a mobile laptop harness and camera stabilizer. Because Kinect v2 consumes a significant amount of power, we use a 12V car battery and a 5V smartphone battery to power the sensor and the adaptor circuit. The RGB-D sensors only work well for indoors. And we focus on universities, houses, and furniture stores in North America and Asia. Some example images are shown in Figure 5.4.

5.1.3 Ground Truth Annotation

For each RGB-D image, we obtain LabelMe-style 2D polygon annotations, 3D bounding box annotations for objects, and 3D polygon annotations for room layouts. To ensure annotation quality and consistency, we obtain our own ground truth labels for
images from other datasets; the only exception is NYU, whose 2D segmentation we use as our 2D annotation.

For 2D polygon annotation, we developed a LabelMe-style [137] tool for Amazon Mechanical Turk. To ensure high label quality, we add automatic evaluation in the tool. To finish the HIT, each image must have at least 6 objects labeled; the union of all object polygons must cover at least 80% of the total image. To prevent workers from cheating by covering everything with big polygons, the union of the small polygons (area < 30% of the image) must cover at least 30% of the total image area. Finally, the authors visually inspect the labeling result and manually correct the layer ordering when necessary. Low-quality labelings are sent back for relabeling. We paid $0.10 per image; some images required multiple labeling iterations to meet our quality standards.

For 3D annotation, the point clouds are first rotated to align with the gravity direction using an automatic algorithm. We estimate the normal direction for each 3D point with the 25 closest 3D points. Then we accumulate a histogram on a 3D half-sphere and pick the maximal count from it to obtain the first axis. For the second axis, we pick the maximal count from the directions orthogonal to the first axis. In this way, we obtain the rotation matrix to rotate the point cloud to align with the gravity direction. We manually adjust the rotation when the algorithm fails.

We design a web-based annotation tool and hire oDesk workers to annotate objects and room layouts in 3D. For objects, the tool requires drawing a rectangle on the top view with an orientation arrow, and adjusting the top and bottom to inflate it to 3D. For room layouts, the tool allows arbitrary polygon on the top view to describe the complex structure of the room (Figure 5.4). Our tool also shows the projection of the 3D boxes to the image in real time, to provide intuitive feedback during annotation. We hired 18 oDesk workers and trained them over Skype. The average hourly rate is $3.90, and they spent 2,051 hours in total. Finally, all labeling results are thoroughly
checked and corrected by the authors. For scene categories, we manually classify the images into basic-level scene categories.

5.1.4 SUN RGB-D Dataset Statistics

For the 10,335 RGB-D images, we have 146,617 2D polygons and 64,595 3D bounding boxes (with accurate orientations for objects) annotated. Therefore, there are 14.2 objects in each image on average. In total, there are 47 scene categories and about 800 object categories. Figure 5.5 shows the statistics for the semantic annotation of the major object and scene categories.

5.1.5 Benchmark Design

To evaluate the whole scene understanding pipeline, we select six tasks, including both popular existing tasks and new but important tasks, both single-object based tasks and scene tasks, as well as a final total scene understanding task that integrates everything.

We choose some state-of-the-art algorithms to evaluate each task. For the tasks without existing algorithm or implementation, we adapt popular algorithms from other tasks. For each task, whenever possible, we try to evaluate algorithms using color, depth, as well as RGB-D images to study the relative importance of color and depth, and gauge to what extent the information from both is complimentary. Various
evaluation results show that we can apply standard techniques designed for color (e.g. handcraft features, deep learning features, detector, sift flow label transfer) to depth domain and it can achieve comparable performance for various tasks. In most of cases, when we combining these two source of information, the performance get improved.

For evaluation, we carefully split the data into training and testing set, ensuring each sensor has around half for training and half for testing. Since some images are captured from the same building or house with similar furniture styles, to ensure fairness, we carefully split the training and testing sets by making sure that those images from the same building either all go into the training set or the testing set and do not spread across both sets. For data from NYU Depth v2 [120], we use the original split.

Scene Categorization  Scene categorization is a very popular task for scene understanding [183]. In this task, we are given an RGB-D image, classify the image into one of the predefined scene categories, and use the standard average categorization accuracy for evaluation.

We use the 19 scene categories with more than 80 images. We choose GIST [123] with a RBF kernel one-vs-all SVM as the baseline. We also choose the state-of-the-art Places-CNN [200] scene feature, which achieves the best performance in color-based scene classification on the SUN database [183]. This feature is learned using a Deep Convolutional Neural Net (AlexNet [89]) with 2.5 million scene images [200]. We use both linear SVM and RBF kernel SVM with this CNN feature. Also, empirical experiments [51] suggest that both traditional image features and deep learning features for color image can be used to extract powerful features for depth maps as well. Therefore, we also compute the GIST and Places-CNN on the depth images. We also evaluate the concatenation of depth and color features. The depth image is encoded as HHA image as in [51] before extract the feature. Figure 5.6 reports
the accuracy for these experiments. We can see that the deep learning features indeed perform much better, and the combination of color and depth features also helps.

<table>
<thead>
<tr>
<th></th>
<th>RGB</th>
<th>D</th>
<th>RGB-D</th>
<th>RGB</th>
<th>D</th>
<th>RGB-D</th>
<th>RGB</th>
<th>D</th>
<th>RGB-D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>19.7</td>
<td>20.1</td>
<td>23.0</td>
<td>35.6</td>
<td>25.5</td>
<td>37.2</td>
<td>38.1</td>
<td>27.7</td>
<td>39.0</td>
</tr>
</tbody>
</table>

Figure 5.6: **Confusion matrices for various scene recognition algorithms.** Each combination of features and classifiers is run on RGB, D and RGB-D. The numbers inside the parentheses are the average accuracy for classification.

**Semantic Segmentation** Semantic segmentation in the 2D image domain is currently the most popular task for RGB-D scene understanding. In this task, the algorithm outputs a semantic label for each pixel in the RGB-D image. We use the standard average accuracy across object categories for evaluation.

We run the state-of-the-art algorithm for semantic segmentation [130] on our benchmark and report the result on Table 5.1. Since our dataset is quite large, we expect non-parametric label transfer to work well. We first use Places-CNN features [200] to find the nearest neighbor and directly copy its segmentation as the result. We surprisingly found that this simple method performs quite well, especially for big objects (e.g. floor, bed). We then adapt the SIFT-flow algorithm [102, 101], on both color and depth to estimation flow. But it only slightly improves performance.

**Object Detection** Object detection is another important step for scene understanding. We evaluate both 2D and 3D approaches by extending the standard evaluation criteria for 2D object detection to 3D. Assuming the box aligns with the gravity direction, we use the 3D intersection over union of the predicted and ground truth boxes for 3D evaluation. With 0.25 as the threshold, we calculate the precision-recall curve.

For 2D object detection, we evaluate four state-of-the-art algorithms for object detection: DPM [32], Exemplar SVM [108], RGB-D RCNN [51], and Sliding Shapes
Table 5.1: Semantic segmentation. We evaluate performance for 37 object categories. Here shows 8 selected ones: floor, ceiling, chair, table, bed, nightstand, books, and person. The mean accuracy is for all the 37 categories. A full table is in the supp. material.

For DPM and Exemplar SVM, we use the depth as another image channel and concatenate HOG computed from that and from color images. To evaluate the first three 2D algorithms, we use 2D IoU with a threshold of 0.5 and the results are reported in Table 5.2. The 2D ground truth box is obtained by projecting the points inside the 3D ground truth box back to 2D and finding a tight box that encompasses these 2D points.

For 3D detection, please refer to Chapter 2 for more detailed experiment and evaluation on 3D object detection.

Table 5.2: Evaluation of 2D object detection. We evaluate on 19 popular object categories using Average Precision (AP): bathtub, bed, bookshelf, box, chair, counter, desk, door, dresser, garbage bin, lamp, monitor, night stand, pillow, sink, sofa, table, tv and toilet.

Object Orientation Besides predicting the object location and category, another important vision task is to estimate its pose. For example, knowing the orientation of a chair is critical to sit on it properly. Because we assume that an object bounding
box is aligned with gravity, there is only one degree of freedom in estimating the yaw angle for orientation.

We evaluate two exemplar-based approaches: Exemplar SVM [108] and Sliding Shapes [155]. The prediction is evaluated by the angle difference between the prediction and the ground truth. We transfer the orientations from the training exemplars to the predicted bounding boxes. Some categories (e.g. roundtable) do not have well-defined orientations and are not included for evaluation. Figure 5.7 shows example results, and Figure 5.8 shows the distribution of prediction error.

![Example results for 3D object detection and orientation prediction.](image)

**Room Layout Estimation** The spatial layout of the entire space of the scene allows more precise reasoning about free space (e.g., where can I walk?) and improved object reasoning. It is a popular but challenging task for color-based scene understanding (e.g. [59, 60, 61]). With the extra depth information in the RGB-D image, this task is considered to be much more feasible [193]. We evaluate the room layout estimation in 3D by calculating the Intersection over Union (IoU) between the free space from the ground truth and the free space predicted by the algorithm output.
Figure 5.8: **Object orientation estimation.** Here we show the distribution of the orientation errors for all true positive detections.

As shown in Figure 5.10, the free space is defined as the space that satisfies four conditions: 1) within the camera field of view, 2) within the effective range, 3) within the room, and 4) outside any object bounding box (for room layout estimation, we assume empty rooms without objects). In terms of implementation, we define a voxel grid of $0.1 \times 0.1 \times 0.1$ meter$^3$ over the space and choose the voxels that are inside the field of view of the camera and fall between 0.5 and 5.5 meters from the camera, which is an effective range for most RGB-D sensors. For each of these effective voxels, given a room layout 3D polygon, we check whether the voxel is inside. In this way, we can compute the intersection and the union by counting 3D voxels.

This evaluation metric directly measures the free space prediction accuracy. However, we care only about the space within a 5.5-meter range; if a room is too big, all effective voxels will be in the ground truth room. If an algorithm predicts a huge room beyond 5.5 meters, then the IoU will be equal to one, which introduces bias: algorithms will favor a huge room. To address this issue, we only evaluate algorithms on the rooms with a reasonable size (not too big), since none of the RGB-D sensors, can see very far either. If the percentage of effective 3D voxels in the ground truth room is bigger than 95%, we discard the room in our evaluation.

Although there exists an algorithm for this task \[193\], we could not find an open source implementation. Therefore, we design three baselines: the simplest baseline
Figure 5.9: Example visualization to compare the three 3D room layout estimation algorithms.

(named Convex Hull) computes the floor and ceiling heights by taking the 0.1 and 99.9 percentiles of the 3D points along the gravity direction, and computes the convex hull of the point projection onto the floor plane to estimate the walls. Our stronger baseline (named Manhattan Box) uses plane fitting to estimate a 3D rectangular room box. We first estimate the three principal directions of the point cloud based on the histogram of normal directions (see Section 5.1.3). We then segment the point cloud based on the normal orientation and look for the planes with the furthest distance from the center to form a box for the room layout. To compare with the color-based approach, we run Geometric Context [59] on the color image to estimate the room layout in 2D. We then use the camera tilt angle from gravity direction estimation and the focal length from the sensor to reconstruct the layout in 3D with single-view geometry, using the estimated floor height to scale the 3D layout properly. Figure 5.9 shows examples of the results of these algorithms. Average IoU for Geometric Context is 0.442, Convex Hull is 0.713, and Manhattan Box is 0.734 performs best.

**Total Scene Understanding** The final task for our scene understanding benchmark is to estimate the whole scene including objects and room layout in 3D [100]. This task is also referred to “Basic Level Scene Understanding” in [184]. We propose
Figure 5.10: **Free space evaluation.** The free space is the gray area inside the room, outside any object bounding boxes, and within the effective minimal and maximal range [0.5m-5.5m]. For evaluation, we use IoU between the gray areas of the ground truth and the prediction as the criteria.

this benchmark task as the final goal to integrate both object detection and room layout estimation to obtain a total scene understanding, recognizing and localizing all the objects and the room structure.

We evaluate the result by comparing the ground truth objects and the predicted objects. To match the prediction with ground truth, we compute the IoU between all pairs of predicted boxes and ground truth boxes, and we sort the IoU scores in a descending order. We choose each available pair with the largest IoU and mark the two boxes as unavailable. We repeat this process until the IoU is lower than a threshold $\tau$ ($\tau = 0.25$ in this case). For each matched pair between ground truth and prediction, we compare their object label in order to know whether it is a correct prediction or not. Let $|G|$ be the number of ground truth boxes, $|P|$ be the number of prediction boxes, $|M|$ be the number of matched pairs with IoU $> \tau$, and $|C|$ be the number of matched pairs with a correct label. We evaluate the algorithms by computing three numbers: $R_r = |C| / |G|$ to measure the recall of recognition for both semantics and geometry, $R_g = |M| / |G|$ to measure the geometric prediction recall, and $P_g = |M| / |P|$ to measure the geometric prediction precision. We also evaluate the free space by using a similar scheme as for room layout: counting the visible 3D voxels for the free space, i.e. inside the room polygon but outside any object
We use RGB-D RCNN and Sliding Shapes for object detection and combine them with Manhattan Box for room layout estimation. We do non-maximum suppression across object categories. For RGB-D RCNN, we estimate the 3D bounding boxes of objects from the 2D detection results. To get the 3D box we first project the points inside the 2D window to 3D. Along each major direction of the room we build a histogram of the point count. Starting from the median of the histogram, we set the box boundary at the first discontinuous location. We also set a threshold of detection confidence and maximum number of objects in a room to further reduce the number of detections. With the objects and room layout in hand we propose four simple ways to integrate them: (1) directly combines them; (2) remove the object detections that fall outside the estimated room layout; (3) adjust room to encompass 90% the objects; (4) adjust the room according to the majority of objects and remove the out-of-room objects. Figure 5.11 and Table 5.3 show the results.
Table 5.3: Evaluation of total scene understanding. With the objects detection result from Sliding Shape and RCNN and Manhattan Box for room layout estimation, we evaluate four ways to integrate object detection and room layout: (1) directly combine (2) constrain the object using the room. (3) adjust room base on the objects (4) adjust the room and objects together.

Cross sensor Because real data likely come from different sensors, it is essential that an algorithm can generalize across them. Similar to dataset bias [170], we study sensor bias for different RGB-D sensors. We conduct an experiment to train a DPM object detector using data captured by one sensor and test on data captured by another to evaluate the cross-sensor generality. To separate out the dataset biases, we do this experiment on a subset of our data, where an Xtion and a Kinect v2 are mounted on a rig with large overlapping views of the same places. From the result in Table 5.4, we can see that sensor bias does exist. Both color and depth based algorithms exhibit some performance drop. We hope this benchmark can stimulate the development of RGB-D algorithms with better sensor generalization ability.

Table 5.4: Cross-sensor bias.

5.2 Synthetic 3D Scene Dataset: SUNCG

While the real-world 3D scene datasets like SUNRGB-D are useful for training and validating algorithm, the high cost of the real-world data collection still limits the
scale of the data that we can obtain. Moreover, current datasets lack pixel level accuracy due to sensor noise or labeling error (Fig. 5.12).

This has led to utilizing synthetic 3D data for training our data-driven 3D scene understanding model. We introduced SUNCG, a large-scale synthetic 3D scene dataset with more than 45622 indoor environments designed by people. All the 3D scenes are composed of individually labeled 3D object meshes. Using such realistic indoor 3D environments enable us to create 2D images for training data-driven models. This dataset provides the following unique properties that open up new research opportunities:

- Realistic context settings that enable us to study contextual information beyond a single object.

- Complete 3D environment, which enables us to study problem like scene completion that predicts information beyond the visible 3D surfaces.

- Full control over the 3D scenes, which enables us to systematically manipulate objects or the lighting condition in the scene to generate more variety of data.

- Full control of camera viewpoints, which is not limited to the camera viewpoints during data capture.

- Precise and accurate label. Since we have access to the source 3D models, we can generate dense per-pixel or per-voxel labeled training data with little cost.

Because of these unique properties, dataset can support a wide range of applications that includes not only traditional computer vision tasks but also new tasks that were not possible before.
Figure 5.12: Real data (top) vs. synthetic data (bottom). For the real data, note the noise in normal map and the diminishing accuracy at object boundaries in the semantic labels.

5.2.1 Related Work

Using synthetic data to increase the data density and diversity for deep neural network training has shown promising results. To date, synthetic data have been utilized to generate training data for predicting object pose [165, 117, 46], optical flow [24], semantic segmentation [53, 55, 194, 131], and investigating object features [5, 78].

Su et al. [165] used individual objects rendered in front of arbitrary backgrounds with prescribed angles relative to the camera to generate data for learning to predict object pose. Similarly, Dosovitskiy et al. [24] used individual objects rendered with arbitrary motion to generate synthetic motion data for learning to predict optical flow. Both works used unrealistic OpenGL rendering with fixed lights, where physically based effects such as shadows, reflections were not taken into account. Movshovitz et al. [117] used environment map lighting and showed that it benefits pose estimation. However, since individual objects are rendered in front of arbitrary 2D backgrounds, the data generated for these approaches lack correct 3D illumination effects due to their surroundings such as shadows and reflections from nearby objects.
with different materials. Moreover, they also lack a realistic context for the object under consideration.

Handa et al. [53, 55] introduced a laboriously created 3D scene dataset and demonstrated the usage of semantic segmentation training. However, their data consisted of rooms on the order of tens, which has significantly limited variation in context compared to our dataset with 45K realistic house layouts. Moreover, their dataset has no RGB images due to lack of colors and surface materials in their scene descriptions, hence they were only able to generate depth channels. Zhang et al. [194] proposed to replace objects in depth images with 3D models from ShapeNet [21]. However, there is no guarantee whether replacements will be oriented correctly with respect to surrounding objects or be stylistically in context. In contrast, we take advantage of a large repository of indoor scenes created by human, which guarantees the data diversity, quality, and contextual relevance.

Xiang et al. [181] introduced a 3D object-2D image database, where 3D objects are manually aligned to 2D images. The image provides context, however, the 3D data contains only the object without room structures, it is not possible to extract per-pixel ground truth for the full scene. The dataset is also limited by the number of images provided (90K). In contrast, we can provide as many (rendered image, per-pixel ground truth) pairs as one wants.

Recently, Richter et al. [131] demonstrated collecting synthetic data from a realistic game engine by intercepting the communication between game and the graphics hardware. They showed that the data collected can be used for semantic segmentation task. Their method ensures as much context as there is in the game (Although it is limited to only outdoor context, similar to the SYNTHIA [134] dataset). However they largely reduced the human labor in annotation by tracing geometric entities across frames, the ground truth (i.e. per-pixel semantic label) collection process is not completely automated and error-prone due to the human interaction: even though
they track geometry through frames and propagate most of the labels, a person needs to label new objects emerging in the recorded synthetic video. Moreover, it is not trivial to alter camera view, light positions, and intensity, or rendering method due to lack of access to low-level constructs in the scene. On the other hand, our data and label generation process is automated, and we have full control over how the scene is lit and rendered.

Moreover, most of the work only use rendered image pairs of the dataset as training data, while the 3D aspect of such data has not been fully utilized.

5.2.2 Dataset Construction

Our SUNCG dataset contains 45,622 different scenes with realistic room and furniture layouts that are manually created through the Planner5D platform [126]. Planner5D is an online interior design interface that allows users to create multi-floor room layouts, add furniture from an object library, and arrange them in the rooms. After removing duplicated and empty scenes, we ensured the quality of the data with a pure Mechanical Turk cleaning task. During the task, we showed a set of top view renderings of each floor and asked workers to vote whether this is a valid apartment floor. We collected three votes for each floor and consider a floor valid when it has at least two positive votes. In the end, we have 49,884 valid floors, containing 404,058 rooms and 5,697,217 object instances from 2644 unique object meshes covering 84 categories. We manually labeled all the objects in the library to assign category labels. Figure 3.6 shows example scenes from the resulting SUNCG dataset.

5.2.3 SUNCG Dataset Statistics

In this section, we present several statistics related to our SUNCG dataset. We start by providing the basic statistics of scene structure and physical size for 3D scenes in
our dataset and then move on to talk about higher-level statistics regarding object categories, room types, and object-room relationships.

**Scene Structure Statistics**  Figure 5.13 illustrates the distribution of the number of rooms and number of floors per scene in the SUNCG dataset. The 3D scenes in our dataset range from single room studio to multi-floor houses. The average and the median number of rooms per-house was found to be 8.9 and 7 respectively. The average and the median number of floors per-house was found to be 1.3 and 1 respectively.

![Figure 5.13: Scene structure statistics. Distribution of number of rooms and number of floors in our SUNCG dataset. Our dataset contains a large variety of 3D indoor scenes such as small studios, multi-room apartments, and multi-floor houses.](image)

**Physical Size Statistics**  All object meshes and 3D scenes in the SUNCG dataset are measured in real-world spatial dimensions (units are in meters). Figure 5.14 shows statistics related to physical size over three levels: rooms, floors, and houses.

**Room Type Statistics**  Figure 5.15 shows the room type distribution and several example rooms per type from our dataset. In total, we have 24 room types that
Figure 5.14: **Distribution of physical sizes** (in meters$^2$) per room, floor, and house of the SUNCG dataset.

are labeled by the user during creation. These labels include: living room, kitchen, bedroom, child room, dining room, bathroom, toilet, hall, hallway, office, guest room, wardrobe, room, lobby, storage, boiler room, balcony, loggia, terrace, entryway, passenger elevator, freight elevator, aeration, and garage. The four most common room types in our dataset are the bedroom, living room, kitchen and toilet, which agrees with the distribution in real-world living spaces.

Figure 5.15: **Distribution of different room types** in the SUNCG dataset (left), and examples of rooms per room type (right).

**Object Category Statistics** Figure 5.16 shows overall object category occurrence in the SUNCG dataset. Object models from the object library contain a diverse set of common furniture and objects for common living spaces. Furthermore, during the creation of the 3D scenes, users have the flexibility to reshape, resize, and re-apply...
texture to objects to better fit the room style, which further improves the dataset diversity.

![Figure 5.16: Distribution of object categories in the SUNCG dataset.](image)

We have 84 object categories in total. Here we show the top 50 object categories with highest number of occurrences in our dataset.

**Object-Room Relationships**  With complete object and room type annotations, we can further study the object-room relationships in our dataset. Figure 5.17 (a) shows the distribution of the objects per room. Figure 5.17 (b) shows the distribution of object categories conditioned on different room types. On average there are more than 14 objects in each room. The occurrence and arrangements of these objects in rooms provide rich contextual information that we can learn from.

### 5.2.4 Tasks Supported by SUNCG

Because of the richness of the dataset, SUNCG has been used for a wide range of applications that includes not only traditional computer vision tasks but also new tasks which was not possible before. The rest of this section discusses some example tasks that are supported and enabled by SUNCG dataset, ranging from computer vision and computer graphics to robotics.

**Computer Vision Tasks.** In computer vision, SUNCG has been used for generating image data and their per-pixel ground truth annotation though rendering. For example, studies have used SUNCG to train models for normal prediction, semantic
Figure 5.17: **Object-Room Relationship.** On the left we show the distribution of number of objects in each room. On average there are more than 14 objects in each room. On the right, we show the object category distribution conditioned on different room type. Size of the square shows the frequency of a given object category appears in the certain room type. The frequency is normalized for each object category. As expected, object occurrences are tightly correlated with the room type. For example, kitchen counters have a very high chance to appear in kitchen, while chairs appear frequently in many room types.

segmentation and object edge detection [196, 125]. Beyond traditional computer vision task, SUNCG also enables new tasks such as semantic scene completion [157, 22] (Chapter 3) by generating per-voxel ground truth and semantic-structure view extrapolation (Chapter 4) by generating full-view panorama of the environment, and 3D scene parsing [171] by providing the complete 3D scene information on the object’s shape, pose and scene layout.

SUNCG can also be used to study problems in the intersection of computer vision and natural language processing. For example, Abhishek et al. [23] used SUNCG to train an embodied for the task of visual question answering, and Anderson et al. [4] used it to learn visually-grounded navigation instructions.

**Computer Graphics Tasks.** In computer graphics, the vast variety of realistic indoor environment configuration provided by SUNCG naturally served as a useful data source for the task of indoor scene synthesis. For example, Jian et al. [128] used SUNCG to learn a human-centric stochastic grammar for 3D scene generation. On the
other hand, Wang et al. [175] proposed to use SUNCG to learn Deep convolutional priors for indoor scene synthesis. Similarly, Zhang et al. [198] learned a hybrid representation from SUNCG for scene generation.

**Robotics Tasks.** Apart from providing training data for image understanding and scene synthesis, SUNCG can also be used as simulation environments for training robotics task, such as navigation, object interaction, and high-level task planning. The popular simulation environments that uses SUNCG dataset includes, MINOS simulator [139], HOME simulator [18], and House3D simulator [179]. The realistic, complex and diverse scene configurations provided by SUNCG make it easier for the robotic agent to learn from different complex scenarios and adapt to real-world settings.

### 5.3 Summary

In this chapter, we introduced a real-world RGB-D dataset SUN RGB-D and a synthetic 3D scene dataset SUNCG. Apart from constructing these large-scale datasets, we also propose a set of 3D metrics and evaluate algorithms for all major tasks towards total 3D scene understanding. Beyond computer vision, these datasets have also been widely used as training data and simulation environments for robotics applications such as manipulation, navigation, and reinforcement learning. We hope that our benchmarks will help enable progress for data-driven 3D scene understanding in the coming years.
Chapter 6

Future Directions

Most computer vision algorithms are built to enable intelligent systems to understand the physical world. Yet, these algorithms continue to assume the system’s role to be that of a passive observer - without the ability to interact with its environment. This assumption becomes a fundamental limitation for applications in robotics, where systems are intrinsically built to actively engage with the environment that it perceives.

The future research direction will include developing a new class of self-improving perception algorithms built on 3D amodal scene representations that not only enable the active exploration, but also make use of the interactions to achieve better perception. In the following section, we will discuss several possible future directions that are worth exploring in the field of data-driven 3D scene understanding.

Learning Interaction Strategies to Facilitate 3D Scene Understanding. Methods of active perception should expand beyond isolating objects from clutter to improve recognition, and next-best-view techniques \[180\] (e.g. selecting the next best viewing angle that best reduces recognition uncertainty). Inspired by the extent of humans’ abilities that actively explore environments to retrieve information (i.e. flipping over a book to see its title), it is interesting to investigate how learning can be used to endow intelligent systems with the ability to autonomously acquire more
complex behaviors in order to facilitate the perception task. Rather than heuristically instructing the system which strategy to use (e.g. our ARC approach), the robot should be able to autonomously select its own strategy when it deems possible and necessary. Interaction strategies might include: controlling the system’s own lighting to reduce recognition ambiguity, intelligently manipulating a pile of objects to determine the identities of occluded objects underneath, and autonomously navigating through complex and unstable environments to improve the mapping of obscured regions. This research ties closely with applications that involve complex and uncommon scenarios such as emergency response robotics, which may require the system to determine its own strategies on the spot without any pre-defined instructions from an operator.

**Leveraging Interactions to Optimize 3D Scene Data Collection.** Apart from using interaction strategies to facilitate perception during test time, it is also possible to leverage interactions for collecting massive amounts of training data for perception. In 3DMatch [19], I make use of large-scale unlabeled video motion data to self-supervise the training of a powerful geometric descriptor. To take this idea one step further, instead of just using a simple mobile robot to wander around while collecting data, I plan to develop algorithms that leverage precise movement and manipulation in order to collect the most effective training data.

More specifically, given a task, an existing training dataset, and a machine learning model, the system’s goal should be to autonomously collect new training images of the environment that can “best benefit” the learning algorithm. This process may involve exploring and capturing images of the scene from unfamiliar perspectives, collecting more data for uncommon scenarios (e.g. under rainy or snowy weather for outdoor applications), or interacting with the scene (e.g. opening/closing the curtains, turning on/off the TV) to create variations of the scene that can improve the robustness of
the learning-based algorithms. I believe this interactive learning schema is especially important for the robustness of data-driven perception systems operating in diverse real-world environments, where no single dataset can cover all aspects of the scene.

**Building Persistent 3D Scene Representations Across Time and Devices.**

As the number of smart devices, vehicles, and robots equipped with 3D scanners increases exponentially, it is important to explore how these systems could collectively contribute to a shared, persistent, and consistent 3D scene representation of the world that continually updates over time. With this representation, an agent making repeat visits to the same environment can leverage information about the static parts of scene learned from previous visits and focus on understanding the dynamic parts of the scene; likewise a mobile agent could optimize its own navigation routes by accounting for the information observed from separate cameras embedded in the environment.

As an initial step in this direction, in “Robot in a room” [159] I built a system featuring a mobile household robot in a single agent scenario. The system effectively tracks the changes that occur over time in a scene even without direct observation of the changes as they occur. The system then leverages the tracking to efficiently re-localize itself in the dynamic environment. Moving forward, it will be interesting to expand this idea into a distributed multi-agent system, where all agents collectively contribute to a global understanding of 3D scenes via updates over time. These updates can be efficiently aggregated into a unified 3D amodal representation, which can be easily shared and utilized by all agents for complex tasks. As part of this direction, one of the possible long term goals is to enable a world-scale RGB-Depth device networks (e.g. robots, wearable devices, smart phones) to distributively capture data, understand their environments, and contribute their learned models to a global persistent 3D scene representation, to collectively improve their perceptual understanding of the world as a whole.
Chapter 7

Conclusion

The goal of this dissertation is to build computer systems that can see and understand our physical world in a way that they are able to safely interact with this world and assist us in our daily lives. We believe that this requires machines to understand the complete 3D scenes around them, including the 3D geometry, semantics, and contextual information, which is a task far beyond just labeling 2D pixels.

This dissertation work demonstrates that leveraging these 3D representations in data-driven models not only significantly outperforms analogous algorithms using image representations, but also paves the way for new scene understanding tasks (e.g. 3D scene completion) that have previously been considered ill-posed given only 2D representations.

Moving forward, I think it is also important to rethink the role of computer vision systems. Rather than treating them as passive observers, we should consider them as active explorers of our 3D world, and make use of this to improve their understanding of the environment continuously. By reconnecting interaction with perception, we will be able to create more powerful and intelligent AI systems.
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