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Abstract

The rapidly growing size of data and the complexity of analytics present new challenges

for large-scale data analytics systems. Modern distributed computing frameworks need to

support not only embarrassingly parallelizable batch jobs, but also advanced applications

analyzing text and multimedia data using complex queries and machine learning (ML)

models. Given the computation and storage costs of advanced data analytics, resource man-

agement is crucial. New applications and workloads expose vastly different characteristics

which make traditional scheduling systems inadequate, and at the same time offer great

opportunities that lead to new system designs for better performance.

In this thesis, we present resource management systems that significantly improve cloud

resource efficiency by leveraging the specific characteristics of advanced data analytics

applications. We present the design and implementation of the following systems:

(i) VideoStorm: a video analytics system that scales to process thousands of vision

queries on live video streams over large clusters. VideoStorm’s offline profiler generates

resource-quality profiles for vision queries, and its online scheduler allocates resources to

maximize performance in terms of vision processing quality and lag.

(ii) SLAQ: a cluster scheduling system for approximate ML training jobs that aims to

maximize the overall model quality. In iterative and exploratory training settings, better

models can be obtained faster by directing resources to jobs with the most potential for

improvement. SLAQ allocates resources to maximize the cluster-wide quality improvement

based on highly-tailored model quality predictions.

(iii) Riffle: an optimized shuffle service for big-data analytics frameworks that signifi-

cantly improves I/O efficiency. The all-to-all data transfer (i.e., shuffle) in modern big-data

systems (such as Spark and Hadoop) becomes the scaling bottleneck for multi-stage an-

alytics jobs, due to the superlinear increase in disk I/O operations as data volume grows.

Riffle boosts system performance by merging fragmented intermediate files and efficiently

scheduling the merge operations.
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Taken together, this thesis demonstrates a novel set of methods in both job-level and

task-level scheduling for building scalable, highly-efficient, and cost-effective resource man-

agement systems. We have performed extensive evaluation with real production workloads,

and our results show significant improvement in resource efficiency, job completion time,

and system throughput for advanced data analytics.
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Chapter 1

Introduction

1.1 Advanced Data Analytics Systems

Advanced data analytics is a broad category of queries that can help human discover inter-

pretable patterns, understand causal relationships, and make informed decisions in practical

problems by analyzing a large amount of data. Compared to simple data analytics which

only involves easily parallelizable operators on partitions of data, advanced data analytics

queries have broader capability and better expressiveness. These queries are becoming

increasingly important to gain deep insights and drive operational improvements based

on sophisticated processing logic on massive amounts of data, which in turn present new

efficiency, scalability, and reliability challenges to underlying systems.

From structured data to multimodal data. The development of data acquisition, stor-

age, and retrieval techniques brings a revolutionary transformation to data analytics systems.

The focus of big-data research has expanded from structured or semi-structured data of text

and numerical types, to unstructured multimodal data such as still images, audios, videos,

and interconnected corpus with links and click behaviors. Video processing, among others,

has a wide variety of commercial and security applications. Security cameras in buildings

are deployed for surveillance and business intelligence (i.e., identifying people and their
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actions), while cameras deployed at street intersections are used for traffic control (e.g.,

counting car volumes) and crime prevention.

Computer vision researchers and developers offer a wide variety of vision analytics

modules focusing on different types of video processing tasks. Modules exist for purposes of

security (e.g., motion detection, loitering, unattended luggage), traffic management (license

plate recognition, parking violations), city planning (counting cars, bicycles, jay walking),

or retail management (recognizing and monitoring customers in a store). These applications

are drawing a growing interest from both academic research and commercial companies to

design new systems [102, 116, 195, 198].

From handcrafted expert systems to machine learning models. Handcrafted expert

systems encode enormous human knowledge to handle particular problems by mimicking

the way that human experts think and solve them [57]. However, constructing such models

typically requires strong expertise in domain specific knowledge and mathematics, and diffi-

cult to evolve as the accuracy requirement and model complexity continue to grow. Machine

learning (ML) becomes an increasingly important tool for large-scale data analytics; it has

been successfully deployed for online search, marketing, healthcare, machine translation,

and information security.

Compared to expert systems, ML training is computationally expensive and usually

requires multiple passes over the entire datasets. The model performance depends on the

entire training stack including model structures, optimization algorithms, software architec-

ture of the training frameworks, and computing hardwares. It is challenging to efficiently

manage system resources and facilitate time-sensitive ML training on large datasets.

From simple queries to multi-stage computation jobs. Large-scale batch analytics

queries are prevalently used in large companies holding and constantly generating big data.

Distributed data analytics engines, such as Spark [191], MapReduce [81], and Dryad [105],
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are widely used for executing SQL queries and user-defined functions (UDFs), performing

graph analytics [89], and preprocessing and postprocessing datasets in ML jobs.

Based on the business requirements, data processing pipelines are often expressed as a

combination of multiple relational queries and complex procedural algorithms [51]. Accord-

ingly, the big-data frameworks need to perform multiple stages of filtering, transformation,

joining, and repartitioning the datasets during the job execution. Multi-stage operations

trigger the datasets to be frequently exchanged between distributed machines, which incur

huge network and storage I/O overhead and, without close attention, significantly impair

the scalability and performance.

1.2 Challenges for Existing Big-Data Platforms

The challenge in analyzing massive data using advanced queries arises from the fact that

the volume and complexity of data processing grow much faster than hardware speed and

capacity improvements. We focus on the data and complexity challenge in the context of

limited hardware resources in clusters.

The data challenge. Video cameras constantly generate large volume of data, and some-

times require the data to be processed almost in real time. It has been reported that major

cities all around the world have millions of cameras deployed [55, 99].

Datasets used for training ML models are also growing. The Netflix movie rating

dataset [28] includes more than 100 million user ratings of 17,000 movies, and the Ima-

geNet dataset [82] includes over 14 million images of thousands of categories. In the deep

learning era, we are likely to see more of such datasets to become available.

As for batch processing, the Spark deployment at Facebook processes tens of PBs of

data per day. One single job processing a key dataset analyzes hundreds of TBs of newly

generated data per day. The data volume is typically more than 10 times larger than the

available memory, which makes it impossible to cache the entire dataset inside memory.
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The complexity challenge. Video analytics, due to highly complicated processing logic,

can have extremely high resource demands. Tracking objects in video is a core primitive

for many scenarios, but the best tracker [145] in the VOT Challenge 2015 [121] processes

only 1 frame per second on an 8-core machine. Some of the most accurate Deep Neural

Networks for object recognition, another core primitive, require 30GFlops to process a

single frame per second [165].

For ML workloads, a training job typically takes more than one thousand of steps for the

model to converge. Moreover, ML training is not a one-time effort. ML practitioners need

to repeatedly train the same model to explore and find the best feature set, hyperparameter

configurations, and model structures; it has been reported that people need to explore up to

thousands of hyperparameter combinations to get the best model [134].

Executing multi-stage batch processing queries also involve high resource demand. For

example, more than 50% of the production jobs at Facebook are multi-stage jobs that require

multiple passes on the data. While one can tune the resource allocation and execution plan

to get the best performance of a job, this solution is untenable for thousands of jobs at

Facebook. Each job has different characteristics (e.g., distribution and skew of data) which

also change over time depending on outside factors such as Facebook user behavior, so it is

not possible to find the optimal plans without tedious experimentation.

Limited cluster resources. Despite the growing resource demands for advanced data

analytics, the underlying hardware and cloud resources, unfortunately, can no longer get

fast or cheap quickly enough after the end of Moore’s Law [173]. The slowdown in the

increase of integration density and clock frequency makes it more difficult to meet the

various requirements of data analytics applications—they cannot reckon that performance

gains come effortlessly from new-generation hardware. Advanced data analytics jobs at

large scale urge the efficient allocation of cloud resources for performance and scalability.
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Figure 1.1: Hierarchical resource management system.

1.3 Overview of Resource Management

Resource management systems are widely used for the coordination and execution of con-

current job contending for shared resources in datacenters. Each cluster machine is typi-

cally sliced into smaller executors (virtual machines or containers) for efficient resource

multiplexing (i.e., hosting tasks from multiple concurrent jobs) and failure isolation. Re-

sources of distributed computing frameworks are typically managed by hierarchical sched-

ulers [19, 20, 59, 103].

In general, the resource manager can be organized in a two-layer architecture, as shown

in Figure 1.1. The job-level scheduler is in charge of allocating resources between multiple

concurrent jobs, For example, fair schedulers [3,59,65,79,87,91,100,181] are widely used

as job-level resource managers for big-data frameworks. They take resource demands from

individual jobs, and mostly allocate resources based on fairness. Extending the functionality

of fair allocation, cluster schedulers nowadays also support a rich set of scheduling policies

such as reservation, deadline, and priority [79, 84, 114].

The task-level scheduler, on the other hand, decides how to assign tasks on multiple task

executors for each job. Task is the basic executing unit to schedule and launch inside a job.
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For example, a task in the context of batch processing is an instance of several operations

processing one partition of the dataset; task in stream processing is commonly dealing

with data items arrived in a specific time window. Key to designing an efficient task-level

scheduler for big-data frameworks is to generate an intelligent execution plan of dividing a

job into tasks, and to dispatch a large amount of tasks on multiple executors.

With the data and complexity challenges presented by advanced data analytics, resource

management is crucial. We observe that it is essential for the cluster schedulers to under-

stand the specific characteristics and core requirements from various advanced applications

in order to achieve better efficiency and cost-effectiveness of resources, as well as high

performance of applications.

Traditional cluster schedulers treat individual tasks as black boxes, and thus schedule

resources according to general policies and strategies, including fairness (max-min fairness,

dominant resource fairness), priorities, and deadlines. Being agnostic to workload specific

characteristics, the general-purpose job schedulers fall short to meet various requirements

of these applications, and the general-purpose task schedulers cannot achieve the most

efficient resource allocation when executing jobs.

In fact, advanced data analytics expose new opportunities to optimize scheduling deci-

sions. Our key insight is that by leveraging application-specific features, we can optimize

resource scheduling decisions and achieve better performance for advanced data analytics.

In this thesis, we present the design of resource management systems for three scenarios

in advanced data analytics applications which significantly improve resource efficiency and

system performance.

• We observe that vision analytics workloads expose a unique quality-delay-resource

trade-off, and our system, VideoStorm, takes advantage of this trade-off to jointly

optimize processing quality and lag with multiple concurrent queries.
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• ML training is typically an iterative process with diminishing returns. We designed

SLAQ, a quality-driven scheduler to optimize the cluster-wide performance of dis-

tributed ML jobs on shared resources.

• We identify that the scaling bottleneck of multi-stage batch processing jobs is the

fragmented I/O requests during shuffle operations. We built Riffle to optimize the

shuffle service for efficient task execution that scales to process petabytes of data.

1.4 Contributions

VideoStorm [195] is a video analytics system that scales to processing thousands of

live video streams over large clusters. The system leverages important features of video

analytics queries, namely the resource-quality trade-off with multi-dimensional configura-

tions, and the variety in quality and lag goals. At its core, VideoStorm contains an offline

profiler that efficiently generates the query’s resource-quality profile for its different knob

configurations, and an online scheduler jointly maximizes the quality and minimizes the lag

of streaming video queries. In doing so, it uses the generated profiles, and lag and quality

goals. It allocates resources to each query and picks its configuration (knob values) based

on the allocation. We evaluated VideoStorm using real video analytics queries over video

datasets from operational traffic cameras from cities we partnered with. The VideoStorm

scheduler outperforms fair scheduling of resources by as much as 80% in quality of queries

and 7× in terms of lag.

SLAQ [197] is a cluster scheduling system for ML training jobs that aims to maximize

the overall job quality. SLAQ dynamically allocates resources based on job resource de-

mands, intermediate model quality, and the system’s workload. The intuition behind SLAQ

is that in the context of approximate ML training, more resources should be allocated to jobs

that have the most potential for quality improvement. SLAQ leverages the fact that most ML

training algorithms are implemented as an iterative optimization process. By continually
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monitoring the history of quality improvement and runtime, SLAQ generates highly-tailored

and accurate quality predictions for future training iterations. SLAQ estimates the impact

of resource allocation on model quality, and explores the quality-runtime trade-offs across

multiple jobs. Based on this information, SLAQ adjusts their resource allocations of all

running jobs to best utilize the limited cluster resources. The SLAQ scheduler is designed to

be dynamic and fine-grained, so that resource allocations can adapt quickly to jobs’ quality

and the system’s workload changes. We evaluate various distinct ML training algorithms on

datasets collected from various online sources. We found that SLAQ improves the average

quality by up to 73% and reduces the average delay by up to 44% compared to fair resource

scheduling.

Riffle [196] is an optimized shuffle service for big-data analytics frameworks that sig-

nificantly improves I/O efficiency and scales to processing PB-level data. Riffle boosts

shuffle performance and improves resource efficiency by converting large amounts of small,

random shuffle I/O requests into much fewer large, sequential I/O requests. At its core,

Riffle consists of a centralized scheduler that keeps track of intermediate shuffle files and

dynamically coordinates merge operations, and a shuffle merge service which runs on each

physical cluster node and efficiently merges the small files into larger ones with little re-

source overhead. Riffle has to be efficient in handling shuffle files without using much

computation or storage resources, is easy to configure to best fit different storage systems

and hardware, and is robust and efficient when handling merge operation failures. We run

experiments of Riffle on a representative mix of Facebook’s production jobs processing

100s of TB of data: Riffle reduces disk I/O requests by up to 10x and the end-to-end job

completion time by up to 40%.

Practical deployment of systems. We further demonstrate the applicability and reliability

of our approaches by the experience of deploying them in real-world systems. VideoStorm

is used as the core scheduling module for Microsoft’s live video analytics platform, which is
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currently deployed and running in the traffic departments of Bellevue, WA and Cambridge,

U.K. processing live streams from thousands of operational traffic cameras. The Riffle-

enabled Spark is fully deployed in the disaggregated clusters at Facebook. It is constantly

processing data analytics jobs daily on tens of petabytes of newly generated data per day.

Our experience running Riffle shows significant performance improvement on production

jobs in Facebook’s datacenters with hundreds of physical machines.
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Chapter 2

VideoStorm: Live Video Analytics with

Approximation and Delay Tolerance

Video cameras are pervasive; major cities worldwide like New York City, London, and

Beijing have millions of cameras deployed [55, 99]. Cameras are installed in buildings

for surveillance and business intelligence, while those deployed on streets are for traffic

control and crime prevention. Key to achieving the potential of these cameras is effectively

analyzing the live video streams.

Organizations that deploy these cameras—cities or police departments—operate large

clusters to analyze the video streams [12, 17]. Sufficient bandwidth is provisioned (fiber

drops or cellular) between the cameras and the cluster to ingest video streams. Some

analytics need to run for long periods (e.g., counting cars to control traffic light durations)

while others for short bursts of time (e.g., reading the license plates for AMBER Alerts1).

Video analytics can have very high resource demands. Tracking objects in video is a core

primitive for many scenarios, but the best tracker [145] in the VOT Challenge 2015 [121]

processes only 1 frame per second on an 8-core machine. Some of the most accurate Deep

Neural Networks for object recognition, another core primitive, require 30GFlops to process

1AMBER Alerts are raised in U.S. cities to identify child abductors
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a single frame [165]. Due to the high processing costs and high data-rates of video streams,

resource management of video analytics queries is crucial. We highlight two properties of

video analytics queries relevant to resource management.

Resource-quality trade-off with multi-dimensional configurations. Vision algorithms

typically contain various parameters, or knobs. Examples of knobs are video resolution,

frame rate, and internal algorithmic parameters, such as the size of the sliding window

to search for objects in object detectors. A combination of the knob values is a query

configuration. The configuration space grows exponentially with the number of knobs.

Resource demand can be reduced by changing configurations (e.g., changing the resolution

and sliding window size) but they typically also lower the output quality.

Variety in quality and lag goals. While many queries require producing results in real-

time, others can tolerate lag of even many minutes. This allows for temporarily reallocating

some resources from the lag-tolerant queries during interim shortage of resources. Such

shortage happens due to a burst of new video queries or “spikes” in resource usage of

existing queries (for example, due to an increase in number of cars to track on the road).

Indeed, video analytics queries have a wide variety of quality and lag goals. A query

counting cars to control the traffic lights can work with moderate quality (approximate car

counts) but will need them with low lag. License plate readers at toll routes [36, 38], on

the other hand, require high quality (accuracy) but can tolerate lag of even many minutes

because the billing can be delayed. However, license plate readers when used for AMBER

Alerts require high quality results without lag.

Scheduling large number of streaming video queries with diverse quality and lag goals,

each with many configurations, is computationally complex. Production systems for stream

processing like Storm [9], StreamScope [131], Flink [1], Trill [71], and Spark Stream-

ing [192] allocate resources among multiple queries only based on resource fairness [19,

20, 59, 88, 108] common to cluster managers like Yarn [3] and Mesos [100]. While simple,
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being agnostic to the quality and lag of queries makes fair sharing far from ideal for video

stream analytics.

We present VideoStorm, a video analytics system that scales to processing thousands

of live video streams over large clusters. Users submit video analytics queries containing

many transforms that perform vision signal processing on the frames of the incoming video.

At its core, VideoStorm contains a scheduler that efficiently generates the query’s resource-

quality profile for its different knob configurations, and then jointly maximizes the quality

and minimizes the lag of streaming video queries. In doing so, it uses the generated profiles,

and lag and quality goals. It allocates resources to each query and picks its configuration

(knob values) based on the allocation.

Challenges and Solution. The major technical challenges for designing VideoStorm can

be summarized as follows: (i) There are no analytical models for resource demand and

quality for a query configuration, and the large number of configurations makes it expensive

to even estimate the resource-quality profile. (ii) Expressing quality and lag goals of indi-

vidual queries and across all queries in a cluster is non-trivial. (iii) Deciding allocations

and configurations is a computationally hard problem exponential in the number of queries

and knobs.

To deal with the multitude of knobs in video queries, we split our solution into offline

(or profiling) and online phases. In the offline phase, we use an efficient profiler to get

the resource-quality profile of queries without exploring the entire combinatorial space of

configurations. Using greedy search and domain-specific sampling, we identify a handful

of knob configurations on the Pareto boundary of the profile. The scheduler in the online

phase, thus, has to consider only these configurations.

We encode quality and lag goals of a query in a utility function. Utility is a weighted

combination of the achieved quality and lag, with penalties for violating the goals. Penalties

allow for expressing priorities between queries. Given utilities of multiple queries, we
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schedule for two natural objectives—maximize the minimum utility, or maximize the total

utility. The former achieves fairness (max-min) while the latter targets performance.

Finally, in the online phase, we model the scheduling problem using the Model-

Predictive Control [142] to predict the future query lag over a short time horizon, and

use this predicted lag in the utility function. The scheduler considers the resource-quality

profile of queries during allocation, and allows for lagging queries to “catch up.” It also

deals with inevitable inaccuracies in resource usages in the resource-quality profiles.

While we focus VideoStorm on video analytics using computer vision algorithms, ap-

proximation and lag are aspects that are fundamental to all machine learning algorithms. To

that end, the techniques in our system are broadly applicable to all stream analytics systems

that employ machine learning techniques.

Contributions. Our contributions are as follows:

1. We designed and built a system for large-scale analytics of live video that allows

users to submit queries with arbitrary vision processors.

2. We efficiently identify the resource-quality profile of video queries without exhaus-

tively exploring the combinatorial space of knob configurations.

3. We designed an efficient scheduler for video queries that considers their resource-

quality profile and lag tolerance, and trades off between them.

We considered streaming databases with approximation [42, 73, 144] as a starting point

for our solution. However, they only consider the sampling rate of data streams and used

established analytical models [77] to calculate the quality and resource demand. In contrast,

vision queries are more complex black-boxes with many more knobs, and do not have

known analytical models. Moreover, they optimize only one query at a time, while our

focus is on scheduling multiple concurrent queries.

Deployment on 101 machines in Azure show that VideoStorm’s scheduler allocates

resources in hundreds of milliseconds even with thousands of queries. We evaluated using
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Figure 2.1: VideoStorm system architecture.

real video analytics queries over video datasets from live traffic cameras from several large

cities. Our offline profiling consumes 3.5× less CPU resources compared to a basic greedy

search. The online VideoStorm scheduler outperforms fair scheduling of resources [3, 65,

100] by as much as 80% in quality of queries and 7× in terms of lag.

2.1 System Description

In this section, we describe the high-level architecture of VideoStorm and the specifications

for video queries.

2.1.1 VideoStorm Architecture

The VideoStorm cluster consists of a centralized manager and a set of worker machines

that execute queries, see Figure 2.1. Every query is a DAG of transforms on live video that

is continuously streamed to the cluster; each transform processes a time-ordered stream of

messages (e.g., video frames) and passes its outputs downstream.

Figure 2.1 shows two example queries. One query runs across two machines; after

decoding the video and subtracting the background, it sends the detected objects to another

machine for tracking and classification. The other query for detecting license plates runs
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1 "name": "LicensePlate",

2 "transforms": [

3 {"id": "0",

4 "class_name": "Decoder",

5 "parameters": {

6 "CameraIP": "134.53.8.8",

7 "CameraPort": 8100,

8 "@OutputResolution": "720P",

9 "@SamplingRate": 0.75 }

10 },

11 {"id": "1",

12 "input_transform_id": "0",

13 "class_name": "OpenALPR",

14 "parameters": {

15 "@MinSize": 100,

16 "@MaxSize": 1000,

17 "@Step": 10 }

18 } ]

Figure 2.2: VideoStorm query for license plate reader.

on a single machine. We assume there is sufficient bandwidth provisioned for cameras to

stream their videos into the cluster.

Every worker machine runs a machine manager which start worker processes to host

transforms. The machine manager periodically reports resource utilizations as well as status

of the running transforms to the VideoStorm manager. The scheduler in the manager uses

this information to allocate resources to queries. The VideoStorm manager and the machine

managers are not on the query data path; videos are streamed directly to the decoding

transforms and thereon between the transforms.

2.1.2 Video Queries Specification

Queries submitted to the VideoStorm manager are strung together as pipelines of transforms.

Figure 2.2 shows a sample VideoStorm pipeline with two transforms. The first transform

decodes the live video to produce frames that are pushed to the second transform to find

license plate numbers using the OpenALPR library [29].
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Each transform contains an id and class_name which is the class implementing the

transform. The input_transform_id field specifies the transform whose output feeds into

this transform, thus allowing us to describe a pipeline. VideoStorm allows arbitrary DAGs

including multiple inputs and outputs for a transform. Source transforms, such as the

“Decoder”, do not specify input transform, but instead directly connect to the camera source

(specified using IP and port number).

Each transform contains optional knobs (parameters); e.g., the minimum and maximum

window sizes (in pixels) of license plates to look for and the step increments to search

between these sizes for the OpenALPR transform (more in §2.4). Knobs whose values can

updated dynamically start with the ‘@’ symbol. The VideoStorm manager updates them as

part of its scheduling decisions.

2.2 Making the Case for Resource Allocation

We make the case for resource management in video analytics clusters using a simple

example (§2.2.1) and real-world video queries (§2.2.2).

2.2.1 Motivating Example

Cluster managers such as Yarn [3], Apollo [65], and Mesos [100] commonly divide re-

sources among multiple queries based on resource fairness. Being agnostic to query quality

and lag preferences, fair allocation is the best they can do. Instead, scheduling for perfor-

mance leads to queries achieving better quality and lag.

The desirable properties of a scheduler for video analytics are: (1) allocate more re-

sources to queries whose qualities will improve more, (2) allow queries with built-up lag

during resource shortage to “catch up” in later processing, and (3) adjust query configuration

based on the resource allocated.
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(a) Query A

C D Q

A1 1 0.6

A2 2 0.7

A3 3 0.8

(b) Query B

C D Q

B1 1 0.1

B2 2 0.3

B3 3 0.9

(c) Fair allocation

Query A Query B

Time R C D A Q L C D A Q L

0 4 A2 2 2 0.7 - B2 2 2 0.3 -

10 2 A1 1 1 0.6 - B1 1 1 0.1 -

22 4 A2 2 2 0.7 - B2 2 2 0.3 -

(d) Performance-based allocation

Query A Query B

Time R C D A Q L C D A Q L

0 4 A1 1 1 0.6 - B3 3 3 0.9 -

10 2 A1 1 1 0.6 - B3 3 1 0.9 -

22 4 A1 1 1 0.6 - B2 2 3 0.3 8s

38 4 A1 1 1 0.6 - B3 3 3 0.9 -

Table 2.1: Tables (a) and (b) show queries A and B with three configurations each, resource
demand D and quality Q. Tables (c) and (d) show the time and capacity R, and for each
query the chosen configuration C, demand D, allocation A, achieved quality Q, and lag L

for the fair and performance-based schedulers. Notice in (d) that query B achieves higher
quality between times 10 and 22 than with the fair scheduler in (c), and never lags beyond
its permissible 8s.

Tables 2.1(a) and 2.1(b) shows two example queries A and B with three knob con-

figurations each (Ax and Bx, respectively). Query A’s improvement in quality Q is less

pronounced than B’s for the same increase in resource demand D. Note that D is the re-

source to keep up with the incoming data rate. Query A cannot tolerate any lag, but B can

tolerate up to 8 seconds of lag. Lag is defined as the difference between the time of the

last-arrived frame and the time of the last-processed frame, i.e., how much time’s worth of

frames are queued-up unprocessed.
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Let a single machine with resource capacity R of 4 run these two queries. Its capacity R

drops to 2 after 10 seconds and then returns back to 4 after 12 more seconds (at 22 seconds).

This drop could be caused by another high-priority job running on this machine.

Fair Scheduling. Table 2.1(c) shows the assigned configuration C, query demand D,

resource allocation A, quality Q and lag L with a fair resource allocation. Each query selects

the best configuration to keep up with the live stream (i.e., keeps its demand below its

allocation). Using the fair scheduler, both queries get an allocation of 2 initially, picking

configurations A2 and B2 respectively. Between times 10 to 22, when the capacity drops to

2, the queries get an allocation of 1 each, and pick configurations A1 and B1. At no point

do they incur any lag.

Performance-based Scheduling. As Table 2.1(d) shows, a performance-based scheduler

allocates resources of 1 and 3 to queries A and B at time 0; B can thus run at configuration

B3, achieving higher quality compared to the fair allocation (while A’s quality drops only

by 0.1). This is because the scheduler realizes the value in providing more resources to B

given its resource-quality profile.

At time 10 when capacity drops to 2, the scheduler allocates 1 unit of resource to each

to the queries, but retains configuration B3 for B. Since resource demand of B3 is 3, but B

has been allocated only 1, B starts to lag. Specifically, every second, the lag in processing

will increase by 2/3 of a second. However, query B will still produce results at quality 0.9,

albeit delayed. At time 22, the capacity recovers and query B has built up a lag of 8 seconds.

The scheduler allocates 3 resource units to B but switches it to configuration B2 (whose

demand is only 2). This means that query B can now catch up—every second it can process

1.5 seconds of video. Finally, at time 38, all the lag has been eliminated and the scheduler

switches B to configuration B3 (quality 0.9).
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Figure 2.3: Resource-quality profiles for real-world video queries including Licence Plate
Reader, DNN Classifier, and Object Tracker. For simplicity, we plot one knob at a time.

The performance-based scheduler exhibited the three properties listed above. It allocated

resources to optimize for quality and allowed queries to catch up to built-up lag, while

accordingly adjusting their configurations.

2.2.2 Real-world Video Queries

Video analytics queries have many knob configurations that affect output quality and re-

source demand. We highlight the resource-quality profiles of four real-world queries—

license plate reader, car counter, DNN classifier, object tracker—of interest to the cities we

are partnering with and obtained videos from their operational traffic cameras (§2.7.1). For

clarity, we plot one knob at a time and keep other knobs fixed. Quality is defined as the F1

score ∈ [0, 1] (the harmonic mean between precision and recall [177]) with reference to a

labeled ground truth.
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License Plate Reader. The OpenALPR library [29] scans the video frame to detect po-

tential plates and then recognizes the text on plates using optical character recognition.

In general, using higher video resolution and processing each frame will detect the most

license plates accurately. Reducing the resolution and processing only a subset of frames

(e.g., sampling rate of 0.25) dramatically reduces resource demand, but can also reduce the

quality of the output (i.e., miss or incorrectly read plates). Figures 2.3(a) and 2.3(b) plots

the impact of resolution and sampling rate2 on quality and CPU demand.

Car Counter. Resolution and sampling rate are knobs that apply to almost all video

queries. A car counter monitors an “area of interest” and counts cars passing the area. In

general, its results are of good quality even on videos with low resolution and sampling

rates (plots omitted).

Deep Neural Network (DNN) Classifier. Vision processing is employing DNNs for key

tasks including object detection and classification. Figure 2.3(c) profiles a Caffe [112] DNN

model trained with the widely-used ImageNet dataset [82] to classify objects into 1,000

categories. We see a uniform increase in the quality of the classification as well as resource

consumption with the sampling rate. As DNN models get compressed [93, 94], reducing

their resource demand at the cost of quality, the compression factor presents another knob.

Object Tracker. Finally, we have also profiled an object tracker. This query continuously

models the “background” in the video, identifies foreground objects by subtracting the

background, and tracks objects across frames using a mapping metric. The mapping metric

is a key knob (Figure 2.3(d)). Objects across frames can be mapped to each other using

metrics such as distance moved (DIST), color histogram similarity (HIST), or matched over

SIFT [30] and SURF [31] features.

2Sampling rate of 0.75 drops every fourth frame from the video.
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Resource-quality profiles based on knob configurations is intrinsic to video analytics

queries. These queries typically identify “events” (like license plates or car accidents), and

using datasets where these events are labeled, we can empirically measure precision and

recall in identifying the events for different query configurations.

In contrast to approximate SQL query processing, there are no analytical models to

estimate the relationship between resource demand and quality of video queries and it

depends on the specific video feeds. For example, reducing video resolution may not reduce

OpenALPR quality if the camera is zoomed in enough. Hence queries need to be profiled

using representative video samples.

2.2.3 Summary and Challenges

Designing a scheduler with the desirable properties in §2.2.1 for real-world video queries

(§2.2.2) is challenging.

First, the configuration space of a query can be large and there are no analytical models

to estimate the resource demand and result quality of each configuration.

Second, trading off between the lag and quality goals of queries is tricky, making it

challenging to define scheduling objectives across all queries in the cluster.

Third, resource allocation across all queries in the cluster each with many configurations

is computationally intractable, presenting scalability challenges.

2.3 VideoStorm Design Overview

The VideoStorm scheduler is split into offline profiling and online scheduling phases (Fig-

ure 2.4). In the offline phase, for every query, we efficiently generate its resource-quality

profile – a small number of configurations on the Pareto curve of the profile, §2.4. This

dramatically reduces the configurations to be considered by the scheduler.

21



Workers

start / stop / migrate query / transform

Profiler §5

query
Scheduler

Resource 

Allocation

§6.2

Placement 

§6.3

query profile

configuration changes

report machine, query stats

(periodic)

resource changes

(periodic)

(periodic)

utility func.

§6.1

offline online

WorkersWorkers

Figure 2.4: VideoStorm scheduler components.

In the online phase, the scheduler periodically (e.g., every second) considers all running

queries and adjusts their resource allocation, machine placement, and configurations based

on their profiles, changes in demand and/or capacity (see Figure 2.4). We encode the

quality and lag requirements of each individual query into its utility function, §2.5.1. The

performance goal across all queries in a cluster is specified either as maximizing the

minimum utility or the sum of utilities, §2.5.2 and §2.5.3.

2.4 Resource-Quality Profile Estimation

When a user submits a new query, we start running it immediately with a default profile

(say, from its previous runs on other cameras), while at the same time we run the query

through the offline profiling phase. The query profiler has two goals. 1) Select a small subset

of configurations (Pareto boundary) from the resource-quality space, and 2) Compute the

query profile, Pk, i.e., the resource demand and result quality of the selected configurations.

The profile is computed either against a labeled dataset or using the initial parts of the

video relative to a “golden” query configuration which might be expensive but is known to

produce high-quality results.
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2.4.1 Profile estimation is expensive

We revisit the license plate reader query from §2.2.2 in detail. As explained earlier, frame

resolution and sampling rate are two important knobs. The query, built using the Ope-

nALPR library [29], scans the image for license plates of size MinSize, then multiplicatively

increases the size by Step, and keeps repeating this process until the size reaches MaxSize.

The set of potential license plates is then sent to an optical character recognizer.

We estimate the quality of each knob configuration (i.e., combination of the five knobs

above) on a labeled dataset using the F1 score [177], the harmonic mean between precision

and recall, commonly used in machine learning; 0 and 1 represent the lowest and highest

qualities. For example, increasing MinSize or decreasing MaxSize reduces the resources

needed but can miss some plates and decrease quality.

Figure 2.5 shows a scatter plot of resource usage vs. quality of 414 configurations

generated using the five knobs. There is four orders of magnitude of difference in resource

usage; the most expensive configuration used all frames of a full HD resolution video and

would take over 2.5 hours to analyze a 1 minute video on 1 core. Notice the vast spread in

quality among configurations with similar resource usage as well as the spread in resource

usage among configurations that achieve similar quality.

2.4.2 Greedy exploration of configurations

We implement a greedy local search to identify configuration with high quality (Q) and low

demand (D); see Table 2.2. Our baseline profiler implements hill-climbing [162]; it selects

a random configuration c, computes its quality Q(c) and resource demand D(c) by running

the query with c on a small subset of the video dataset, and calculates X(c) = Q(c)−βD(c)

where β trades off between quality and demand. Next, we pick a neighbor configuration

n (by changing the value of a random knob in c). If X(n) > X(c), then n is better than c

in quality or resource demand (or both); we set c = n and repeat. When we cannot find a
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Figure 2.5: Resource-quality for license plate query on a 10 minute video (414 configura-
tions); x-axis is resource demand to keep up with live video. Generating this took 20 CPU
days. The black dashed line is the Pareto boundary.

better neighbor (i.e., our exploration indicates that we are near a local optimum), we repeat

by picking another random c.

Several enhancements significantly increase the efficiency of our search. To avoid

starting with an expensive configuration and exploring its neighbors, (which are also likely

to be expensive, thus wasting CPU), we pick k random configurations and start from the one

with the highest X(c). We found that using even k = 3 can successfully avoid starting in an

expensive part of the search space. Second, we cache intermediate results in the query’s

DAG and reuse them in evaluating configurations with overlapping knob values.

While our simple profiler is sufficiently efficient for our purpose, sophisticated hyperpa-

rameter searches (e.g., [166]) can potentially further improve its efficiency.

Pareto boundary. We are only interested in a small subset of configurations that are on

the Pareto boundary P of the resource-quality space. Let Q(c) be the quality and D(c)

the resource demand under configuration c. If c1 and c2 are two configurations such that

Q(c1)≥ Q(c2) and D(c1)≤ D(c2), then c2 is not useful in practice; c1 is better than c2 in

both quality and resource demand. The dashed line in Figure 2.5 shows the Pareto boundary

of such configurations for the license plate query. We extract the Pareto boundary of the

explored configurations and call it the resource-quality profile P of the query.
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Term Description

Ck set of configurations of query k

Pk profile of query k

ck ∈ Ck specific configuration of query k

Qk(c) quality under configuration c

Dk(c) resource demand under configuration c

Lk,t measured lag at time t

Uk utility

QM
k (min) quality goal

LM
k (max) lag goal

ak resources allocated

Table 2.2: Notations used, for query k.

We can generate the same profile as the baseline profiler on the license plate query with

3.5× less CPU resources (i.e., 5.4 CPU hours instead of 19 CPU hours).

2.5 Resource Management

In the online phase, the VideoStorm cluster scheduler considers the utilities of individual

queries and the cluster-wide performance objectives (defined in §2.5.1) and periodically

performs two steps: resource allocation and query placement. In the resource allocation

step, §2.5.2, the scheduler assumes the cluster is an aggregate bin of resources and uses an

efficient heuristic to maximize the cluster-wide performance by adjusting query allocation

and configuration. In the query placement step, §2.5.3, the scheduler places new queries to

machines in the cluster and considers migrating existing queries.

2.5.1 Utility: Combining Quality and Lag

Each query has preferences on the desired quality and lag. What is the minimum quality

goal (QM)? How much does the query benefit from higher quality than the goal? What is

the maximum lag (LM) it can tolerate and how sensitive are violations to this goal? (See
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Table 2.2 for notations.) We encode these preferences in utility functions, an abstraction

used extensively in economics [139, 161] and computer systems [46, 113].

Our utility function for a query has the following form, where (x)+ is the positive part

of x. We omit the query index k for clarity.

U(Q,L) =UB +UQ(Q)+UL(L)

=UB +αQ · (Q−QM)+−αL · (L−LM)+

(2.1)

UB is the “baseline” utility for meeting the quality and lag goals (when Q = QM and

L = LM). The second term UQ describes how the utility responds to achieved quality Q

above QM, the soft quality goal; the multiplier αQ and QM are query-specific and set based

on the application analyzing the video. Results with quality below QM are typically not

useful to the users.

The third term, UL, represents the penalty for results arriving later than the maximum

lag goal of LM. 3 Recall that lag is the difference between the current time and the arrival

time of the last processed frame, e.g., if at time 10:30 we process a frame that arrived at

3Multiplier αL is in (1/second), making UL dimensionless like UQ.
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10:15, the lag is 15 minutes. Similar to latency SLOs in clusters, there is no bonus for lag

being below LM. See Figure 2.6 for examples of UQ and UL in queries.

Scheduling objectives. Given utilities of individual queries, how do we define utility or

performance of the whole cluster? Previous work has typically aimed to maximize the

minimum utility [126, 136] or sum of utilities [126, 133], which we adopt. When deployed

as a “service” in the public cloud, utility will represent the revenue the cluster operator

generates by executing the query; penalties and bonuses in utility translate to loss and

increase in revenue. Therefore, maximizing the sum of utilities maximizes revenue. In

a private cluster that is shared by many cooperating entities, achieving fairness is more

desirable. Maximally improving the utility of the worst query provides max-min fairness

over utilities.

To simplify the selection of utility functions in practical settings, we can provide only

a few options to choose from. For example, the users could separately pick the minimum

quality (40%, 60%, or 80%) and the maximum lag (1, 10, or 60 minutes) for a total of

nine utility function templates. Users of cloud services already make similar decisions;

for example, in Azure Storage [67], they separately select data redundancy (local, zone, or

geo-distributed) and data access pattern (hot vs. cool).

2.5.2 Resource Allocation

Given a profile Pk and a utility function Uk for each query k, the scheduler allocates

resources ak to the queries and picks their query configuration (ck ∈ Pk). The scheduler

runs periodically (e.g., every few seconds) and reacts to arrival of new queries, changes in

query demand and lag, and changes in resource capacity (e.g., due to other high-priority

non-VideoStorm jobs).
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Scheduling Using Model-Predictive Control

The scheduler aims to maximize the minimum or sum of query utilities, which in turn

depend on their quality and lag. A key point to understand is that while we can near-

instantaneously control query quality by adjusting its configuration, query lag accumulates

over time if we allocate less resources than query demand.

Because of this accumulation property, the scheduler cannot optimize the current per-

formance, but only aims to improve performance in the near future. We formulate the

scheduling problem using the Model-Predictive Control (MPC [142]) framework; where

we model the cluster performance over a short time horizon T as a function of query config-

uration and allocation. In each step, we select the configuration and allocation to maximize

performance over the near future (described in detail in §2.5.2).

To predict future performance, we need to predict query lag; we use the following

formula:

Lk,t+T (ak,ck) = Lk,t +T −T
ak

Dk(ck)
(2.2)

We plug in the predicted lag Lk,t+T into the utility function (Equation 2.1) to obtain the

predicted utility.

Scheduling Heuristics

We describe resource allocation assuming each query to contain only one transform, which

we relax in §2.5.4.

Maximizing sum of utilities. The optimization problem for maximizing sum of utilities

over time horizon T is as follows. Sum of allocated resources ak cannot exceed cluster
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resource capacity R.

max
ak,ck∈Pk

∑k Uk(Qk(ck),Lk,t+T ) (2.3)

s.t. ∑k ak ≤ R

Maximizing the sum of utilities is a variant of the knapsack problem where we are trying

to include the queries at different allocation and configuration to maximize the total utility.

The maximization results in the best distribution of resources (as was illustrated in §2.2.1).

When including query k at allocation ak and configuration ck, we are paying cost of ak

and receiving value of uk =Uk(Qk(ck),Lk,t+T ). We employ a greedy approximation based

on [80] where we prefer queries with highest value of uk/ak; i.e., we receive the largest

increase in utility normalized by resource spent.

Our heuristic starts with ak = 0 and in each step we consider increasing ai (for all queries

i) by a small ∆ (say, 1% of a core) and consider all configurations of ci ∈ Pi. Among these

options, we select query i (and corresponding ci) with largest increase in utility.4 We repeat

this step until we run out of resources or we have selected the best configuration for each

query. (Since we start with ak = 0 and stop when we run out of resources, we will not end

up with infeasible solutions.)

Maximizing minimum utility. Below is the optimization problem to maximize the mini-

mum utility predicted over a short time horizon T . We require that all utilities be ≥ u and

we maximize u.

max
ak,ck∈Pk

u (2.4)

s.t. ∀k : Uk(Qk(ck),Lk,t+T )≥ u

∑k ak ≤ R

4We use a concave version of the utility functions obtained using linear interpolation to ensure that each
query has a positive increase in utility, even for small ∆.
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We can improve u only by improving the utility of the worst query. Our heuristic is

thus as follows. We start with ak = 0 for all queries. In each step, we select query

i = argmink Uk(Qk(ck),Lk,t+T ) with the lowest utility and increase its allocation by a

small ∆, say 1% of a core. With this allocation, we compute its best configuration ci

as argmaxc∈Pi
Ui(Qi(c),Li,t+T ). We repeat this process until we run out of resources or we

have picked the best configuration for each query.

2.5.3 Query Placement

After determining resource allocation and configuration of each query, we next describe the

placement of new queries and migration of existing queries. We quantify the suitability of

placing a query q on machine m by computing a score for each of the following goals: high

utilization, load balancing, and spreading low-lag queries.

(i) Utilization. High utilization in the cluster can be achieved by packing queries in to

machines, thereby minimizing fragmentation and wastage of resources. Packing has several

well-studied heuristics [91, 152]. We define alignment of a query relative to a machine

using a weighted dot product, p, between the vector of machine’s available resources and

the query’s demands; p ∈ [0,1].

(ii) Load Balancing. Spreading load across the cluster ensures that each machine has

spare capacity to handle changes in demand. We therefore prefer to place q on a machine

m with the smallest utilization. We capture this in score b = 1− M+D
Mmax

∈ [0,1], where M is

the current utilization of machine m and D is demand of query q.

(iii) Lag Spreading. Not concentrating many low-lag queries on a machine provides

slack to accumulate lag for some queries when resources are scarce, without having to resort

to migration of queries or violation of their lag goal LM. We achieve this by maintaining

high average LM on each machine. We thus compute score l ∈ [0,1] as the average LM after

placing q on m.
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The final score sq,m is the average of the three scores. For each new query q, we place it

on a machine with the largest sq,m. For each existing query q, we migrate from machine m0

to a new machine m1 only if its score improves substantially; i.e., s(q,m1)− s(q,m0)> τ .

2.5.4 Enhancements

Incorrect resource profile. The profiled resource demand of a query, Dk(ck), might not

exactly correspond to the actual query demand, e.g., when demand depends on video content.

Using incorrect demand can negatively impact scheduling; for example, if Dk(c) = 10, but

actual usage is Rk = 100, the scheduler would estimate that allocating ak = 20 would reduce

query lag at the rate of 2×, while the lag would actually grow at a rate of 5×. To address this,

we keep track of a running average of mis-estimation µ = Rk/Dk(c), which represents the

multiplicative error between the predicted demand and actual usage. We then incorporate

µ in the lag predictor from Equation 2.2, Lk,t+T (ak,ck) = Lk,t +T −T
ak

Dk(ck)
( 1

µ ).

Machine-level scheduling. As most queries fit on a single machine, we can respond

to changes in demand or lag at the machine-level, without waiting for the cluster-wide

decisions. We therefore execute the allocation step from §2.5.2 on each machine, which

makes the scheduling logic much more scalable. The cluster-wide scheduler still runs the

allocation step, but only for the purposes of determining query placement and migration.

DAG of transforms. Queries consisting of a DAG of transforms could be placed across

multiple machines. We first distribute the query resource allocation, ak, to individual

transforms based on per-transform resource demands. We then place individual transforms

to machines as described in §2.5.3 while accounting for the expected data flow across

machines and network link capacities.
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2.6 VideoStorm Implementation

We now discuss VideoStorm’s key implementation details and the interfaces implemented

by transforms.

2.6.1 Implementation Details

In contrast to widely-deployed cluster frameworks like Yarn [3], Mesos [100] and Cos-

mos [65], we highlight the differences in VideoStorm’s design. First, VideoStorm takes the

list of knobs, resource-quality profiles and lag goals as inputs to allocate resources. Sec-

ond, machine-level managers in the cluster frameworks pull work, whereas the VideoStorm

manager pushes new queries and configuration changes to the machine-managers. Fi-

nally, VideoStorm allows machine managers to autonomously handle short-term fluctua-

tions (§2.5.4)

Flow control. We implemented flow control across transforms of a query to minimize the

buffering inside the query pipeline, and instead push queuing of unprocessed video to the

front of the query. This helps for two reasons. First, decoded frames can be as much as

300× larger than the encoded video (from our benchmarks on HD videos). Buffering these

frames will significantly inflate memory usage while spilling them to disk affects overall

performance. Second, buffering at the front of query enables the query to respond promptly

to configuration changes. It prevents frames from being processed by transforms with old

inconsistent knob values.

Migration. As described in §2.5.3, VideoStorm migrates queries depending on the load

in the cluster. We implement a simple “start-and-stop” migration where we start a copy

of a running query/transform on the target machine, duplicate its input stream to the copy,

and stop the old query/transform after a short period. The whole process of migration is
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data-lossless and takes roughly a second (§2.7.3), so the overhead of duplicated processing

during the migration is very small.

Resource Enforcement. VideoStorm uses Job Objects [39] for enforcing allocations.

Similar to Linux Containers [22], Job Objects allow controlling and resizing the CPU/mem-

ory limits of running processes.

2.6.2 Interfaces for Query Transforms

Transforms implement simple interfaces to process data and exchange control information.

• Processing. Transforms implement byte[] Process(header, data) method. header

contains metadata such as frame id and timestamp. data is the input byte array, such

as decoded frame. The transform returns another byte array with its result, such as the

detected license plate. Each transform maintains its own state, such as the background

model.

• Configuration. Transforms can also implement Update(key, value) to set and update

knob values to change query configuration at runtime.

2.7 Evaluation

We evaluate the VideoStorm prototype (§2.6) using a cluster of 101 machines on Microsoft

Azure with real video queries and video datasets. Our highlights:

1. VideoStorm outperforms the fair scheduler by 80% in quality of outputs with 7×

better lag. (§2.7.2)

2. VideoStorm is robust to errors in query profiles and allocates nearly the same as

correct profiles. (§2.7.3)

3. VideoStorm scales to thousands of queries with little systemic execution overheads.

(§2.7.4)
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Figure 2.7: VideoStorm outperforms the fair scheduler as the duration of burst of queries
in the experiment is varied. Without its placement but only its allocation (“VideoStorm
MaxMin (Allocation Only)”), its performance drops by a third.

2.7.1 Setup

Video Analytics Queries. We evaluate VideoStorm using four types of queries described

and profiled in §2.2.2—license plate reader, car counter, DNN classifier, object tracker.

These queries are of major interest to the cities we are partnering with in deploying our

system.

Video Datasets. The above queries run on video datasets obtained from real and oper-

ational traffic cameras in Bellevue and Seattle cities for two months (Sept.–Oct., 2015).

In our experiments, we stream the recorded videos at their original frame-rate (14 to 30

fps) and resolution (240P to 1080P) thereby mimicking live video streams. The videos

span a variety of conditions (sunny/rainy, heavy/light traffic) that lead to variation in their

processing workload. We present results on multiple different snippets from the videos.
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Azure Deployment. We deploy VideoStorm on 101 Standard_D3_v2 instances on Azure’s

West-US cluster [13]. Standard_D3_v2 instances contain 4 cores of the 2.4GHz Intel Xeon

processor and 14GB RAM. One machine ran the VideoStorm global manager on which no

queries were scheduled.

Baseline. We use the work-conservative fair scheduler as our baseline. It’s the widely-

used scheduling policy for cluster computing frameworks like Mesos [100], Yarn [3] and

Cosmos [65]. When a query, even at its best configuration, cannot use its fair share, it

distributes the excess resources among the other queries. The fair scheduler places the same

number of queries evenly on all available machines in a round-robin fashion.

Metric. The three metrics of interest to us are quality, frames (%) exceeding the lag goal

in processing, and utility (§2.5.1). We compare the improvement (%); if a metric (say,

quality) with VideoStorm and the fair scheduler is XV and X f , we measure
XV−X f

X f
×100%.

2.7.2 Performance Improvements

Our workload consists of a mix of queries with lenient and stringent goals. We start with

a set of 300 queries picked from the four types (§2.7.1) on 300 distinct video datasets at

the beginning of the experiment. 60% of these queries have a lag goal LM of 20s while the

remaining are more lenient with a lag goal of 300s. All of them have a quality goal QM of

0.25. We set the lag multiplier αL = 1 for these long-lived video analyses.

Burst of N seconds: At a certain point, a burst of 200 license plate queries arrive and last

for N seconds (which we will vary). These queries have a lag goal QL of 20s, a high quality

goal (1.0), and higher αL = 2. They mimic short-term deployment of queries like AMBER

Alerts with stringent accuracy and lag goals. We evaluate VideoStorm’s reaction to the burst

of queries up to several minutes; note that the improvements will carry over when tolerant

delay and bursts are much longer.
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Maximize the Minimum Utility (MaxMin)

We ran a series of experiments with burst duration N from 10 to 400 seconds. Figure 2.7(a)

plots the minimum query utility achieved in each of the experiments, when VideoStorm

maximizes the minimum utility (§2.5.2). For each point in the figure, we obtain the mini-

mum utility, quality and lag over an interval that includes a minute before and after the N

second burst. VideoStorm’s utility (“VideoStorm-MaxMin”) drops only moderately with

increasing burst duration. Its placement and resource allocations ensure it copes well with

the onset of and during the burst. Contrast with the fair scheduler’s sharp drop with N.

The improvement in utility comes due to smartly accounting for the resource-quality

profile and lag goal of the queries; see Figures 2.7(b) and 2.7(c). Quality (F1 score [177];

∈ [0, 1]) with the fair scheduler is 0.2 lower than VideoStorm to begin with, but reduces

significantly to nearly 0.5 for longer bursts (higher N), while quality with VideoStorm stays

at 0.9, or nearly 80% better. The rest of VideoStorm’s improvement comes by ensuring that

despite the accumulation in lag, fewer than 5% of the frames exceed the query’s lag goal

whereas with the fair scheduler it grows to be 7× worse.

How valuable is VideoStorm’s placement? Figure 2.7 also shows the “VideoStorm

MaxMin (Allocation Only)” graphs which lie in between the graphs for the fair scheduler

and VideoStorm. As described in §2.5.3, VideoStorm first decides the resource allocation

and then places them onto machines to achieve high utilization, load balancing and spread-

ing of lag-sensitive and lag-tolerant queries. As the results show, not using VideoStorm’s

placement heuristic (instead using our baseline’s round-robin placement) considerably low-

ers VideoStorm’s gains.

Figure 2.8(top) explains VideoStorm’s gains by plotting the allocation of CPU cores

in the cluster over time, for burst duration N = 150s. We group the queries into three

categories — the burst of queries with 20s lag goal and quality goal of 1.0, those with

20s lag goal, and 300s lag goal (both with quality goal of 0.25). We see that VideoStorm
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Figure 2.8: (Top) CPU Allocation for burst duration N = 150s, and (bottom) quality and
lag averaged across all queries in each of the three categories.

adapts to the burst and allocates nearly 60% of the CPU cores in the cluster to the burst of

license plate queries which have a high quality and tight lag goals. VideoStorm also delays

processing of lag-tolerant queries (allocating less than 10% of CPUs). Figure 2.8(bottom)

shows the resulting quality and lag, for queries in each category. We see that because the

delay-tolerant queries have small allocation, their lag grows but stays below the goal. The

queries with 20s lag goal reduce their quality to adapt to lower allocation and keep their lag

(on average) within the bound.

Impact of αL. Figure 2.9 plots the distinction in treatment of queries with the same

lag goal (LM) but different αL and quality goals. While the figure on the left shows that

VideoStorm does not drop the quality of the query with QM = 1.0, it also respects the

difference in αL; fewer frames of the query with αL = 2 lag beyond the goal of 20s (right).

This is an example of how utility functions encode priorities.
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Figure 2.9: Impact of αL. Queries with higher αL have fewer overdue frames.
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Figure 2.10: VideoStorm vs. fair scheduler as the number of queries in the burst during the
experiment is varied.

Maximize the Total Utility (MaxSum)

Recall from §2.5.2 that VideoStorm can also maximize the sum of utilities. We measure

the average utility, quality, and frames (%) exceeding the lag goal; maximizing for the total

utility and average utility are equivalent. VideoStorm achieves 25% better quality and 5×

better lag compared with the fair scheduler.

Per Query Performance. While MaxMin scheduling, as expected, results in all the

queries achieving similar quality and lag, MaxSum priorities between queries as the burst

duration increases. Our results show that the license plate query, whose utility over its

resource demand is relatively lower, is de-prioritized with MaxSum (reduced quality as well

as more frames lagging). With its high quality (1.0) and low lag (20s) goals, the scheduler

has little leeway. The DNN classifier, despite having comparable resource demand does not

suffer from a reduction in quality because of its tolerance to lag (300s).
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(on M2) is reduced for Q1.

Varying the Burst Size

We next vary the size of the burst, i.e., number of queries that arrive in the burst. Note

that the experiments above had varied the duration of the burst but with a fixed size of

200 queries. Varying the number of queries in the burst introduces different dynamics and

reactions in VideoStorm’s scheduler. We fix the burst duration to 200s. Figure 2.10 plots

the results. The fair allocation causes much higher fraction of frames to exceed the lag goal

when the burst size grows. VideoStorm better handles the burst and consistently performs

better. Note that beyond a burst of 200 queries, resources are insufficient even to satisfy the

lowest configuration (least resource demand), causing the degradation in Figure 2.10(b).

2.7.3 VideoStorm’s Key Features

We now highlight VideoStorm’s migration of queries and accounting for errors in the re-

source demands.

Migration of Queries

Recall from §2.5.3 and §2.6 that VideoStorm migrates queries when necessary. We evaluate

the value of migration by making the following addition to our experiment described at the
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Figure 2.12: We show three queries on a machine whose resource demands in their profiles
are synthetically doubled, halved, and unchanged. By learning the proportionality factor µ

(2.12(c)), our allocation adapts and converges to the right allocations (2.12(a)) as opposed
to without adaptation (2.12(b)).

beginning of §2.7.2. During the experiment, we allocate half the resources in 50% of our

machines to other non-VideoStorm jobs. After a few minutes, the non-VideoStorm jobs

complete and leave. Such jobs will be common when VideoStorm is co-situated with other

frameworks in clusters managed by Yarn [3] or Mesos [100]. We measure the migration

time, and compare the performance with and without migration.

Figure 2.11 plots the timeline of two machines, M1 and M2; M1 where a non-

VideoStorm job was scheduled and M2 being the machine to which a VideoStorm query
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Q1, originally on M1, was migrated. Q1 shifts from running on M1 to M2 in only 1.3s. We

migrate Q1 back to M1 when the non-VideoStorm job leaves at ∼ 150s.

Shifting Q1 to M2 (and other queries whose machines were also allocated non-

VideoStorm jobs, correspondingly) ensured that we did not have to degrade the quality or

exceed the lag goals. Since our placement heuristic carefully spread out the queries with

lenient and stringent lag goals (§2.5.3), we ensured that each of the machines had sufficient

slack. As a result, when Q1 was migrated to M2 which already was running Q2 and Q4,

we could delay the processing of the lag-tolerant Q4 without violating any lag goals. The

allocations of these delayed queries were ramped up for them to process their backlog as

soon as the queries were migrated back.

As a consequence, the quality of queries with migration is 12% better than without

migration. Crucially, 18× more frames (4.55% instead of 0.25%) would have exceeded the

lag goal without migration.

Handling Errors in Query Profile

VideoStorm deals with difference between the resource demands in the resource-quality

profile and the actual demand by continuously monitoring the resource consumption and

adapting to errors in profiled demand (µ in §2.5.4). We now test the effectiveness of our

correction.

We synthetically introduce errors in our profiles, as if they were profiles with errors,

and use the erroneous profiles for our resource allocation. Consequently, the actual resource

demands when the query executes do not match. In the workload above, we randomly

make the profile to be half the actual resource demand for a third of the queries, twice the

demand for another third, and unchanged (accurate) for the rest. VideoStorm’s adaptive

correction ensures that the quality and lag of queries with erroneous profiles are nearly

99.6% of results obtained if the profiles were perfectly accurate.
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Mean Standard

Action Duration (ms) Deviation (ms)

Start Transform 60.37 3.96
Stop Transform 3.08 0.47
Config. Change 15 2.0
Resource Change 5.7 1.5

Table 2.3: Latency of VideoStorm’s actions.

In Figure 2.12, we look at a single machine where VideoStorm placed three license plate

queries, one each of the three different error categories. An ideal allocation (in the absence

of errors) should be a third of the CPU to each of the queries. Figure 2.12(b), however,

shows how the allocation is far from converging towards the ideal without adaptation,

because erroneous profiles undermine the precision of utility prediction. In contrast, with

the adaptation, despite the errors, resource allocations converge to and stay at the ideal

(Figure 2.12(a)). This is because the µ values for the queries with erroneous profiles are

correctly learned as 2 and 0.5; the query without any error introduced its profile has its µ

around 1 (Figure 2.12(c)).

2.7.4 Scalability and Efficiency

Latency of VideoStorm’s actions. Table 2.3 shows the time taken for VideoStorm to start

a new transform (shipping binaries, process startup), stop a transform, and change a 100-

knob configuration and resource allocation of 10 running queries. We see that VideoStorm

allows for near-instantaneous operations.

Scheduling Decisions. Figure 2.13(a) plots the time taken by VideoStorm’s scheduler.

Even with thousands of queries, VideoStorm make its decisions in just a few seconds.

This is comparable to the scalability of schedulers in big data clusters, and video analytics

clusters are unlikely to exceed them in the number of queries. Combined with the low

latency of actions (Table 2.3), we believe VideoStorm is sufficiently scalable and agile.
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Figure 2.13: Overheads in scheduling and running queries.

Transform Overheads. Finally, we measure the overhead of running a vision algorithm

inside VideoStorm. We compare the latency in processing a frame while running as a

vanilla process, inside a single transform, as a DAG of transforms on one machine, and as

a DAG distributed across machines. Figure 2.13(b) shows that the overheads are limited.

Running as a single transform, the overhead is < 3%. When possible, VideoStorm places

the transforms of a query DAG locally on one machine.

2.8 Related Work on Stream Processing Systems

Cluster schedulers. Cluster schedulers [3, 65, 79, 84, 91, 100, 181] do not cater to the

performance objectives of streaming video analytics. They take resource demands from

tasks (not the profiles), mostly allocate based on fairness/priorities, and do not resize running

containers, key to dealing with resource churn in VideoStorm (§2.6).

Deadline-Based Scheduling. Many systems [46, 79, 84, 114, 180] adaptively allocate

resources to meet deadlines of batch jobs or reduce lag of streaming queries. Scheduling

in real-time systems [110, 184] has also considered using utility functions to provide (soft)

deadlines to running tasks. Crucially, these systems do not consider approximation together

with resource allocation to meet deadlines and do not optimize across multiple queries and

servers.
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Streaming and Approximate Query Processing Systems. Load shedding has been a

topic of interest in streaming systems [54, 144] to manage memory usage of SQL operators

but they do not consider lag in processing. Aurora, Medusa, and Borealis [42, 69, 73] and

follow-up works [170, 171, 175, 176, 187] use QoS graphs to capture lag and sampling rate

but they consider them separately and do not trade-off between them, a key aspect in our

solution. In contrast to JetStream [156], that degrades data quality based on WAN band-

widths, VideoStorm identifies the best knobs to use automatically and adjusts allocations

jointly across queries. Stream processing systems used in production [1, 9, 131, 192] do

not consider load-shedding, and resource-quality trade-off and lag in their design; Google

Cloud Dataflow [44] requires manual trade-off specifications. Approximation is also used

by recent [43, 48, 178] and older [96, 111] batch querying systems using statistical models

for SQL operators [77].

Relative to the above literature, our main contributions are three-fold: (i) considering

quality and lag of video queries together for multiple queries using predictive control, (ii)

dealing with multitude of knobs in vision algorithms, and (iii) profiling black-box vision

transforms with arbitrary user code (not standard operators).

Utility functions. Utility functions are used extensively throughout economics [139,161],

compute science [97,113,119,133], and other disciplines to map how users benefit from per-

formance [104,120,172]. In stream processing systems, queries describe their requirements

for throughput, latency, and fraction of dropped tuples [46, 68, 122, 170]. With multiple

entities, previous work has typically maximized the minimum utility [126, 136] or sum of

utilities [126, 133], which is what we also use. Utility elicitation [60, 64, 70] helps obtain

the exact shape of the utility function.

Autonomic Computing. Autonomic computing [52, 56, 61, 140, 151, 168] allocate re-

sources to VMs and web applications to maximize their quality of service. While some of
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them used look-ahead controllers based on MPC [142], they mostly ignored our main issues

on the large space of configurations and quality-lag trade-offs.

2.9 Conclusion

VideoStorm is a video analytics system that scales to processing thousands of video streams

in large clusters. Video analytics queries can adapt the quality of their results based on

the resources allocated. The core aspect of VideoStorm is its scheduler that considers the

resource-quality profiles of queries, each with a variety of knobs, and tolerance to lag in

processing. Our scheduler optimizes jointly for the quality and lag of queries in allocating

resources. VideoStorm also efficiently estimates the resource-quality profiles of queries.

Deployment on an Azure cluster of 101 machines show that VideoStorm can significantly

outperform a fair scheduling of resources, the widely-used policy in current clusters.
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Chapter 3

SLAQ: Quality-Driven Scheduling for

Distributed Machine Learning

Machine learning (ML) is an increasingly important tool for large-scale data analytics, in-

cluding online search, marketing, healthcare, and information security. A key challenge

in analyzing massive amounts of data with ML arises from the fact that model complex-

ity and data volume is growing much faster than hardware speed improvements. Thus,

time-sensitive machine learning on large datasets necessitates the use and efficient manage-

ment of cluster resources. Three key features of ML are particularly relevant to resource

management.

ML algorithms are intrinsically approximate. ML algorithms generally consist of two

stages: training and inference. The training stage builds a model from a training dataset (e.g.,

images with labeled objects), and the inference stage uses the model to make predictions on

new inputs (e.g., recognizing objects in a photo). ML models are intrinsically approximate

functions for input-output mapping. We use quality to measure how well the model maps

input to the correct output.
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ML training is typically iterative with diminishing returns. While the inference stage

is often lightweight and can run in real-time, the training stage is computationally expensive

and usually requires multiple passes over large datasets. It generates a low-quality model

at the beginning and improves the model’s quality through a sequence of training iterations

until it converges. In general, the quality improvement diminishes as more iterations are

completed.

Training ML is an exploratory process. ML practitioners retrain their models repeat-

edly to explore feature validity [50], tune hyperparameters [107, 128, 134, 166], and adjust

model structures [94] before they operationalize their final model, which is deployed for

performing inference on individual inputs. The goal of retraining is to get the final model

with the best quality. Since ML training jobs are expensive, practitioners in experimental

environments often prefer to work with more approximate models trained within a short

period of time for preliminary validation and testing, rather than wait a significant amount

of time for a better trained model with poorly tuned configurations. In fact, algorithm tuning

is an empirical process of trial and error that can take significant effort, both human and

machine. With the exponential growth of data volume, the cost of decision making on

model configurations will likely continue to increase.

Many ML frameworks have been developed [14, 18, 41, 138] to run large-scale training

jobs in clusters with shared resources. Existing schedulers primarily focus on resource

fairness [3, 19, 59, 87, 100, 106], but are agnostic to model quality and job runtime. Dur-

ing a burst of job submissions, equal resources will be allocated to jobs that are in their

early stages and could benefit significantly from extra resources as those that have nearly

converged and cannot improve much further. This is not efficient.

We present SLAQ, a cluster scheduling system for ML training jobs that aims to maxi-

mize the overall job quality. SLAQ dynamically allocates resources based on job resource

demands, intermediate model quality, and the system’s workload. The intuition behind
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SLAQ is that in the context of approximate ML training, more resources should be allo-

cated to jobs that have the most potential for quality improvement.

SLAQ leverages the fact that most ML training algorithms are implemented as an iter-

ative optimization process. By continually monitoring the history of quality improvement

and runtime, SLAQ generates highly-tailored and accurate quality predictions for future

training iterations. SLAQ estimates the impact of resource allocation on model quality, and

explores the quality-runtime trade-offs across multiple jobs. Based on this information,

SLAQ adjusts their resource allocations of all running jobs to best utilize the limited cluster

resources. The SLAQ scheduler is designed to be dynamic and fine-grained, so that resource

allocations can adapt quickly to jobs’ quality and the system’s workload changes.

Challenges and solutions. In designing SLAQ, we had to overcome several technical

challenges.

First, ML training algorithms measure the quality of models with tens of different

metrics, which makes it difficult to compare the training progress of different jobs. SLAQ

normalizes these metrics using the reduction of loss values. These intermediate quality

measures are reported directly by the application APIs. Our normalization effectively

unifies the quality measures for a broad set of ML algorithms.

Second, SLAQ should be able to precisely predict the impact that an extra unit of re-

sources would have on the quality and runtime of ML training jobs. Previous work [179]

predicts a job’s runtime based on its computation and communication structure, but it re-

quires that the job be analyzed or profiled offline. Unfortunately, the significant overhead of

this offline analysis is prohibitive for our exploratory setting. SLAQ uses online prediction:

it predicts the time and quality of the coming iterations based on statistics collected from

previous iterations.

SLAQ supports configurable high-level goals when scheduling jobs. When maximizing

the aggregate quality improvement, it can best utilize the cluster resources and achieve a
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higher total quality gain across all jobs. When maximizing the minimum quality, SLAQ

can achieve the equivalent of max-min fairness applied to quality (rather than resource

allocation).

While we designed our scheduler for ML training applications, SLAQ can schedule

many applications with approximate intermediate results. Some approximate jobs produce

partial results at intermediate points of the application’s run [194], while others generate

approximate results from samples to avoid scanning entire datasets [43]. Improvement in

the quality of these systems’ results also diminishes with more processing time [200]. To

that end, SLAQ’s techniques are broadly applicable to other data analytics systems that

employ iterative approximation approaches.

On the other hand, while SLAQ works with a large class of important ML algorithms,

some non-convex ML algorithms are not currently supported. The convergence properties

and optimization of these algorithms are being actively studied, and we leave scheduling

support for these algorithms to future work.

We implemented SLAQ as a new scheduler within the Apache Spark framework [191].

SLAQ can use its quality-driven scheduling for many of the ML algorithms available in

MLlib [138], Spark’s machine learning package. In fact, SLAQ supports unmodified ML ap-

plications using existing MLlib optimizers, as well as applications using new optimization

algorithms with only minor modifications. We evaluate various distinct ML training algo-

rithms on datasets collected from various online sources. We found that SLAQ improves

the average quality by up to 73% and reduces the average delay by up to 44% compared to

fair resource scheduling.

3.1 Background and Motivation

The past several years has seen a rapid increase in both the volume of data used to train

ML models and the size and complexity of these models. Growth in the performance of
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the underlying hardware, however, has not caught up, thus placing higher demands on the

computational resources used for this purpose.

An important way that data scientists cope with these demands is to leverage more

approximate models for preliminary testing, in order to exclude bad trials and iterate to

the right configuration. A significant amount of time and resource usage can potentially be

saved because of the iterative nature of ML optimization algorithms, and the diminishing

returns of quality improvements during the training iterations. Today’s schedulers, however,

do not provide a ready means to follow this strategy; a traditional max-min fair sched-

uler (similarly, the dominant resource fair scheduler [87]) ensures fair resource allocation

without considering the potential of these resources to improve model quality.

This section motivates and provides background for SLAQ. §3.1.1 describes the iterative

nature of the ML training process and how it is characterized by diminished returns. We

introduce the exploratory training process in §3.1.2 and describe current practices in §3.1.3.

We discuss the problems with existing cluster schedulers and propose our quality-aware

scheduler in §3.1.4.

3.1.1 ML Training: Iterative Optimization Process

The algorithms used for the ML training process typically include a dataset specification, a

loss function, an optimization procedure, and a model [90]. A machine learning model is a

parametric transformation fθ : X 7−→ Y that maps input variables to output variables, and it

typically contains a set of parameters θ which will be regularly adjusted during the training

process. The loss function represents how well the model maps training examples to correct

output, and is often combined with a regularization term to incorporate generalizability.

Training machine learning models can be summarized as optimizing the model parameters

to minimize the loss function when applying the model on a dataset.

When the machine learning model is nonlinear, most loss functions can no longer be

optimized in closed form. Algorithms such as Gradient Descent, L-BFGS and Expectation
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Maximization (EM) are widely used in practice to iteratively solve the numerical optimiza-

tion of the loss function. As the sizes of the dataset and model grow, the batch algorithms

can no longer solve the optimization problem efficiently. Instead, various new algorithms

have been proposed to improve the efficiency of the optimization process in an iterative

and distributed fashion. For example, stochastic gradient descent (SGD) [62] reduces com-

putationally complexity by evaluating the loss function and gradient on a randomly drawn

subset of the overall dataset in each iteration.

The training process with the iterative optimization algorithms can be viewed as a

refinement loop of the model. After initializing the parameter values (e.g., with random

values), the optimization algorithms calculate changes on parameters in order to reduce the

loss function, and update the model with new parameter values. This process continues until

the decrease in the loss function falls below a certain threshold, or until a preset number of

iterations have elapsed.

Another approach that some ML algorithms take is ensemble learning. Instead of

training a complicated model with a large number of parameters, these algorithms focus

on aggregating results from multiple diverse but small submodels. For example, boosting

algorithms improve the accuracy of the model classifier by examining the errors in results,

adding new submodels to the ensemble, and adjusting the weights of the set of submodels.

Boost aggregating (bagging) algorithms train multiple submodels on different subsets of the

training data by sampling with replacement. The training process of the ensemble models

involves both iteratively refining each submodel, and iteratively adding new submodels or

adjusting the weights of existing components.

When training a machine learning model, the first several iterations generally boost the

quality very quickly. This is because the initial parameters of a model are generally set

randomly. However, for most ML training algorithms, the quality improvements are subject

to diminishing returns; iterations in later stages continue to cost the same amount of compu-

tational resources while making only marginal improvements on model quality as the results
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Figure 3.1: Cumulative time to achieve different percentages of loss reduction with four jobs:
Logistic Regression (LogReg), Support Vector Machine (SVM), Latent Dirichlet Allocation
(LDA) and Multi-Layer Perceptron Classifier (MLPC). Job convergence is defined to be
1/10000 of initial loss reduction.

finally converge. For example, error in gradient descent algorithms on convex optimization

problems often converges approximately as a geometric series [66]. Theoretically, at the kth

iteration, the loss function reduction is O(µk), where µ is the convergence rate (|µ|< 1). In

general, loss reduction (quality improvement) diminishes as more iterations are completed.

Figure 3.1 plots the relative cumulative time to achieve different percentages of loss

reduction. For example, it takes 20% time for the SVM job to reduce loss by 95%, and

80% time to further reduce it until convergence. Jobs for ML algorithm debugging and

model tuning only require the training process to be almost completed to tell potentially

good configurations from bad trials, and thus could save a lot of time and resources.

The law of diminishing returns applies in many other data analytics systems in addition

to machine learning. Sampling-based approximate query processing systems compute

approximate results by processing only a sample of the entire dataset in order to reduce

resource usage and processing delay [43, 48, 53, 178]. Databases can also take advantage

of online aggregation to incrementally refine the approximated results of SQL aggregate

queries [96, 153, 194]. Using the error or uncertainty as a measurement of quality in these

queries, we can observe that in most cases the convergence rate of these metrics are also

monotonically decreasing.
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Figure 3.2: Retrain machine learning models.

3.1.2 Retraining Machine Learning Models

Training machine learning models is not a one-time effort. ML practitioners often train a

model on the same dataset multiple times for exploratory purposes. This process provides

early feedback to practitioners and helps direct their search for high quality models.

Feature engineering. Many ML algorithms require a featurized representation of the

input data for efficient training and inference. For example, a speech recognition algorithm

utilizes the discretized frequency features extracted from continuous sound signals with

Fourier transforms and knowledge about the human ear [174]. Identifying exactly the

useful features that yield the best quality relies on both domain knowledge and many

training experiments.

Hyperparameter tuning. Many ML models expose hyperparameters that describe the

high-level complexity or capacity of the models. Optimal values of these hyperparameters

typically cannot be learned from the training data. Examples of hyperparameters include

the number of hidden layers in a neural network, the number of clusters in a clustering

algorithm, and the learning rate of mode parameters. It is desirable to explore different

combinations of hyperparameter values, train multiple models, and use the one that gives

the best result.

Model structure optimization. To ship ML models and run inference tasks on mobile

and IoT devices, large models need to be compressed to reduce the energy consumption
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and accelerate the computation. Various model compression techniques have been devel-

oped [94, 125]. These methods usually prune the unnecessary parameters of the model,

retrain the model with the modified structure, and then prune again. This requires training

the same job multiple times to get the best compression without compromising the quality

of the model.

In addition, the interactions between features, hyperparameters and model structures

make it even harder to search for the best model configuration. For example, features are

often correlated with one another, and modifying the set of features also requires recalibrat-

ing the hyperparameters (such as learning rate). Expensive model configuration decisions

demand highly efficient resource management in shared clusters.

3.1.3 Current Practices in ML Training

When exploring the ML model configuration space, users often submit training jobs with

either a time cutoff or a loss value cutoff. Both monitoring heuristics are widely used in

practice but have significant drawbacks.

Training ML models within a fixed time frame often results in unpredictable quality.

This is because it is often difficult to predict a priori what the loss values will be at the

deadline. More importantly, when a training job shares cluster resources with other jobs,

the number of iterations completed by the deadline also depends on the cluster’s workload

and the scheduler’s decisions.

A fixed loss (or fixed ∆loss) cutoff is also difficult to reason about. Loss values in

different algorithms are different in magnitude and have completely different meanings

(further explained in §3.3.1). Additionally, with more complicated model structures and

training algorithms, it is not rare to see the convergence rate of loss function fluctuate due

to stochastic methods and model staleness [74]. Fixed loss values also make users lose the

potential to gain further improvement on the training.
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Some users choose to manually monitor the loss function values during the training

process and stop the job when they think the models are good enough. However, large-

scale ML jobs could take hours or even days to complete, which makes the monitoring

impractical.

In the context of exploratory ML training, it is desirable to explore the quality-runtime

trade-off across multiple concurrent jobs. SLAQ automates this process and obviates the

need for the user to reason about arbitrary trade-offs. SLAQ flexibly fulfills a broad range

of requirements for quality and delay of ML trainings, from approximate but timely models,

to more traditional accurate model training. It allows users to stop jobs early before perfect

convergence, and obtain a model with a loss function converged enough with much shorter

latency.

3.1.4 Cluster Scheduling Systems

A cluster scheduler is responsible for managing resource allocation across multiple jobs.

Modern data analytics frameworks (such as Hadoop [2], Spark [191], etc.) typically have

two layers of scheduling: the job-level scheduler allocates resources to concurrent jobs

running on the workers, while the task-level scheduler focuses on assigning tasks within a

job to the available workers.

Existing job-level schedulers (Yarn [3], Mesos [100], Apollo [65], Hadoop Capac-

ity [19], Quincy [106], etc.) mostly allocate resources based on resource fairness or prior-

ities. For ML training jobs, however, these schedulers often make suboptimal scheduling

decisions because they are agnostic to the progress (quality improvement) within each job.

We argue that the scheduler should collect quality and delay information from each job and

dynamically adjust the resource allocation to optimize for cluster-wide quality improve-

ment.

SLAQ is a fine-grained job-level scheduler: it focuses on the allocation of cluster

resources between competing ML jobs, but does so over short time intervals (i.e., hundreds
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Figure 3.3: Accuracy (top) and loss function values (bottom) of a job with resources allo-
cated by a quality-aware scheduler and a fair scheduler. Accuracy (percentage of correctly
predicted data points) is evaluated on a testing dataset at the end of each training iteration.
The more resources allocated to a job, the faster an iteration can be finished.

of milliseconds to a few seconds). Scheduling on short intervals ensures the continued

rebalancing of resources across jobs, whose iteration time varies from tens to hundreds of

milliseconds.

In a shared cluster with multiple users constantly submitting their training jobs, Fig-

ure 3.3 shows how the accuracy and loss values of one job change over time. With the

fair scheduler, the job receives its fair share of cluster resources throughout its lifetime.

A key observation here is that if we had given this job more resources in its early stages,

its accuracy (loss) could have increased (decreased) much faster. SLAQ does exactly this,

allocating more resources to the job when its potential improvement is large. In particular,

the job was able to achieve 90% accuracy within a much shorter time frame (70s) with

SLAQ than with the fair scheduler (230s). Especially for exploratory training jobs, this

level of accuracy is frequently sufficient.

3.2 System Overview

SLAQ is a cluster management framework that hosts multi-tenant approximate ML training

jobs running on shared resources. A centralized SLAQ scheduler coordinates the resource

allocation of multiple ML training jobs. As shown in Figure 3.4(a), each job is composed

56



Worker
Worker

Update 

Model

Job
Worker

Data Shards

Model Replica 𝑓"
#

Model 𝑓"

Tasks

Send 

Task

(a) Distributed ML Training

Worker

Scheduler

1

Worker3

Worker2

Worker3

3

2

1

1

Prediction

Resource  

Allocation
Job  #1

Job  #2

Job  #3

(b) Scheduler Architecture

Figure 3.4: Running ML training jobs with SLAQ.

of a set of tasks. Each task processes data based on the ML algorithm on a small partition

of the dataset, and can be scheduled to run on any node. The driver program contains the

iterative training logic, generates tasks for each iteration, and tracks the overall progress

of the job. In the case of training ML models, a task generates an update to the model

parameters based on a partition of the training dataset. The duration of a task typically

ranges from tens of milliseconds to a few seconds. When the tasks finish processing the

data, the updates from all tasks are aggregated and sent back to the job driver program to

update the primary copy of the model.

Similar to many cluster management systems, SLAQ divides machines into smaller

workers, which is the minimum unit of resource to run a task. Figure 3.4(b) shows that each

job driver, at a certain time, can send tasks to the workers allocated to that job in the cluster.

The SLAQ scheduler directly communicates with the drivers of currently running jobs

to track their progress and update their resource allocation periodically. At the beginning

of each scheduling epoch, SLAQ allocates resources between all the jobs based on system

workload, the demands, and progress of the jobs. The scheduler reclaims workers back from

some job drivers, and reallocates them to other jobs for better system-wide performance
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goals. Note that this is very different from many of the existing cluster managers [3, 19]

which only statically allocate resources to jobs before they get started.

We made this decision because of two reasons. First, unlike general batch processing,

jobs that train ML models are typically iterative and usually need longer time to complete.

Scheduling only at the start of the job is too coarse-grained and can easily lead to starvation

or underutilization of system resources. Second, the quality improvement of the training

jobs often changes rapidly (as described in §3.1.1). Fixed allocation makes the scheduler

unable to adapt to jobs’ changes in quality improvement and resource demands.

3.3 Design

This section describes the mechanisms by which SLAQ addresses its key challenges. First,

how to normalize quality measures between distinct jobs in order to determine how quickly

they are increasing (or not) in quality relative to one another (§3.3.1). Second, how SLAQ

uses jobs’ resource usage and quality information to precisely predict the impact of resource

allocation in an online fashion (§3.3.2). Third, how SLAQ allocates resources to maximize

system-wide quality improvement (§3.3.3).

3.3.1 Normalizing Quality Metrics

As explained in §3.1.1, ML training algorithms are designed to be an optimization process

which iteratively minimizes a loss function, and thus improves the model’s quality. ML

algorithms use various different measurement metrics to indicate the quality of model

training. Though comparing a single job’s quality improvement across iterations is simple,

comparing these metrics across different jobs presents a challenge. To schedule for better

overall quality, we need to compare the quality metrics across different jobs. This enables

SLAQ to trade off resources and quality between jobs.

58



Algorithm Type Optimization Algorithm Dataset

K-Means Clustering Lloyd Algorithm Synthetic
LogReg Classification Gradient Descent Epsilon [32]
SVM Classification Gradient Descent Epsilon
SVMPoly Classification Gradient Descent MNIST [27]
GBT Classification Gradient Boosting Epsilon
GBTReg Regression Gradient Boosting YearPredictionMSD [26]
MLPC Classification L-BFGS Epsilon
LDA Clustering EM / Online Algorithm Associated Press Corpus [11]
LinReg Regression L-BFGS YearPredictionMSD

Table 3.1: Summary of ML algorithms, types, and the optimizers and datasets we used for
testing. The algorithms include K-Means, Logistic Regression (LogReg), Support Vector
Machine (SVM), SVM with polynomial kernel (SVMPoly), Gradient Boosted Tree (GBT),
GBT Regression (GBTReg), Multi-Layer Perceptron Classifier (MLPC), Latent Dirichlet
Allocation (LDA), and Linear Regression (LinReg).

One straightforward solution is to use a universal metric such as accuracy to measure the

model quality. Accuracy represents the percentage of correctly predicted data points, and

the range is always from 0 to 1. Similarly, the F1 score, ROC curve, and confusion matrix

also measure the model quality taking the false positive and false negative ratios and multi-

class results into consideration [154]. While these metrics are intuitively understandable

to classification algorithms, they are not applicable to non-classification algorithms such

as regression or unsupervised learning. In addition, accuracy and similar metrics require

constructing a model and evaluating that model against a labeled validation set, which

introduces an additional overhead to the job.1

Loss normalization. In contrast to the accuracy metrics, the loss function is calculated

by the algorithm itself in each iteration, incurring no additional overhead. However, each

algorithm’s loss function has a different real-world interpretation. The range, convexity,

and monotonicity of the loss functions depend on both the models and the optimization

algorithms [90]. Directly normalizing loss values requires a priori knowledge of the loss

range, which is impractical in an online setting.

1Validation is commonly used in ML training to prevent overfitting. Due to the overhead, however, model
evaluation on the validation set is usually performed once every several iterations, not every iteration.
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Figure 3.5: Normalized ∆Loss for ML algorithms.

For example, clustering algorithms (e.g., K-Means) use the sum of squared distances

to the cluster centroids as the loss function. Classification and regression algorithms (e.g.,

SVM, Linear Regression, etc.) commonly use hinge or logistic gradient loss which repre-

sents discrepancy of prediction on the training data. The range of the measured values can

vary by orders of magnitude: K-Means on our synthetic dataset reduces the loss from 300

down to 0, and the range highly depends on the absolute coordinates of the data points; on

the other hand, SVM on a handwritten digit recognition dataset [27] reduces the loss from

1 down to 0.4. Unfortunately, there are no known analytical models to predict these ranges

without actually running the training jobs.

Based on the convergence properties of loss functions (further explained in §3.3.2), we

choose to normalize the change in loss values between iterations, as opposed to the loss

values themselves. Most optimizers used in training algorithms try to reduce the values

of loss functions, and for convex optimization problems, the values decrease monotoni-

cally [66]. The convergence rate, because of the diminishing returns, generally decreases in

later iterations. So for a certain job, we normalize the change of loss values in the current

iteration with respect to the largest change we have seen so far.

Figure 3.5 shows the normalized changes of loss values for common ML algorithms

(summarized in Table 3.1). Because a loss function eventually converges to a certain value,

the corresponding change of loss values always converges to 0. As a result, even though

the set of algorithms have diverse loss ranges, we observe that they generally follow similar
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convergence properties, and can be normalized to decrease from 1 to 0. This helps SLAQ

track the progress of different training jobs, and, for each job, correctly project the time to

reach a certain loss reduction with a given resource allocation.

SLAQ supports a large class of important ML algorithms, but currently does not support

some non-convex optimization algorithms due to the lack of convergence analytical models.

3.3.2 Measuring and Predicting Loss

After unifying the quality metrics for different jobs, we proceed to allocate resources for

global quality improvement. When making a scheduling decision for a given job, SLAQ

needs to know how much loss reduction the job would achieve by the next epoch if it was

granted a certain amount of resources. We derive this information by predicting (i) how

many iterations the job will have completed by the next epoch (§3.3.2), and (ii) how much

progress (i.e., loss reduction) the job could make within these iterations (§3.3.2).

Prediction for iterative ML training jobs is different from general big-data analytics

jobs. Previous work [45, 179] estimates job’s runtime on some given cluster resources

by analyzing the job computation and communication structure, using offline analysis or

code profiling. As the computation and communication pattern changes during ML model

configuration tuning, the process of offline analysis needs to be performed every time, thus

incurring significant overhead. ML prediction is also different from the estimations to

approximate analytical SQL queries [43, 194] where the resulting accuracy can be directly

inferred with the sampling rate and analytics being performed. For iterative ML training

jobs, we need to make online predictions for the runtime and intermediate quality changes

for each iteration.

Runtime Prediction

SLAQ is designed to work with distributed ML training jobs running on batch-processing

computational frameworks like Spark and MapReduce. The underlying frameworks help
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achieve data parallelization for training ML models: the training dataset is large and gets

partitioned on multiple worker nodes, and the size of models (i.e., set of parameters) is

comparably much smaller. The model parameters are updated by the workers, aggregated

in the job driver, and disseminated back to the workers in the next iteration.

SLAQ’s fine-grained scheduler resizes the set of workers for ML jobs frequently, and we

need to predict the iteration of each job’s iteration, even while the number and set of workers

available to that job is dynamically changing. Fortunately, the runtime of ML training—at

least for the set of ML algorithms and model sizes on which we focus—is dominated by

the computation on the partitioned datasets. SLAQ considers the total CPU time of running

each iteration as c ·S, where c is a constant determined by the algorithm complexity, and S

is the size of data processed in an iteration. SLAQ collects the aggregate worker CPU time

and data size information from the job driver, and it is easy to learn the constant c from

a history of past iterations. SLAQ thus predicts an iteration’s runtime simply by c · S/N,

where N is the number of worker CPUs allocated to the job.

We use this heuristic for its simplicity and accuracy (validated through evaluation in

§3.5.3), with the assumption that communicating updates and synchronizing models does

not become a bottleneck. Even with models larger than hundreds of MBs (e.g., Deep Neural

Networks), many ML frameworks could significantly reduce the network traffic with model

parallelism [129] or by training with relaxed model consistency with bounded staleness [78],

as discussed in §3.6. Advanced runtime prediction models [167] can also be plugged into

SLAQ.

Loss Prediction

Iterations in some ML jobs may be on the order of 10s–100s of milliseconds, while SLAQ

only schedules on the order of 100s of milliseconds to a few seconds. Performing scheduling

on smaller intervals would be disproportionally expensive due to scheduling overhead and

lack of meaningful quality changes. Further, as disparate jobs have different iteration
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Figure 3.6: Predicting loss values with 3 methods.

periods, and these periods are not aligned, it does not make sense to try to schedule at

“every” iteration of the jobs.

Instead, with runtime prediction, SLAQ knows how many iterations a job could com-

plete in the given scheduling epoch. To understand how much quality improvement the job

could get, we also need to predict the loss reduction in the following several iterations.

A strawman solution is to directly use the loss reduction obtained from the last iteration

as the predicted loss reduction value for the following several iterations. This method

actually works reasonably well if we only need to predict one or two iterations. However,

this could perform poorly in practice when the number of iterations per scheduling epoch

is higher. This could be the case, for example, when the training dataset is small or an

abundance of resources is allocated to the job.

We can improve the prediction accuracy by leveraging the convergence properties of

the loss functions of different algorithms. Based on the optimizers used for minimizing the

loss function, we can broadly categorize the algorithms by their convergence rate.
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Algorithms with sublinear convergence rate. First-order algorithms in this category2

have a convergence rate of O(1/k), where k is the number of iterations [95]. For example,

gradient descent is a first-order optimization method which is well-suited for large-scale and

distributed computation. It can be used for SVM, Logistic Regression, K-Means, and many

other commonly used machine learning algorithms. With optimized versions of gradient

descent, the convergence rate could be improved to O(1/k2).

Algorithms with linear or superlinear convergence rates. Algorithms in this category3

have a convergence rate of O(µk), |µ|< 1. For example, L-BFGS, which is a widely used

Quasi-Newton Method, has a superlinear convergence rate which is between linear and

quadratic. It can be used for SVM, Neural Networks, and others.

Distributed optimization algorithms. Optimization algorithms like gradient descent re-

quire a full pass through the complete dataset to update the model’s parameters. This

can be very expensive for large jobs which have data partitions stored on multiple nodes.

Distributed ML training benefits from stochastic optimization algorithms. For example,

stochastic gradient descent (SGD) processes a mini-batch (samples extracted from a subset

of the training data) at a time and updates the parameters in each step. The significant

efficiency improvement of SGD comes at the cost of slower convergence and fluctuation in

loss functions. In terms of number of iterations, however, SGD still converges at a rate of

O(1/k) with properly randomized mini-batches.

With the assumptions of loss convergence rate, we use curve fitting to predict future loss

reduction based on the history of loss values. For the set of machine learning algorithms we

consider, we use the history of loss values at a certain time to fit a curve f (k) = 1
ak2+bk+c

+d

for sublinear algorithms, or f (k) = µk−b + c for linear and superlinear algorithms.

2Assume the loss function f is convex, differentiable, and ∇ f is Lipschitz continuous.
3Assume the loss function f is convex and twice continuously differentiable, optimization algorithms can

take advantage of the second-order derivative to get faster convergence.

64



Algorithm 1 Maximizing Total Loss Reduction
– epoch: scheduling time epoch
– num_cores: total number of cores available
– alloc: number of cores allocated to jobs
– prior_q: priority queue containing jobs and their loss reduction values if allocated with one extra core

1: function PREDICTLOSSREDUCTION( job)
2: pred_loss = PREDICTLOSS( job,alloc[ job],epoch)
3: pred_loss_p1 = PREDICTLOSS( job,alloc[ job]+1,epoch)
4: return pred_loss− pred_loss_p1

5: function ALLOCATERESOURCES( jobs)
6: for all job in active jobs do

7: alloc[ job] = 1
8: num_cores = num_cores−1
9: pred_loss_red = PREDICTLOSSREDUCTION( job)

10: prior_q.enqueue( job, pred_loss_red)

11: while num_cores > 0 do

12: job = prior_q.dequeue()
13: alloc[ job] = alloc[ job]+1
14: num_cores = num_cores−1
15: pred_loss_red = PREDICTLOSSREDUCTION( job)
16: prior_q.enqueue( job, pred_loss_red)

17: return alloc

We further improve the prediction accuracy using exponentially weighted loss values.

Intuitively, loss values obtained in the near past are more informative for predicting the loss

values in the near future. The weights assigned to loss values decay exponentially when new

iterations finish, and the parameters of the curve equations get adjusted for each prediction.

Figure 3.6 shows the loss values predicted using the different methods described above.

The strawman solution works well when predicting only one iteration in advance, but

degrades quickly as the number of iterations to predict increases. The latter scenario is

likely because SLAQ makes a scheduling decision once every epoch, which typically spans

multiple iterations. In contrast, as shown in Figure 3.6(b), the weighted curve fitting method

achieves a low average prediction error of 3.5% even when predicting up to 10 iterations in

advance.
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3.3.3 Scheduling Based on Quality Improvements

With accurate runtime and loss prediction, SLAQ allocates cluster CPUs to maximize the

system-wide quality. SLAQ can flexibly support different optimization metrics, including

both maximizing the total (sum) quality of all jobs, as well as maximizing the minimum

quality (equivalent to max-min fairness) across jobs.

Maximizing the total quality. We schedule a set of J jobs running concurrently on the

shared cluster for a fixed scheduling epoch T , i.e., a new scheduling decision can only be

made after time T . The optimization problem for maximizing the total normalized loss

reduction over a short time horizon T is as follows. Sum of allocated resources a j cannot

exceed the cluster resource capacity C.

max
j∈J

∑ j Loss j(a j, t)−Loss j(a j, t +T )

s.t. ∑ j a j ≤C

When including job j at allocation a j, we are paying cost of a j and receiving value

of ∆l j = Loss j(a j, t)−Loss j(a j, t +T ). The scheduler prefers jobs with highest value of

∆l j/a j; i.e., we want to receive the largest gain in loss reduction normalized by resource

spent.

Algorithm 1 shows the resource allocation logic of SLAQ. We start with a j = 1 for each

job to prevent starvation. At each step we consider increasing ai (for all queries i) by one

unit (in our implementation, one CPU core) and use our runtime and loss prediction logic

to get the predicted loss reduction. Among these queries, we pick the job j that gives the

most loss reduction, and increase a j by one unit. We repeat this until we run out of available

resources to schedule.

Maximizing the total loss reduction targets the cost-effectiveness of cluster resources.

This is desirable not only on clusters used by a single company which may have high
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resource contention, but potentially even on multi-tenant clusters (clouds) in which revenue

could be directly associated with the total quality progress (loss reduction) of ML jobs.

Maximizing the minimum quality. Below is the optimization problem to minimize the

maximum loss value (or equivalently, maximizing the minimum quality) over time horizon

T . With a set of J jobs running concurrently, this scheduling policy makes sure no one is

falling behind. We require that all loss values be no bigger than l and we minimize l.

min
j∈J

l

s.t. ∀ j : Loss j(a j, t +T )≤ l

∑ j a j ≤C

The system quality, in this case, is represented by the loss value l of the worst job j. The

only way we can improve it is to reduce the loss value of j. Our heuristic is thus as follows.

We start with a j = 1, and at each step we pick job i = argmin jLoss j(a j, t +T ). We increase

its allocation ai by one unit, recompute Lossi(ai, t +T ), and repeat this process until we run

out of resources.

Maximizing the minimum quality achieves max-min fairness in model quality. It is

especially useful for ML applications that include multiple collaborative models, and the

overall quality is determined by the lowest quality of all the submodels. For example,

a security application for network intrusion detection should train multiple collaborative

models identifying distinct attacking patterns with max-min fairness in quality.

Prioritize jobs on shared clusters. The above scheduling policies are based on the as-

sumptions that all the concurrently running jobs have equal importance, and thus they will

be treated equally when comparing their quality. This can be easily adjusted to account for

jobs with different importance by adding a weight multiplier to the jobs, identically to how

max-min fairness can be easily changed to weighted max-min fairness.
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For example, a cluster may host experiment jobs and production jobs for ML training,

and a higher weight should be assigned to jobs for production uses. With the same training

progress, a job with a higher weight will get its loss reduction proportionally amplified

by the scheduler compared to a normal job. Thus, high-priority jobs generally get more

iterations finished with SLAQ.

Mixing ML with other types of jobs. SLAQ can also run non-ML jobs sharing the same

cluster with approximate ML jobs. For non-ML jobs, the scheduler falls back to fairness or

reservation based resource allocation. This effectively reduces the total capacity C available

to all approximate ML jobs. SLAQ follows the same algorithms to maximize the total or

minimum quality under varying resource capacity C.

3.4 Implementation

We implemented SLAQ within the popular Apache Spark framework [191], and utilize its

accompaning MLlib machine learning library [138]. Spark MLlib describes ML workflow

as a pipeline of transformers, and it provides a set of high-level APIs to help design ML

algorithms on large datasets. Many commonly used ML algorithms are pre-built in MLlib,

including feature extraction, classification, regression, clustering, collaborative filtering,

and so on. These algorithms can easily be extended and modified for specific use cases.

The SLAQ prototype is implemented based on the Spark job scheduler. Multiple jobs

place the ready tasks into task pools, which are then controlled and dispatched by SLAQ

scheduler. The driver programs of ML jobs continually report their loss value information

for each iteration they finish.

Token bucket. SLAQ uses a token bucket algorithm to implement the resource allocation

policies described in §3.3.3. At each scheduling epoch, CPU time of all allocated cores is

added to each job as tokens. SLAQ assigns tasks to available workers, and keeps track of
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how many tokens are consumed by those tasks by collecting Spark worker statistics. Tasks

are throttled if the corresponding job has used up its tokens.

Running unmodified ML applications. ML applications written using Spark MLlib

can directly run on SLAQ without any modifications. This is because SLAQ extends the

underlying optimizers (e.g., SGD, L-BFGS, etc.) APIs to report loss values at each iteration.

We cover most library algorithms provided in MLlib. Even when it is necessary to add new

library algorithms, one can easily adopt SLAQ by reporting loss values using SLAQ’s API.

This is a one-line modification in most of the algorithms present in MLlib.

3.5 Evaluation

In this section, we present evaluation results on SLAQ. We demonstrate that SLAQ (i)

provides significant improvement on quality and runtime for approximate ML training jobs,

(ii) is broadly applicable to a wide range of ML algorithms, and (iii) scales to run a large

number of ML training algorithms on clusters.

3.5.1 Methodology

Testbed. Our testbed consists of a cluster of 20 instances of c3.8xlarge machines on

Amazon EC2 Cloud. Each worker machine has 32 vCPUs (Intel Xeon E5-2680 v2 @ 2.80

GHz), 60GB RAM, and is connected with 10Gb Ethernet links.

Workload. We tested our system with the most common ML algorithms derived from

MLlib with minor changes, including (i) classification algorithms: SVM, Neural Network

(MLPC), Logistic Regression, GBT, and our extension to Spark MLlib with SVM polyno-

mial kernels; (ii) regression algorithms: Linear Regression, GBT Regression; (iii) unsuper-

vised learning algorithms: K-Means clustering, LDA. Each algorithm is further diversified
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to construct different models. For example, SVM with different kernels, and MLPC Neural

Network with different numbers of hidden layers and perceptrons.

Datasets. With the algorithms, our models are trained on multiple datasets we collected

from various online sources with modifications, as well as on our synthetic datasets. The

datasets span a variety of types (plain texts [11], images [27], audio meta features [26], and

so on [21]). The size of the distinct datasets we use in each run is more than 200GB. In

the experiments, all the training datasets are cached as Spark Dataframes in cluster shared

memory. We set the fraction of data sample processed at each iteration to be 100%, i.e., the

entire training data is processed in every iteration.

Baseline. The baseline we compare against is a work-conserving fair scheduler. It is

the widely-used scheduling policy for cluster computing frameworks [3, 19, 87, 100, 106].

The fair scheduler evenly divides available resources to all active jobs. It also dynamically

adjusts resource allocations to fair share when new jobs join and old jobs leave the system.

3.5.2 System Performance

Scheduler Quality and Runtime Improvement

To evaluate job quality improvement, we first run a set of 160 ML training jobs with different

algorithms, model sizes, and datasets on the shared cluster of 20 nodes. In the experiment,

jobs are submitted to the cluster with their arrival time following a Poisson distribution

(mean arrival time 15s). A job is considered fully converged when its normalized loss

reduction is below a very small value, in this case, the loss reduction at the 100th iteration.4

We compare the aggregate quality and runtime of these jobs between SLAQ and the fair

scheduler.
4Recall that the loss reduction for each iteration is independent of the amount of resources the job is

allocated; the resource allocation instead dictates the amount of wall-clock time each iteration takes.
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Figure 3.7: Comparing loss improvement and runtime between SLAQ and fair scheduler.

Figure 3.7(a) shows the average normalized loss values across running jobs with SLAQ

and the fair scheduler in an 800s time window of the experiment. When a new job arrives,

its initial loss is 1.0, raising the average loss value of the active jobs; the spikes in the figure

indicate new job arrivals. Yet because SLAQ allocates resources to maximize the total

quality improvement (loss reduction), the average loss value of all active jobs using SLAQ

is much lower than with the fair scheduler. In particular, SLAQ’s average loss value is 0.49

at each scheduling epoch, which is 73% lower than that of the fair scheduler.

Figure 3.7(b) shows the average time it takes a job to achieve different loss values. As

SLAQ allocates more resources to jobs that have the most potential for quality improvement,

it reduces the average time to reach 90% (95%) loss reduction from 71s (98s) down to 39s

(68s), 45% (30%) lower. At the very end of the job execution, further iterations take longer

time as the job quality is less likely to be improved. Thus, in an environment where users

submit exploratory ML training jobs, SLAQ could substantially reduce users’ wait times.
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Figure 3.8: Resource allocation across jobs. At the beginning, jobs with the greatest 25%
loss allocated vast majority of resources; towards the end, the difference in loss shrinks, the
allocation is more spread out.

Figure 3.8 explains SLAQ’s benefits by plotting the allocation of CPU cores in the cluster

over time. Here we group the active jobs at each scheduling epoch by their normalized loss:

(i) 25% jobs with high loss values; (ii) 25% jobs with medium loss values; (iii) 50% jobs

with low loss values (almost converged). With a fair scheduler, the cluster CPUs should

be allocated to the three groups proportionally to the number of jobs. In contrast, SLAQ

adapts to the job quality improvement, and allocates much more computation resource to

(i) and (ii). In fact, jobs in group (i) take 60% of cluster CPUs, while jobs in group (iii),

despite having 50% of the population, get only 22% of cluster CPUs on average. SLAQ

transfers many resources from nearly converged jobs to the jobs that have the most potential

for significant quality improvement, which is the underlying reason for the improvement in

Figure 3.7.

Handling Different Workloads

The achieved qualities of training jobs strongly depend on the cluster workload. As the

workload increases, it becomes more important to efficiently utilize the resources. In this

experiment, we vary the mean arrival time of new jobs, which in turn varies the number of

concurrent jobs, and observe how SLAQ and the fair scheduler handle resource contention

under different workloads.
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Figure 3.9: The performance difference between SLAQ and a fair resource scheduler is
more significant under workloads with greater contention, e.g., jobs arriving with a mean
arrival time of 4s compared to 10s.

Figure 3.9 illustrates that SLAQ achieves a greater relative benefit over a fair schedule

under more contentious or aggressive workloads. We start with a mean arrival time of

10s (or equivalently, 6 new jobs per minute). Under the light workload, the computation

resources are relatively abundant for each job, so the time to reach 90% (95%) loss reduction

is similar for both schedulers, with SLAQ performing 23% (20%) better.

As we increase the system workload with smaller mean job arrival times, cluster re-

source contention increases. SLAQ allocates resources to the jobs with the greatest poten-

tial. As a result, when the mean arrival time is 4s (15 new jobs per minute), SLAQ achieves

an average time for jobs to reach 90% (95%) loss reduction that is 44% (30%) less than the

fair scheduler.

3.5.3 Robustness of Prediction

SLAQ relies on an estimate of the expected loss reduction of a job, given a certain resource

alloction (see §3.3.2). To ensure stability, SLAQ makes a reallocation decision only once per

scheduling epoch. Thus, the scheduler requires (i) the loss predictor to precisely estimate

the loss values at least a few iterations in advance, and (ii) the runtime predictor to accurately

report how long each iteration takes with a certain number of allocated cores.

Figure 3.10(a) plots the loss prediction error for the types of ML algorithms we tested

(Table 3.1). We compare the loss prediction error relative to the true values for 10 iterations,
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Figure 3.10: SLAQ loss / runtime prediction and overhead.

with both strawman and weighted curve fitting methods of §3.3.2. Our prediction achieves

less than 5% prediction errors for all the algorithms.

Recall that SLAQ uses a simple heuristic to estimate the iteration runtime with N cores.

To demonstrate that each iteration’s CPU time is c ·S (c as a constant), regardless of how

many workers are allocated, we evaluate the total CPU time to complete an iteration with

a fixed data size S. We vary the number of workers (32 cores each) between 1 and 8 and

training neural network models of sizes from 10KB to 10MB. Figure 3.10(b) illustrates that,

at least for ML models smaller than tens of MB, communication and model synchronization
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do not affect processing time. Therefore, when dynamically changing N, an iteration’s time

can simply be estimated as c ·S/N. We discuss extending SLAQ to large models in §3.6.

3.5.4 Scalability and Efficiency

Figure 3.10(c) plots the time taken by SLAQ to schedule tens of thousands of concurrent

jobs on large clusters (simulating both the jobs and worker nodes). SLAQ makes its schedul-

ing decisions in between hundreds of milliseconds to a few seconds, even when scheduling

4000 jobs across 16K worker cores. These decisions are made each scheduling epoch, a

timeframe of a few seconds. As shown in Figure 3.6, the more iterations in advance SLAQ

predicts, the larger potential error it will incur. The agility of SLAQ enables the scheduler

to predict only a few iterations in advance for each ML training job, adjusting its resource

allocation decisions frequenty to meet the jobs’ quality goals. SLAQ’s scheduling time

is comparable to the scalability of schedulers in many big data clusters today, leading us

to conclude that SLAQ is sufficiently fast and scalable for (rather aggressive) real-world

needs.

3.6 Discussion

Communication overhead. SLAQ is tested with ML models that have a moderate num-

ber of parameters. Recent developments in distributed frameworks for training ML models,

especially deep neural networks (DNN), incur more communication and synchronization

overhead between the ML job driver and worker nodes. For example, with a large number

of perceptrons and multiple layers, a DNN model can grow to tens of GBs [124, 146].

Since our current implementation is based on Spark, the driver essentially becomes a

single-node parameter server [10], which is responsible for gathering, aggregating, and

distributing the models in every iteration. This communication overhead—due to Spark’s

architecture—limits our ability to train large models.
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Several solutions have been proposed to mitigate the communication overhead problem.

Model parallelization using architectures based on parameter servers or graph computing

proportionally scale the model serving nodes with the workers [14,41,129,189]. With these

optimized frameworks, SLAQ’s performance improvement based on online prediction and

scheduling heuristics should apply to large ML models.

Distributed ML training with relaxed consistency. Distributed ML frameworks used

in practice leverage a relaxed consistency model with bounded staleness [78] to reduce

the communication costs during model synchronization. The convergence progress of the

underlying ML training algorithms is typically robust to a certain degree of fluctuation and

slack, so the efficiency improvement obtained from the parallelism outweighs the staleness

slowdown on convergence rate.

A commonly used execution model with bounded staleness is Bulk Synchronous Par-

allel (BSP), which allows multiple workers to individually update on partitioned training

data and only synchronizes their models every several iterations [74, 143, 189]. We can

extend SLAQ to support these frameworks by collecting the batch iteration time on each

worker, and the model quality and communication time at each synchronization barrier to

help estimate the loss reduction under the two levels of iterativeness. In fact, the conver-

gence property of ML training is also studied in [143] with the BSP execution model under

various conditions (e.g., varying communication latency and cluster sizes).

Non-convex optimization. SLAQ’s loss prediction is based on the convergence property

of the underlying optimizers and curve fitting with the loss history. Loss functions of non-

convex optimization problems are not guaranteed to converge to global minima, nor do they

necessarily decrease monotonically. The lack of an analytical model of the convergence

properties interferes with our prediction mechanism, causing SLAQ to underestimate or

overestimate the potential loss reduction.
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One solution to this problem is to let users provide the scheduler with hint of their

target loss or performance, which could be acquired from state-of-the-art results on similar

problems or previous training trials. The convergence properties and optimization of non-

convex algorithms is being actively studied in the ML research community [63, 123]. We

leave modeling the convergence of these algorithms to future work.

3.7 Related Work on Scheduling ML Systems

Approximate computing systems. Many systems [43,48,53,96,111,178] allow users to

get approximate results with significantly reduced job completion time. Online aggregation

databases [96, 194] generate approximate results and iteratively refine the quality. While

we designed SLAQ for iterative ML training jobs, our techniques are broadly applicable to

scheduling data analytics systems that iteratively refine their results.

Scheduling ML systems. Large-scale ML frameworks [14, 33, 41, 72, 129, 138, 163] opti-

mize the computation and resource allocation for multi-dimensional matrix operators within

a training job. These systems greatly accelerate the training process and reduce job’s syn-

chronization overhead. As a cluster scheduler, SLAQ could support different underlying

ML frameworks (with modifications) in the future, and allocate resources at the job level to

optimize across different ML training jobs.

ML model search. Several systems [166,167] are designed to accelerate the model search-

ing procedure. TuPAQ [167] uses a planning algorithm to discover hyperparameter settings

and exclude bad trials automatically. SLAQ is designed for ML training in general ex-

ploratory settings on multi-tenant clusters. Automated model search systems could work in

conjuction with SLAQ for faster decisions and better cluster utilization.
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Cluster scheduling systems. Existing cluster schedulers [3,19,59,87,100,106] primarily

focus on resource fairness, job priorities, cluster utilization, or resource reservations, but do

not take job quality into consideration. They mostly ignore the quality-time trade-off, and

the quality trade-off between jobs. This trade-off space is crucial for ML training jobs to

get approximate results with much less resource usage and lower latency.

Estimation of resource usage and runtime. Ernest [179] predicts job quality and run-

time based on the internal computation and communication structures of large-scale data an-

alytics jobs. CherryPick [45] improves cloud configuration selection process using Bayesian

Optimization. Despite the generality, these systems require jobs to be analyzed offline.

When users debug and adjust their models, the computation structure is likely to change

very often, and thus the offline analysis will bring significant overhead. NearestFit [76]

provides a progress indicator for a broad class of MapReduce applications with online

prediction. SLAQ uses also online prediction to avoid offline overhead, and leverages the

iterative nature of ML training jobs to improve the accuracy of prediction.

Deadline-based scheduling. Many systems [46, 79, 114, 180] utilize scheduling to meet

deadlines for batch processing jobs or to reduce lag for streaming analytics jobs. Jockey [84]

uses a combination of offline prediction and dynamic resource allocation to ensure batch

processing queries meet their latency SLAs while minimizing their impact on other jobs

sharing the cluster. Instead of hard deadlines, some real-time systems [110, 184] use soft

deadlines and penalize additional delay beyond the deadlines. However, these systems

mainly consider the quality-runtime trade-offs for a single job, instead of optimizing across

multiple approximate jobs.
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3.8 Conclusion

In this chapter we present SLAQ, a quality-driven scheduling system designed for large-

scale ML training jobs in shared clusters. SLAQ leverages the iterative nature of ML

algorithms and obtains application-specific information to maximize the quality of models

produced by a large class of ML training jobs. Our scheduler automatically infers the mod-

els’ loss reduction rate from past iterations, and predicts future resource consumption and

loss improvements online for subsequent allocation decisions. As a result, SLAQ improves

the overall quality of executing ML jobs faster, particularly under resource contention.
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Chapter 4

Riffle: Optimized Shuffle Service for

Large-Scale Data Analytics

Large-scale data analytics systems are widely used in many companies holding and con-

stantly generating big data. For example, the Spark deployment at Facebook processes 10s

of PB newly-generated data every day, and a single job can process 100s of TB of data.

Efficiently analyzing massive amounts of data requires underlying systems to be highly

scalable and cost effective.

Data analytics frameworks such as Spark [191], Hadoop [2], and Dryad [105] com-

monly use a DAG of stages to represent data transformations and dependencies inside a

job. A stage is further broken down to tasks which process different partitions of the data

using one or more operations. Data transformations for grouping and joining data require

all-to-all communication between map and reduce stages, called a shuffle operation. For

example, a reduceByKey operation in Spark requires each task in the reduce stage to retrieve

corresponding data blocks from all the map task outputs. Jobs that execute shuffle are

prevalent—over 50% of Spark data analytics jobs executed daily at Facebook involve at

least one shuffle operation.
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The amount of data processed by analytics jobs is growing much faster than the memory

available. At Facebook, data can be 10x larger than the total memory resource allocated to

a job, and thus the shuffle intermediate data has to be kept on disks for scalability and fault

tolerance purposes. The fast-growing data and complexity of analytics pose a fundamental

performance tension in big-data systems.

Research work highly encourages running a large number of small tasks. Recent

work [47, 115, 147–149] illustrates the benefit of slicing jobs into small tasks: small tasks

improve the parallelism, reduce the straggler effect with speculative execution, and speed

up end-to-end job completion. Solutions have also been presented to minimize task launch

time [132] as well as scheduling overhead [150] for a large number of small tasks.

However, engineering experience often argues against running too many tasks. In

fact, large jobs processing real-world workloads observe significant performance degrada-

tion because of excessive shuffle overhead [6, 7, 40]. While the tiny tasks execution plan

works well with single-stage jobs, it introduces significant I/O overhead during shuffle op-

erations in multi-stage jobs. Engineers often execute jobs with fewer bulky, slow tasks to

mitigate shuffle overhead, paying the price of stragglers and inefficient large tasks that do

not fit in memory.

We observe that the root cause of the slowdown is due to the fact that the number of

shuffle I/O requests between map and reduce stages grows quadratically as the number

of tasks grows, and the average size per request actually shrinks linearly. At Facebook,

data is preserved on spinning disks for fault tolerance, so a large amount of small, random

I/O requests (e.g., 10s or 100s of KB) during shuffle leads to a significant slowdown of

job completion and resource inefficiency. Executing jobs with large numbers of tasks over

splits the I/O requests, further aggravating the problem. Thus, neither approach for tuning

the number of tasks provides efficient performance at large scales.
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We present Riffle, an optimized shuffle service for big-data analytics frameworks that

significantly improves I/O efficiency and scales to processing PB-level data. Riffle boosts

shuffle performance and improves resource efficiency by converting large amounts of small,

random shuffle I/O requests into much fewer large, sequential I/O requests. At its core,

Riffle consists of a centralized scheduler that keeps track of intermediate shuffle files and

dynamically coordinates merge operations, and a shuffle merge service which runs on each

physical cluster node and efficiently merges the small files into larger ones with little

resource overhead.

Challenges and solutions. In designing Riffle, we had to overcome several technical

challenges.

First, Riffle has to be efficient in handling shuffle files without using much computation

or storage resources. Riffle overlaps the merge operations with map tasks, and always

accesses large chunks of data sequentially with minimal disk I/O overhead when performing

merge operations. To reduce the additional delay caused by stragglers, Riffle allows users to

set a best-effort merge threshold, so that reducers consume some late-arriving intermediate

outputs in unmerged form, together with the majority of outputs in merged form.

Second, Riffle should be easy to configure to best fit different storage systems and

hardware. While merging files generally reduces the number of I/O requests, making the

block sizes too large leads to only marginal improvement in I/O requests but slowdown in

merge operations. Riffle explores the inherent trade-off between maximizing the gain of

large request sizes and minimizing the overhead of aggressive merges, and supports merge

policies with different fan-ins and target block sizes, to get the best efficiency for disk I/Os

and merge operations.

Third, Riffle must tolerate failures during merge and shuffle. Since failure is the norm

at large scale, we must handle failures without affecting correctness or incurring additional

slowdown in job execution. Riffle keeps track of intermediate files in both merged and
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unmerged forms, and on failure falls back to files in unmerged format within the scope of

failure.

Finally, Riffle should not create prohibitive overhead. The merge operations of Riffle

come at the cost of reading and writing more shuffle data for the merged intermediate

files. Riffle makes this trade-off a performance win, by issuing all merge requests as large,

sequential requests, keeping the overhead significantly less than the savings. In terms of

space, the intermediate files are soon garbage collected after job completion, so they occupy

disk space only temporarily.

We implemented the Riffle shuffle service within the Apache Spark framework [5].

Riffle supports unmodified Spark applications and SparkSQL queries [51]. This paper

presents the results of Riffle on a representative mix of Facebook’s production jobs process-

ing 100s of TB of data: Riffle reduces disk I/O requests by up to 10x and the end-to-end

job completion time by up to 40%.

4.1 Background and Motivation

The past several years has seen a rapid increase in the amount of data that is being generated

and analyzed every day. Distributed data analytics engines, like Spark [191], MapRe-

duce [81], Dryad [105], are widely used for executing SQL queries and user-defined func-

tions (UDFs) on large datasets, or preprocessing and postprocessing in machine learning

jobs. The key challenge in analyzing massive amounts of data arises from the fact that

the volume and complexity of data processing is growing much faster than hardware speed

and capacity improvements. Riffle aims to solve the problem at large scale by significantly

improving the efficiency of hardware resource usage.

This section motivates and provides background for Riffle. §4.1.1 briefly reviews the

DAG computation model commonly used in big-data analytics frameworks. §4.1.2 dis-

cusses the memory constraints of data processing, and the quadratic relationship between
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data volume and disk I/O during shuffle. §4.1.3 presents existing solutions to mitigate the

problem, and explains why they fall short in fundamentally solving the problem at large

scale.

4.1.1 Shuffle: All-to-All Communications

Data analytics frameworks typically use a DAG to represent the computation logic of a

job, with stages as its vertices, and the dependencies between stages as its edges. A stage

is further comprised of a set of tasks, each processing a partition of the datasets. A task

typically includes a pipeline of one or more programmer specified operators that need to

be applied to transform a data partition from input to output. Tasks in the first and last

stages of a job are responsible to read in data from external sources (e.g., file systems,

table storage, streams) and persist results, while tasks in the middle stages take the output

generated by tasks in the previous stage as input, perform the transformation based on the

specified operators, and then generate data for tasks in the next stage. Data dependencies

thus can be classified in two types [191]: narrow dependencies, where the partition of data

processed by a child task only depends on one parent task output, and wide dependencies,

where each child task processes outputs from multiple or all parent tasks.

For example, Figure 4.1(a) is a logical view of a Spark job. It applies transformations

(map and filter) on data from two separate tables, joins and aggregates the items over each

key (a certain field of items) using groupByKey. After filtering, it stores the output data

in the result table. Figure 4.1(b) shows the Spark execution plan of this job. For narrow

dependencies (map and filter), Spark pipelines the transformations on each partition and

performs the operators in a single stage. Internally, Spark tries to keep the intermediate data

of a single task in memory (unless the size of data cannot fit), so the pipelined operators (a

filter operator following a map operator in Stage 1) can be performed efficiently.

Spark triggers an all-to-all data communication, called shuffle, for the wide dependency

between Stages 1 (map) and 2 (reduce). Each map task reads from a data partition (e.g.,
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Figure 4.1: DAG representation of a Spark job, which joins data processed from two tables
and uses groupByKey to aggregate the key-value items, then filters the data to get the
final results.

several rows of a large table), transforms the data into the intermediate format with the map

task operators, sorts or aggregates the items by the partitioning function of the reduce stage

(e.g., key ranges) to produce blocks of items, and saves the blocks to on-disk intermediate

files. The map task also writes a separate index file which shows the offsets of blocks

corresponding to each reduce task. To organize reduce stage data with groupByKey, each

reduce task brings together the designated data blocks and performs reduce task operators.

By looking up the offsets in index files, each reduce task issues fetch requests to the target

blocks from all the map output files. Thus, data that was originally partitioned according to

table rows are processed and shuffled to data partitioned according to reduce key ranges.

The large amount of intermediate files, written by the map tasks and read by the subse-

quent reduce tasks, are persisted on disks in both Spark and MapReduce for fault tolerance

purposes. For large jobs, 10s to 100s of TB, or even PB of data are generated during each

shuffle. Between stages with wide dependencies, each reduce task requires reading data

blocks from all the map task outputs. If the intermediate shuffle files were not persisted,

even a single reduce task failure could lead to recomputing the entire map stage. In fact,
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failure of tasks or even cluster nodes is the norm at large scale deployment of big-data

frameworks [102, 118, 182], so it is crucial to persist shuffle data for strong fault tolerance.

As a result, shuffle is an extremely resource intensive operation. Each block of data

transferred from a map task to a reduce task needs to go though data serialization, disk and

network I/O, and data deserialization. Yet shuffle is heavily used in various types of jobs—

those requiring data to be repartitioned, grouped or reduced by key, or joined all involve

shuffle operations. At Facebook, we observe that over 50% of our daily batch analytics jobs

have at least one shuffle operations. A key approach to better completion time and resource

efficiency of these jobs is improving the performance of shuffle operations.

4.1.2 Efficient Storage of Intermediate Data

Even though there is a trend towards keeping data in memory wherever possible to improve

resource efficiency [4, 75, 83, 127], in real-world settings the amount of data is growing

much faster than the available memory, which makes it infeasible to keep the data entirely

in memory. For example, a job at Facebook processes data that is over 10x larger than the

allocated resources. Instead intermediate data must be pushed to permanent storage for

scalability and fault tolerance.

At Facebook, the current generation of warehouse clusters use HDDs for permanent

storage. For large amount of data, this is significantly more cost effective than SSDs given

current hardware [92, 117]. With spinning HDDs, the number of IOPS (I/O Operations Per

Second) available is a limiting factor for the system throughput. While HDDs continue

to grow in capacity, the available IOPS will not increase accordingly due to the physical

limits of mechanical spin time [188]. Thus, we must be careful to use IOPS wisely for

intermediate data, both for disk spills and shuffles.

Disk spill I/O. When the size of the data partition assigned to a task exceeds the memory

limit, the task has to spill intermediate data to permanent storage. Disk spills can incur a
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significant amount of additional overhead because of the increasing disk I/O and garbage

collection.

For example, assume that a map task processes a partition of 4GB input data, and runs

with 8GB memory.1 Data have to be decompressed and deserialized from disks to get the

in-memory objects. This process effectively enlarges the original data, in practice, by about

4x. Thus, reading and processing 2GB input data already consumes the entire memory.

The map task has to perform the operations and sort the result items by keys according

to the reduce partition function. To do so, it (1) reads in the first 2GB data, performs the

computation, and spills a temporary output file on disk; (2) similarly, reads, processes, and

spills the second 2GB data; (3) merges the two temporary files into one using external

merge sort. The overhead of repeated disk I/O and serialization significantly slows down

the task execution and harms resource efficiency.

Shuffle I/O. To avoid disk spills, the task input size (S) should be appropriate to fit in

memory, and thus is determined by the underlying hardware. As the size of job data

increases, the number of map (M) and reduce (R) tasks has to grow proportionally. Because

each reduce task needs to fetch from all map tasks, the number of shuffle I/O requests M ·R

increases quadratically, and the average block size S
R

for each fetch decreases linearly.

Figure 4.2 shows the job completion time when we keep the task input size fixed at

512MB (incurring no disk spills), and increase the number of tasks in both stages from 300

to 10,000. We see that the shuffle time grows quadratically from 100 to over 4,000 seconds.

This is because the number of shuffle fetch requests increases rapidly (30K to 100M), as

the average size of each request shrinks (1.7MB to 50KB).

Since disks are especially inefficient in handling large amounts of small, random I/O

requests, jobs suffer a severe slowdown at large scale. Our goal is to improve the efficiency

1In practice, only a portion of memory can be used to cache data and the remaining is reserved by the
runtime and program. The example ignores this discussion for simplicity.
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Figure 4.2: When the number of tasks in each stage grows, the shuffle time and the number
of I/O requests increase quadratically, and the average shuffle fetch size in each request
decreases.
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Figure 4.3: Shuffle-spill trade-off when varying number of map tasks (with fixed number
of reduce tasks). Bulky tasks (left) incur more spill overhead, while tiny tasks (right) incur
significant shuffle overhead.

by reducing the IOPS requirement of the underlying storage systems for large-scale data

analytics.

4.1.3 Current Practices and Existing Solutions

Several solutions have been previously proposed to mitigate the problem of large amounts

of small, random I/O requests during shuffle. We discuss the limitations of these solutions,

and explain why they fall short in fundamentally solving the problem at large scale.
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Reducing the number of tasks per stage. By tuning the number of tasks in job execution

plan, engineers look for the optimal performance trading off between shuffle and spill I/O

efficiency [7]. Since the number of I/O requests is determined by the corresponding map

and reduce tasks, using fewer tasks reduces the total number of shuffle fetches, and thus

improves the shuffle performance. However, this approach inevitably enlarges the average

size of input data and creates very bulky, slow tasks with disk spilling overhead.

For example, Figure 4.3 shows how the shuffle and spill runtime changes when varying

the number of map tasks in a job processing 3TB data. Towards the left, smaller number

of tasks implies larger task partition sizes, making the shuffle operations more efficient. At

the same time, larger tasks also mean each task needs to spill more data, slowing down the

task completion time. In this case, at around 1,000 tasks the job reaches its optimal value in

terms of the total runtime of shuffle and spill.

However, tuning the number of tasks is untenable to apply across the thousands of jobs

at Facebook. Each job has different characteristics (e.g., distribution and skew of data), so

it is not possible to find the optimal point without tedious experimentation. In addition,

data characteristics change over time, depending on outside factors such as Facebook user

behavior. Jobs are typically configured in favor of having more tasks, which allows room

for data growth.

More importantly, the effects of having a small number of bulky tasks can be very

detrimental for job execution in production: such tasks run very slowly due to additional

I/O and garbage collection overhead [148]. In practice we see that task number tuning could

assign GBs of data to a single task, causing the tasks to run over 60 minutes. Bulky tasks

amplify the straggler problem, in that jobs get significantly delayed if a few tasks become

stragglers or retry after failure, and speculative execution can only provide limited help in

these cases [47, 149].
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Aggregation servers for reducers. Another solution is to use separate aggregation pro-

cesses in front of each reducer to collect the fragmented shuffle blocks and batch the disk

I/O for shuffle data. The in-memory buffering in the aggregators ensures sequential disk ac-

cess when writing shuffle data, which can later be read by reduce tasks all at once. However,

directly applying this approach to process 100s of TBs or PBs of data is still infeasible. One

aggregator instance per reduce task could consume a large amount of computation (for task

bookkeeping) and memory (for disk I/O buffering) resources for large jobs, so the solutions

can only be applied at relatively small scale [159]. In addition, because each reduce task

collects data from all the map tasks, even failure of a single aggregation process leads to

data corruption and requires the entire map stage to be recomputed. As jobs further scale

in number of processes and runtime, the frequency of aggregation process failures (due to

machine or network failures, etc.) increases. The high cost of failure recovery makes the

solution inadequate for deployment at large scale.

To improve Hadoop shuffle performance, Sailfish [157] leverages a new file system

design to support multiple insertion points to store aggregated intermediate files. Besides

the fact that it requires modification to file systems, the solution also impairs the fault

tolerance: to recover a single corrupted aggregation file, a large number of map tasks need

to be re-executed. Compromising fault tolerance leads to frequent re-computation and thus

harms system performance at Facebook scale.

Instead of trading fault tolerance for I/O efficiency, our goals of designing an optimized

shuffle service include highly efficient shuffle I/O performance, little resource overhead to

the clusters, and no additional failures caused by the shuffle optimization. Riffle provides

its service as a long-running process on each physical node, and requires much less memory

space and almost no computation overhead compared to existing solutions. Riffle operates

on persisted disk files and saves results as separate files, so the service failures will not lead

to any recomputation of stages or tasks. In the rest of the paper, we will show how Riffle’s

design and implementation meet these design goals in detail.
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Figure 4.4: Riffle runs a shuffle merge scheduler as part of the analytics framework driver,
and a merger instance per physical node. Since a physical node is typically sliced into a
few executors, each running multiple tasks, it’s common to have hundreds of tasks per job
executed on each node.

4.2 System Overview

Riffle is designed to work with multi-stage jobs running on distributed data analytics frame-

works that involve all-to-all data shuffle between different stages. We describe how Riffle

works with cluster managers and data analytics frameworks, as shown in Figure 4.4.

Shuffle merge scheduler. Tasks in data analytics frameworks are assigned by a global

driver program. As explained in §4.1, the driver converts a data processing job to a DAG

of data transformations, with several stages separated by shuffle operations. Tasks from the

same stage can be executed in parallel on the executors, while tasks in the following stage

typically need to be executed after the shuffle. The intermediate shuffle files are persisted

on local or distributed file systems (e.g., HDFS [164], GFS [86], and Warm Storage [16]).

Riffle includes a shuffle merge scheduler on the driver side, which keeps track of task

execution progress and schedules merge operations based on configurable strategies and

policies. In practice, it is common to have hundreds of tasks assigned per physical node

in processing large-scale jobs. The Riffle scheduler collects the state and block sizes of

intermediate files generated by all tasks, and issues merge requests when the shuffle files

meet the merge criteria (§4.3.1).
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Shuffle service with merging. Data analytics frameworks provide an external shuffle

service [25, 35] to manage the shuffle output files. A long-running shuffle service instance

is deployed on each worker node in order to serve the shuffle files uninterruptedly, even if

executors are killed or reallocated to other jobs running concurrently on the cluster with

dynamic resource allocation policies [87, 100]. Riffle runs a merger instance as part of the

shuffle service on each physical node, which performs merge operations on shuffle output

files.

The shuffle merge scheduler directly communicates with all the registered merger in-

stances where some of the job tasks are executed, to send out merge requests and collect

results from the mergers. Figure 4.5 illustrates the shuffle service side merger combining

multiple intermediate shuffle files into larger files. Each mapper outputs data such that items

are partitioned into the reducer it belongs to (indicated here by color). Without Riffle, each

reducer would read partitions from all map outputs, which can be on the order of tens of

thousands per reducer. Riffle merges the shuffle files block by block to preserve the reducer

partitioning. After the merge operations, a reducer only needs to fetch a significantly smaller
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number of large blocks from the merged intermediate files instead. Note that these merge

operations are performed on compressed, serialized data files. This process significantly

improves the shuffle I/O efficiency without incurring much resource overhead.

4.3 Design

This section describes the mechanisms by which Riffle addresses its key challenges. We

explain the merge strategies and policies in the driver side scheduler, and the execution of

merge operations in the worker side merger in §4.3.1. We discuss how Riffle minimizes

the merge overhead with best-effort merging (§4.3.2), handles merge failures (§4.3.3), and

balances merge requests using power of choices in disaggregated architecture (§4.3.4). We

analyze Riffle’s performance benefit in §4.3.5.

4.3.1 Merging Shuffle Intermediate Files

Riffle is designed to work with existing data analytics frameworks by introducing shuffle

merge operations in the shuffle service instances coordinated by the driver. Specifically, Rif-

fle builds additional communication channels between the scheduler and mergers, allowing

the driver to issue requests and coordinate mergers.

The merge scheduler starts merge operations immediately as map outputs become avail-

able, according to merge policies (§4.3.1). This causes most merges to overlap with the

ongoing map stage, hiding their merge time if they finish before the map stage. When the

map stage finishes, outstanding merge requests can incur additional delay, which makes

policy configuration and merger efficiency (§4.3.1) important.

After the map tasks and merge operations finish, the driver launches reduce tasks in

the subsequent stage, and broadcasts the metadata (location, executor id, task id, etc.) of

all the map outputs to the executors hosting reduce tasks. With Riffle, the driver sends out
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Figure 4.6: Riffle merge policies.

metatdata of the merged files instead of the original map output files, so the reduce tasks

can fetch corresponding blocks from the merged files with more efficient reads.

Merge Scheduling Policies

Merge with fixed number of files. Users can configure Riffle to merge a fixed number of

files. For N-way merge, the scheduler sends a merge request to the merger whenever there

are N map output files available on that node (Figure 4.6(a)). The merger, upon receiving

this request, performs the merge by reading existing shuffle files, grouping blocks based

on reduce partitions, and generating a new pair of shuffle output file and index file as the

merge result.

Merge with fixed block size. In real-world settings, we observe a large variance in block

sizes of the shuffle output files (Figure 4.6(b)). Some shuffle blocks themselves are large

enough, leading to few fragmented reads; some are very tiny and we need to merge tens

or hundreds of them to make shuffle reads efficient. Riffle also supports fixed block size

merge. In this case, the driver sends out a merge request when the accumulated average

shuffle block size across all partitions exceeds a configurable threshold. The Riffle scheduler
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avoids merging files that already have large blocks, and merges more files with tiny blocks

for better I/O efficiency.

Configuring the merge policy. While merging files generally leads to more efficient

shuffle, merging too aggressively can exacerbate the merge operation delay. Merge request

processing is limited by the disk writing speed. For example, Riffle mergers achieve nearly

the sequential speed at about 100MB/s when writing the merged files in our current deploy-

ment. The larger the merged output file is, the longer the merge operation will take. Riffle’s

file and block size based policies provide flexibility to trade off between shuffle and merge

efficiency on a per-job basis.

In addition, these policies allow Riffle to be applied to file systems with different I/O

characteristics. For example, if a file system provides 2MB unit I/O size, larger requests

will be split into multiple 2MB chunk reads. Merging aggressively to get gigantic block

files only provides marginal benefits for shuffle reads. In this case, Riffle’s merge policy

can be configured to a lesser number of files or smaller block size.

Efficient Worker-Side Merger

Upon receiving a merge request, the worker-side merger performs the merge operation

and generates new shuffle files, as shown in Algorithm 2. A merge request includes a

list of completed map task IDs. The merger locates the shuffle files previously generated

by those tasks, and their accompanying index files which contain offsets of file blocks

corresponding to individual reduce tasks. For each shuffle file, the merger allocates a buffer

for asynchronously reads and caches its index file (normally no larger than a few tens of KB)

in memory. The merger also allocates a separate buffer to asynchronously write the merged

output file. During merge, it goes through each reduce partition, asynchronously copies

over the corresponding blocks from all specified files into the merged file, and records the

offsets in the merged index.
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Algorithm 2 Merging Intermediate Shuffle Files
– files: shuffle files to be merged in request
– index_files: accompanying index files, which has offsets of shuffle file blocks corresponding to each

reduce task
– out_file: merged shuffle file
– out_index: index file for the merged shuffle file
– offset: integer tracking offset of merged file

1: function MERGESHUFFLEFILES(in_ids,out_id)
2: for all id in in_ids do

3: files[id] = OPENWITHASYNCREADBUFFER(id)
4: index_files[id] = CACHEDINDEXFILE(id)

5: out_file = OPENWITHASYNCWRITEBUFFER(out_id)
6: out_index = NEWINDEXFILE(out_id)
7: offset = 0
8: for p = 1.. number of reduce partitions do

9: for all id in in_ids do

10: start = index_files[id].GETOFFSET(p)
11: end = index_file[id].GETOFFSET(p+1)
12: length = end− start

13: BUFFEREDCOPY(out_file,offset,files[id],start, length)
14: offset = offset+ length

15: APPENDINDEX(out_index,offset)

16: FLUSHBUFFERANDCLOSE(out_file)
17: PERSISTINDEXFILE(out_index)
18: return out_file,out_index
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Figure 4.7: Riffle mergers trigger only sequential disk I/O for efficiency. The shadow
sections of the input and output files are asynchronously buffered in memory to ensure
sequential I/O behavior.

Riffle ensures the merge operation is efficient and lightweight on the worker side. First,

Riffle merges compressed, serialized data files in their raw format on disks, incurring

minimal computation overhead during merge. Second, the mergers prefetch data from

original shuffle files, aggregate the blocks belonging to same reducers, and asynchronously

write blocks into the result file. Thus, they always read and write large chunks of data

sequentially, leading to minimal disk I/O overhead when performing merge operations.
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Memory Management. The major resource overhead on the workers comes from the

in-memory buffers for reading the original shuffle output files and writing the merged file,

as shown in Figure 4.7. Buffering files ensures large, sequential disk I/O requests, at the

cost of more memory consumption when the number of files and the number of concurrent

merge operations grow.

For example, assume that we keep a 4MB read buffer and a 20MB write buffer. To

merge 20 shuffle files, the merger has to buffer 80MB data for all input files, and 20MB for

the output file, ending up consuming 100MB memory. Using a dedicated buffer for each

file parallelizes the reads and writes and accelerates the merge speed. However, since a

merger is responsible to handle hundreds of map output files per job generated by tens of

executors on the worker node, the memory consumption can be significant when handling

a large number of concurrent merge requests.

Riffle deploys mergers with a fixed memory allocation on each physical node. Upon

receiving a new merge request, the merger estimates the memory consumption of processing

the request based on the fan-in (i.e., number of files) and average block sizes, and only starts

the operation if there is enough memory. When exceeding the memory limit, new incoming

merge requests will be queued up and waiting for the memory to become available. We

find that allocating 6–8GB of memory to a merger is sufficient to process 10–20 concurrent

merge requests in most use cases.2 With this configuration, Riffle mergers can achieve

nearly sequential disk I/O speed when writing merged files. Given that each physical node

typically has 256GB or even larger memory in modern datacenters, and tens of GB of

memory per machine is reserved for OS and framework daemons, we consider the memory

overhead of Riffle acceptable.

2 The memory allocation of the merger determines the number of concurrent requests it can handle. In
general, increasing the memory space leads to higher merge throughput, until a certain point where the
effective disk output rate becomes a limiting factor.
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4.3.2 Best-Effort Merge

When processing large-scale jobs with Riffle, there are usually some merger processes still

working on performing merge operations while most of the other mergers have already

completed the assigned requests. These merge stragglers exist mainly for two reasons.

First, there are always shuffle files that are generated by the final few map tasks, and the late

merge operations need to wait for these tasks to complete before starting to merge. Second,

the mergers on the worker nodes could also crash and get restarted, which slows down the

pending merge requests on that node. We find that when deployed at large scale, Riffle

merge stragglers can sometimes significantly increase the end-to-end job completion time.

To alleviate the delay penalty caused by stragglers, we introduce best-effort merge,

which allows the driver to mark the map stage as finished and start to launch reduce tasks

when most merge operations are done on workers. Riffle allows users to configure a percent-

age threshold, and when the completed merge operations exceed this threshold, the driver

does not wait for additional merge requests to return. The job execution directly proceeds

to the reduce stage, and all pending merge operations are cancelled by the driver to save

resources.

When using best-effort merge, the Riffle driver sends to reducers the metadata for

merged shuffle files for successful merge operations, and the metadata of original unmerged

files for cancelled merge operations. By eliminating merge stragglers, best-effort merge

improves the end-to-end job completion time as well as the overall resource efficiency

despite a small portion of shuffle fetches being done on less efficient unmerged files. We

demonstrate this improvement in §4.5.2.

4.3.3 Handling Failures

Since failure is the norm at scale, Riffle must guarantee the correctness of computation

results, and should not slow down the recovery process when failures happen. This requires

Riffle to efficiently handle both merge operation failures and loss of shuffle files. To handle
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these cases well, Riffle keeps both the original, unmerged files as well as the merged files

on disks.

A merge operation can fail if the merge service process crashes, or merging takes

too long and the request times out. When that happens, Riffle is designed to fall back

to original unmerged files in similar manner to best-effort merge. This leads to a slight

performance degradation during shuffle, while avoiding delaying the map stage. Correctness

is guaranteed in the same way as best-effort merge, by the Riffle driver sending a mixture

of metadata for merged and unmerged files to reduce tasks.

Spark and Hadoop deal with shuffle data loss or corruption by recomputing only the

map tasks that generated the lost files. Riffle follows this strategy if unmerged files are

lost, but can recover faster if only merged files are lost. For lost merged files, the original

shuffle file is used as a fallback, avoiding any recomputations in the map stage while slightly

degrading shuffle by fetching more files. Note that this is different from previous solutions

using aggregators to collect data on the reducer side. Sailfish [157] modifies the underlying

file system with a new file format that supports multiple insertion points for reduce block

aggregation. However, a data loss which involves a single chunk of the aggregated file

requires re-execution of all map tasks which appended to that chunk. Thus, data losses can

lead to heavy recomputation for the tasks in the map stage, and it falls short to meet our key

requirement of efficient failure handling.

4.3.4 Load Balancing on Disaggregated Architecture

Recent development in datacenter resource disaggregation [15, 85, 130] replaces individ-

ual servers with a rack of hardware as the basic building block of computing. The new-

generation disaggregated architecture provides efficiency through gains in flexibility, la-

tency, and availability. At Facebook, disaggregated clusters are widely used: the compute

nodes (with powerful CPUs and memory) and storage nodes (with weaker CPUs and large

disk space) on separate racks. The distributed file system abstracts away the physical file
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leveraging the power of two choices.

locations, and leverages fast network connections to achieve high I/O performance across

all storage nodes. While deploying a data analytics framework such as Spark on the dis-

aggregated clusters, all workers experience nearly homogeneous rates reading and writing

files regardless of their physical locations in the storage nodes.

Riffle on disaggregated clusters runs one merger process on each compute node. In the

context of resource disaggregation, merge operations are no longer limited to work with

“local” shuffle files generated from the same physical nodes. In fact, the driver can send a

request to an arbitrary merger to merge a number of available shuffle output files generated

by multiple executors on different physical nodes. For example, when the fixed block

size policy is used, the driver will pick a merger and send out a merge request whenever

the accumulated average block sizes of shuffle files generated by all workers exceed the

minimum merging block size.

Because of the merger memory limits, merge requests can queue up when the cluster

experiences high workload (as described in §4.3.1). Note that the mergers, located on the

physical nodes, are shared across all concurrent jobs running on the cluster. The Riffle

enabled drivers need to consider the workload of mergers when sending out their requests,

so that the merge operations are balanced among the mergers.

In order to efficiently balance the dynamic merge workload in a distributed manner,

Riffle leverages “power of two choices” [141]. As shown in Figure 4.8, each driver only

needs to query the pending merge workload of two (or a few) randomly picked mergers and
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choose the one with the shortest queue length. Theoretical analysis and experiments [135,

150] show that the approach can efficiently balance the distributed dynamic requests while

incurring little probing overhead.

4.3.5 Discussion

Analysis of I/O operation savings. Assume a two-stage job has M map tasks and R

reduce tasks. The total amount of data it processes is T . To simplify the discussion, we

assume the partitions of processed by all tasks can fit in memory (i.e., no disk spills). With

unmodified shuffle, the number of total shuffle I/O requests is M ·R.

Using N-way complete merge, M
N

merged files are generated by the mergers. During

shuffle, each reducer only sends M
N

read requests. Assuming data is evenly partitioned, the

total shuffle I/O requests during is now M
N
×R.

Merge operations also trigger additional I/O. Specifically, a complete merge of all

intermediate files requires an additional read and write of T data. Since Riffle mergers only

incur sequential disk I/O, the total number of I/O requests is 2 · T
s

, where s is the buffer size

in the Riffle mergers. Putting them together, the total number of I/O requests is

M

N
×R+2 ·

T

s

For example, assume a job processing 100GB data uses 1,000 map tasks and 1,000

reduce tasks. It triggers 1,000,000 I/O requests during shuffle. If the Riffle merger uses

10MB I/O buffers, then with 40-way merge, the total number of I/O requests becomes

1000
40 ×1000+2× 100GB

10MB
=45,000, reduced by 22x.

This calculation does not consider the effect of disk spills. In fact, Riffle’s efficient

merge alleviates the quadratic increase of shuffle I/O. Thus users can run much smaller

tasks instead of bulky tasks, which further reduces disk IOPS requirement due to less spills.

101



Note that the amount of additional I/O incurred by Riffle is similar to that required in

Sailfish [157]. More specifically, the chunkservers and chunksorters in Sailfish also need

to make a complete pass reading and writing shuffle data to reorganize the key-values and

generate new index files. Both systems move this process off the critical path to unblock

the execution of map and reduce tasks. Riffle’s configurable merge policy and best-effort

merge mechanism further minimize the merge overhead. In contrast, ThemisMR [158]

provides exactly twice I/O property. Compared with Riffle and Sailfish, it completely

avoids materializing intermediate files to disks, at the cost of impaired fault tolerance. Thus,

the solution only applies to relatively small scale deployment.

Deployment on different clusters. Riffle works best when there are multiple executors

processing tasks on each physical machine. As computing nodes getting larger and more

powerful, it is desirable to slice them into smaller executors for efficient resource multiplex-

ing (i.e., shared by multiple concurrent jobs) and failure isolation. In addition, Riffle fits

well with recent research and industry trends in resource disaggregation, where merge oper-

ations are no longer limited to “local” files (§4.3.4). Large jobs running on small machines

can still benefit from Riffle: in this case, tasks in map stage come in waves, ending up with

many shuffle files on each physical node to merge.

4.4 Implementation

We implemented Riffle with about 4,000 lines of Scala code added to Apache Spark 2.0.

Riffle’s modification is completely transparent to the high-level programming APIs, so

it supports running unmodified Spark applications. We implemented Riffle to work on

both traditional clusters with collocated computation and storage, and the new-generation

disaggregated clusters. Riffle as well as its policies and configurations can be easily changed

on a per-job basis. It is currently deployed and running various Spark batch analytics jobs

at Facebook.
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Garbage collection. Storage space, compared to other resources, is much cheaper in the

system. As described in §4.3.3, Riffle keeps both unmerged and merged shuffle output files

on disks for better fault tolerance. Both types of shuffle output files share the lifetime of the

running Spark job, and are cleaned up by the resource manager when the job ends.

Correctness with compressed and sorted data. Compression is commonly used to re-

duce I/O overhead when storing files on disks. The data typically needs to go through

compression codecs when transforming between its on-disk format and in-memory rep-

resentation. Riffle concatenates file blocks directly in their compressed, on-disk format

to avoid compression encoding and decoding overhead. This is possible because the data

analytics frameworks typically use concatenation friendly compression algorithms. For ex-

ample, LZ4 [24] and Snappy [34] are commonly used in Spark and Hadoop for intermediate

and result files.

Merging the raw block files breaks the relative ordering of the key-value items in the

blocks of merged shuffle files. If a reduce task does require the data to be sorted, it cannot

assume the data on the mapper side is pre-sorted. Sorting in Spark (default) and Hadoop

(configurable) on reduce side uses the TimSort algorithm [37], which takes advantage of the

ordering of local sub-blocks (i.e., segments of the concatenated blocks in merged shuffle

files) and efficiently sorts them. The algorithm has the same computational complexity as

Merge Sort and in practice leads to very good performance [8]. The sorting mechanism

ensures that reducer tasks will get the correctly ordered data even with the Riffle merge

operations. In addition, since merge will not affect the internal ordering of data in sub-

blocks (i.e., sorted regions in map outputs), the sorting time using TimSort with Riffle will

be the same as the no merge case.
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Figure 4.9: Riffle performance improvement in runtime with synthetic workload. 4.9(a)
and 4.9(b) show the wall clock time to complete stages and tasks, and 4.9(c) plots the
total reserved CPU time representing the job resource efficiency. Map time includes time
to execute both map tasks and Riffle merge operations. Reduce time includes time to
perform both shuffle fetch and reduce tasks. No complex data processing is in the synthetic
applications, so shuffle fetch dominates the reduce time. Dashed lines show the performance
with best-effort merge.

4.5 Evaluation

In this section, we present evaluation results on Riffle. We demonstrate that Riffle signif-

icantly improves the I/O efficiency by increasing the request sizes and reduces the IOPS

requirement on the disks, and scales to process 100s of TB of data and reduces the end-to-

end job completion time and total resource usage.

4.5.1 Methodology

Testbed. We test Riffle with Spark on a disaggregated cluster (see §4.3.4). The computa-

tion blade of the cluster consists of 100 physical nodes, each with 56 CPU cores, 256GB
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Data Map Reduce Block

1 167.6 GB 915 200 983 K
2 1.15 TB 7,040 1,438 120 K
3 2.7 TB 8,064 2,500 147 K
4 267 TB 36,145 20,011 360 K

Table 4.1: Datasets for 4 production jobs used for Riffle evaluation. Each row shows the
total size of shuffle data in a job, the number of tasks in its map and reduce stages, and the
average size of shuffle blocks.

RAM (with 200GB allocated to Spark executors), and connected with 10Gbps Ethernet

links. Each physical node is further divided into 14 executors, each with 4 CPU cores and

14 GB memory. In total, the jobs run on 1,414 executors. 8GB memory on each physical

node is reserved for in-memory buffering of the Riffle merger instance. The storage blade

provides a distributed file system interface, with 100MB/s I/O speed for sequential access

of a single file. Our current deployment of file system supports 512KB unit I/O operation.

We also use emulated IOPS counters in the file system to show the performance benefit

when the storage is tuned with larger optimal I/O sizes.

Workloads and datasets. We used four production jobs at Facebook with different sizes

of shuffle data, representing small, medium and large scale data processing jobs, as shown

in Table 4.1. To isolate the I/O behavior of Riffle, in §4.5.2 we first show the experiment

results on synthetic workload closely simulating Job 3: the synthetic job generates 3TB

random shuffle data and uses 8,000 map tasks and 2,500 reduce tasks. With vanilla Spark,

each shuffle output file, on average, has a 3TB/8000/2500 = 150KB block for each reduce

task (approximating the 147KB block size in Job 3). Without complex processing logic,

experiments with the synthetic job can demonstrate the I/O performance improvement with

Riffle. We further show the end-to-end performance with the four production jobs in §4.5.3.

Metrics. Shuffle performance is directly reflected in the reduce task time, since each

reduce task needs to first collect all the blocks of a certain partition from shuffle files, before
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it can start performing any operations. To show the performance improvement of Riffle, we

focus on measuring (i) task, stage, and job completion time, (ii) reduction in the number of

shuffle I/O requests, and (iii) the total resource usage in terms of reserved CPU time and

estimated disk IOPS requirements.

Baseline. In the experiments with the synthetic workload, we compare the time and re-

source efficiency of Riffle with different merge policies. In the experiments with real-world

workloads, we compare the performance improvement of Riffle against the engineering

tuned execution plans (numbers of map and reduce tasks in Table 4.1) that have best shuffle-

spill trade-offs with vanilla Spark.

4.5.2 Synthetic Workload

Stage and Task Completion Time

We compare the performance improvement of Riffle when doing 5-way, 10-way, 20-way

and 40-way merge, respectively. The merged shuffle files will on average get 750KB,

1.5MB, 3MB and 6MB block sizes.

Map and reduce stage execution time. Figure 4.9(a) shows the map and reduce stage

completion time when running the job with vanilla Spark (“no merge”) vs. Riffle with

different merge policies (note the log scale on x-axis). As N grows, the merge operation

generates larger block files, yet also takes longer time to finish. Since Riffle merge opera-

tions block the execution of reduce stage, map is only considered as completed when the

merge is done. We see the map stage time increases gradually from 174 to 343 seconds.

Despite the delay in map, we have a much larger reduction in the reduce stage time, which

drops from 474 to 81 seconds. Overall, the job completion time (i.e., sum of the two stages)

drops from 648 down to 424 seconds, 35% faster.
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Figure 4.10: Riffle I/O performance during shuffle. The dashed lines show best-effort merge
performance.

Improvement with best-effort merge. Riffle uses best-effort merge mechanism (§4.3.2)

to further reduce the delay penalty of merge operations. In Figure 4.9(a), the dashed lines

show the results of best-effort merge (threshold = 95%). We can see the map stage overhead,

compared to full merge, is much smaller (343 down to 226 seconds with 40-way merge),

while the reduce stage time stays almost the same. Overall, the job completes 53% faster

compared with vanilla Spark.

To better understand the reduce stage time improvement, we break down the stage time

by plotting the distribution of all task completion time. We show the minimum, 25/50/75

percentile, and maximum for different merge policies in Figure 4.9(b) (note the log scale

of both axes). Similarly, results with best-effort merge are in dashed lines. The medium

task time is reduced from 44 seconds (no merge) down to 10 seconds (40-way merge). The

improvement comes from the fact that a reduce task only has to issue hundreds of large

reads, as opposed to thousands of small reads, after the merge.

Improvement in Resource Efficiency

We measure the resource efficiency via metrics reported by the cluster resource manager.

Figure 4.9(c) shows the total reserved CPU time. When merge is disabled, the entire job

takes 293K reserved CPU seconds to finish; with over 20-way merge, the reserved CPU

time is reduced to 207K seconds, or by 29%. In addition, when we enable best-effort merge,
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Figure 4.11: Riffle performance improvement with production workload.

the saving in job completion time is also reflected in the resource efficiency—the total

reserved CPU time is further decreased down to 145K seconds. That means we can finish

the job with only 50% of the computation resource.

Note that the synthetic workload rules out the heavy data computation from the jobs,

in order to isolate the I/O performance during shuffle. With production jobs, the overall

resource efficiency also highly depends on the nature of the specific data processing logic.

However, we expect to see the same resource efficiency gains when considering the shuffle

operations alone.

I/O Performance

Figure 4.10(a) demonstrates how the number and size of shuffle fetch requests change with

different merge policies. The average read size (left y-axis) increases from 150KB (no

merge) to up to 6.2MB (40-way merge), and the number of read requests (right y-axis)

decreases from 8,000 down to 200. With best-effort merge, since shuffle files are partially

merged, each reduce task still has to read 5% of data from the unmerged block files. With
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40-way merge, we observe an average of 589 read requests per task, and the average read

request size of 2.1MB. Riffle effectively reduces the number of fetch requests by 40x (10x)

with complete (best-effort) merge.

To show the performance implication of the underlying file system, we look at the IOPS

requirement for running the job with different policies. We measure the IOPS requirement

with 512KB unit I/O size provided in our current deployment, and the estimated IOPS

counters when the file system supports larger I/O sizes. Figure 4.10(b) shows how the

shuffle IOPS changes (note the log scale of both axes) with different merge policies. We

can see that Riffle reduces the job IOPS from 360M with no merge down to 22M (37M), or

by 16x (9.7x), with complete (best-effort) 40-way merge. We see the 10x reduction carries

over as we increase the file system I/O sizes to 1M, 2M or even larger.

4.5.3 Production Workload

In this section, we demonstrate Riffle’s improvement in processing 4 production jobs, rep-

resenting small (Job 1), medium (Job 2 and Job 3), and large (Job 4) jobs at Facebook

Compared with synthetic workload, the production jobs are different in several ways:

• They involve heavy computation in each task, instead of only I/O in the synthetic

case;

• Jobs are deployed in real settings with limited memory resources that best fit the

hardware configurations, and data will be spilled to disks if the memory space is

insufficient;

• The block sizes of the intermediate shuffle files vary based on the user data distribution

and the partitioning functions, and Riffle should merge based on block sizes instead

of a fixed fan-in.

Improvement in I/O performance and end-to-end job completion time is crucial to

production workload. For instance, Job 4 is processing a key data set, which is in the
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Figure 4.12: Number of shuffle I/O requests (million), including all additional I/O requests
in Riffle mergers.

most upstream data pipeline for many other jobs under the same namespace. It processes

hundreds of TB of data and consumes over 1,000 CPU days to finish. Accelerating this job

will not only improve resource efficiency significantly, but also help improve the landing

time of many subsequent jobs. We show the performance of Riffle with fixed block size

merge, varying the block size threshold (512KB, 1MB, 2MB, and 4MB for first three jobs,

and 2MB for the last job). All the experiments enable best-effort merge with a threshold of

95%.

Stage and task completion time. Figure 4.11(a) shows that Riffle significantly helps

decrease the reduce stage time by 20–40% for medium to large scale jobs, without affecting

the map time much. Compared to the gain in synthetic workload, Riffle gets less relative

time reduction because of the fixed computing cost in the tasks. Note that in the case of

running small-scale jobs (like Job 1), Riffle does not help because of the delay penalty

incurred by the additional merge requests. Figure 4.11(b) further explains that the saving of

reduce stage time comes from shorter reduce task time. The reduce task can be shorten by

up to 42% (39%) when running medium (large) scale jobs.

Resource efficiency. The big saving in job completion time leads to more efficient re-

source usage. Figure 4.11(c) measures the resource usage of running the jobs. We can see

that Riffle in general saves 20–30% reserved CPU time for medium to large scale jobs.
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Figure 4.12 compares the total I/O requests during shuffle. Riffle reduces the total

shuffle I/O requests by 10x for Jobs 2 and 3, and by 5x for Job 4. For Jobs 2 and 3, Riffle

effectively converts the average request size from the original 100–150KB (see Table 4.1) to

512KB or larger, and thus significantly reduces the number of read requests needed during

shuffle operations. Similarly, for Job 4, Riffle increases the average 360KB reads to 2MB

and thus reduces the number of I/O requests.

Riffle incurs additional I/O requests for merging shuffle files. The mergers use up to

64MB in-memory buffers to ensure that the merge operations only issue large, sequential

I/O requests to disks. The overhead of merge I/O requests is almost negligible compared

with the order of magnitude savings in shuffle I/O requests.

4.6 Related Work on Shuffle Optimization

Shuffle optimization in big-data analytics. ThemisMR [158] improves the performance

of MapReduce jobs by ensuring the intermediate data (including shuffle and spill) are not

repetitively accessed through disks. However, the solution does not avoid large amounts

of small random I/O during shuffle. In addition, as the paper stated, ThemisMR eliminates

the task-level fault tolerance, and thus only applies to relatively small scale deployment.

TritonSort [160] minimizes disk seeks by carefully designing the layout of output files with-

out using huge in-memory buffers. However, since it targets the specific sorting problem,

the solution can hardly generalize to other data analytics jobs. Sailfish [157] leverages a

new file system design to support multiple insertion points to aggregate intermediate files.

However, it requires modifications to file systems, and a single corrupted aggregation file

requires recomputation of a large number of map tasks.

Parameter tuning for data analytics frameworks. Previous work [58, 137, 190, 199]

provide guidelines on how to best configure system parameters (such as number of tasks

in each stage) with given cluster resources. Starfish [98] is a self-tuning system which
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provides high performance without requiring users to understand the Hadoop parameters.

However, the tuning process for a large number of jobs is expensive, and jobs have to be

retuned when their characteristics such as the distribution and skew of input data change

over time.

IOPS optimization. Sailfish [157] leverages a new file system design to support multiple

insertion points to aggregate intermediate files. However, it requires modifications to file

systems, and a single corrupted aggregation file requires recomputation of a large number

of map tasks. Hadoop-A [186] accelerates Hadoop by overlapping map and reduce stages,

and uses RDMA to speed up the data collection process. However, this solution relies

on the reducer task to collect and buffer intermediate data in memory, which limits its

scalability and fault tolerance. Recent development on hardware accelerates the handling of

I/O requests and starts to get deployed in big-data analytics and storage systems [169, 185],

but they do not targets the problem of small, random shuffle fetch for large-scale jobs.

The case for tiny tasks. Recent work [115, 148, 150] proposes tiny tasks which run

faster and lead to better job completion time when investigating the performance of data

analytics jobs. While solutions have been studied to minimize the task launch time [132]

and overcome the scheduler overhead [150], tiny tasks hit the performance bottleneck of

shuffle when used for large-scale jobs with multiple stages. Riffle merges intermediate files

and significantly improves shuffle efficiency, so that the jobs can benefit from both fast task

execution and efficient shuffle with small tasks.

Straggler mitigation. The original MapReduce paper [81] introduces the straggler prob-

lem. Previous work on data analytics leverages speculative execution [47, 49, 193] or

approximate processing [43, 48, 178] to mitigate stragglers. Riffle avoids merge stragglers

using best-effort merge, which allows shuffle files to be partially merged to avoid waiting

for merge stragglers and accelerate job completion.
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4.7 Conclusion

In this chapter we present Riffle, an optimized shuffle service for big-data analytics frame-

works that significantly improves the I/O efficiency and scales to process large production

jobs at Facebook. Riffle alleviates the problem of quadratically increasing I/O requests

during shuffle by efficiently merging intermediate files with configurable policies. We de-

scribe our experience deploying Riffle at Facebook, and show that Riffle leads to an order

of magnitude I/O request reduction and much better job completion time.
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Chapter 5

Conclusion

5.1 Summary of Contributions

This dissertation contributes a number of techniques that achieve high efficiency and cost-

effectiveness on cluster resource usage for advanced data analytics. These methods have

been designed, implemented, and evaluated in production systems at large companies that

analyze batch and stream data from real-world workloads and scales to process petabytes

of data. Based on the idea of leveraging application-specific characteristics to design cus-

tomized resource management systems, we manage to build highly-efficient, scalable, and

fault-tolerant data frameworks for key scenarios including video analytics, distributed ma-

chine learning, and multi-stage batch processing. More specifically, this dissertation demon-

strates the design and evaluation of the following systems.

• For scheduling stream processing on video data, we designed and built VideoStorm

that allows users to submit queries with arbitrary vision processors. We efficiently

generate resource-quality profiles for video queries without exhaustively exploring

the combinatorial space of knob configurations. At its core, VideoStorm has an

efficient scheduler for video queries that considers their resource-quality profile and

lag tolerance, and trades off between them.
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• For scheduling distributed ML training jobs, we built SLAQ, a fine-grained cluster

scheduling system for running approximate ML training jobs on shared resources.

Instead of targeting resource fairness, the system optimizes for overall training quality.

SLAQ uses a normalization mechanism to unify quality measurement metrics even

for different ML algorithms on different datasets. With the normalized quality metric,

SLAQ’s online prediction algorithm precisely estimate the quality and runtime for

future iterations of the training process.

• For improving I/O efficiency of task execution in large-scale batch processing, we

designed and implemented Riffle, which consists of a centralized scheduler that keeps

track of intermediate shuffle files and dynamically coordinates merge operations, and

a shuffle merge service which runs on each physical cluster node and efficiently

merges the small files into larger ones with little resource overhead. Riffle resolves

the contention between individual task efficiency and inter-stage I/O efficiency, and

takes practical concerns like stragglers and fault tolerance into consideration.

• We implemented and deployed these systems, and evaluated the performance with

real-world workloads we collected from collaborators such as operational cameras

from the Bellevue Traffic Departments and production workloads from Facebook, as

well as various online sources. Our experiments show significant improvement in

system throughput and job completion time.

Our experience deploying these systems demonstrated the reliability and applicability

of our approaches. VideoStorm is currently deployed and running in Bellevue, WA and

Cambridge, U.K. for resource management on platforms processing live streams from

thousands of operational traffic cameras. As the core resource manager, VideoStorm works

with other layers of the analytics stack [23,101,109] together to make it easy and affordable

to deploy real-time, low-cost, and accurate video analytics. Riffle is part of Facebook’s

Spark deployment, running on clusters with hundreds of physical machines, processing

thousands of data analytics jobs daily on tens of petabytes of newly generated data per day.
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Our experience running Riffle at Facebook show significant performance improvement on

production workloads.

5.2 Open Issues and Future Work

Performance-driven scheduling for geo-distributed resources. Recent development in

geo-distributed and edge computing efficiently handle large volumes of data originated from

different sites. Previous work focus on aggregating and analyzing the geo-distributed data

with limited bandwidth in the wide-area networks [155,156,183,198]. By carefully placing

the different tasks (operators) of a processing pipeline to different locations, the systems

can best utilize the WAN bandwidth and thus reduce the data processing latency.

Multimedia data processing is a perfect match for geo-distributed data analytics. While

VideoStorm processes video streams centralized or on-premises datacenters, the deployment

requires sufficient WAN bandwidth through fiber drops or excessive cellular data. In fact,

cameras are edge devices and can be equipped with chips for data preprocessing. One

natural next step for VideoStorm is to support task and operator placement for video data

considering the limitation of both the computation and network resources on edge devices

and clusters. In addition to resource heterogeneity, multiple analytics queries can be kicked

off concurrently. It presents an opportunity to jointly optimize query performance by

carefully merging shared upstream operators in the processing pipelines, but also makes

it harder for the planning of each query execution since the resource constraint becomes

dynamic when shared with other queries. New scheduling algorithms should be designed

to take the dynamic resource budget into consideration, and allocate resources to pipelined

tasks to maximize the quality of the end results.

Leveraging approximate scheduling for automated hyperparameter tuning. Hyper-

parametre tuning is an important topic in machine learning. Many ML researchers have

brought up with different approaches to explore the hyperpameter space and find the best
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combination. Existing solutions include (1) grid search, which evenly samples trials across

the configuration space; (2) random search, which randomly picks next points in the config-

uration space; and (3) Bayesion optimization [166], which chooses the next point with the

highest probability that can lead to high model quality based on previous trials, with some

assumptions of the quality distribution of the underlying configuration space. For each trial

with a certain combination of hyperparameters, ML practitioners have to train the same

model with a fixed number of iterations or until it converges.

We ask an orthogonal question from the system’s perspective: how to improve the

training efficiency on each individual trial? With SLAQ’s prediction mechanism, we can

automatically terminates those trainings that are not promising to beat the best result we’ve

already got, and speed up the hyperparameter search process. To do so, an approximation

method is required to precisely estimate the convergence point, so that the scheduler can

compare the predicted quality with past trials and early stop non-promising trials. This

could prevent a large amount of computation from being wasted on useless combinations,

and accelerate those that generate models with quality close to the optimal. To make the

system practical and beneficial to ML practitioners, the system needs to provide a set of

clearly defined APIs and theoretical analysis to ensure a bounded quality of the result. For

example, it would be helpful for the users to know that within a certain confidence range,

the model from the approximate search system is at most 1% less accurate compared with

the best possible model.

Automate the shuffle configuration for different deployment and workloads. Riffle

and other related systems [157, 158] take different approaches to optimize the shuffle per-

formance with vastly different assumptions of the scale of deployment and datasets. In

essence, shuffle optimization is making a trade-off between scalability, performance, and

fault tolerance. Riffle and Sailfish achieves better scalability by introducing an additional

pass of the on-disk shuffle files, while the ThemisMR system aggregates the shuffle data in
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memory. Riffle achieves better scalability and can process PB-level data, but incurs merge

operation overhead.

Systematic measurement should be done to demonstrate and compare their performance

under different use cases. While Riffle has been deployed and running efficiently in Face-

book’s highly-scalable Spark platform, we cannot assume that every deployment of big-data

frameworks is with thousands of machines and processing petabytes of data. For a medium

to small deployment, it will be helpful to compare various performance metrics, and provide

guidelines to help users choose and configure the systems to best fit their specific workloads

and resources.

5.3 Concluding Remarks

Advanced data analytics queries are becoming increasingly important to gain deep insights

and drive crucial decisions from large volumes of data. The rapidly growing data, the

complexity of analytics, and the various query requirements present an unprecedented

challenge to big-data systems with only limited resources. With the recent development of

data acquisition (such as Internet-of-Things devices) and processing techniques (such as

deep learning), the data volume and complexity will likely continue to increase.

This dissertation argues that efficient and intelligent resource management can signifi-

cantly improve the performance of advanced data analytics. By leveraging the application

specific characteristics, the schedulers can make well-informed resource allocation deci-

sions targeting the cluster-wide system performance. In addition to the demonstrated use

cases, future big-data systems will soon see various new types of data and workloads. We

believe the design principles will carry over and be broadly applicable to new scenarios and

applications to conquer the resource management challenges.
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[68] Don Carney, Uğur Çetintemel, Alex Rasin, Stan Zdonik, Mitch Cherniack, and Mike
Stonebraker. Operator Scheduling in a Data Stream Manager. In VLDB, 2003.
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