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Abstract

This thesis examines the Internet as a space for playing collaborative, rhythmically synchro-
nized music among artists who are in different physical locations. The Internet has revolu-
tionized many aspects of life, but has yet to become a frequently-used venue for music per-
formance. We take the position that in order for this to occur, we must develop a new class
of musical instruments that are specifically designed for the web. In particular, they should
compensate for the delay that exists in networked communication. We explore two differ-
ent approaches to this problem. The first is a method for tempo synchronization across
large distances. The second is a method for reducing delay by predicting notes before they
are played, sending the note information across the Internet, and scheduling the note to be
synthesized into audio at the same time in multiple locations.

Our method for tempo synchronization, the Global Metronome, delivers timing er-
ror comparable to or less than the industry standard method. However, our method can
synchronize tempo between devices located anywhere on earth, while the industry stan-
dard method requires devices to be connected via a physical cable. Our approach depends
on synchronized clocks. Therefore this thesis presents an inexpensive, portable and accu-
rate time server device to grant users the ability to use the Global Metronome. This device,
called PIGMI, is a software suite that runs on a popular single-board computing platform.
The software is published as a freely-available, open source software project.

This thesis also presents a musical instrument that uses prediction to reduce network
latency, called MalLo. We present a series of studies that explore the sensor requirements,
viability, and usability of the system. We also use MalLo in concert performance and study
musicians as they learn to use the instrument over 3 rehearsals and the concert.

The primary contributions of this work include (1) a method to synchronize tempo be-
tween devices that are separated by great distance; (2) a small, inexpensive timeserver that
facilitates this approach; (3) a better understanding of the advantages and disadvantages
of tempo synchronization via this approach; (4) a method for latency reduction via per-
note prediction including simulations, a usability study, and a study of live performance
exploring its viability. This work enables new methods of remote musical collaboration and
moves us towards realizing the dream of a global community of collaborating musicians.
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Why would anyone care to perform music between

distant locations? If you are on the East Coast and the

musician you want to perform with ॾ on the West Coast

then there ॾ a reason. If it ॾ possible to do such a thing

then there ॾ more reason. As the technoloং improvॽ

exponentially and ubiquitously then eventually there will

be no reason not to perform music at a distance. Glob-

alization givॽ ॿ more reason. Making music together

makॽ friends.

Pauline Oliveros

1
Introduction

1.1 Internet as a Performance Space

Just as the Internet has come to mediate so many aspects of our culture, it also offers huge

potential as a shared musical performance space. It affords new opportunities such as dis-

covering collaborators among a worldwide community of musicians, holding impromptu

improvisation sessions, and playing with others who share similar artistic goals and vision.
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However, the Internet has yet to become a popular venue for musical collaboration and

performance. Part of the reason is that traditional music and traditional instruments are

difficult to play over the Internet.

The Internet introduces a time lag between the moment a musician plays a note and

when a collaborator in a distant location hears it. This is partly due to the routing architec-

ture of the Internet, and partly due to the fact that network data can travel no faster than

the speed of light. This lag makes it difficult for musicians to rhythmically synchronize with

one another, which in turn makes it challenging to play any type of rhythmic music.

This thesis asks: How can we overcome the challenge of rhythmic synchronization in

presence of network delay? Do we need a new class of musical instrument designed specif-

ically for the Internet? What characteristics would this new type of instrument have? Are

there genres of popular music that are well-suited for playing over Internet? Are there ways

that we can get around the speed-of-light barrier? If so, what are the trade-offs? Beyond

delay, what are other factors that get in the way of playing music over the Internet?

1.2 Goals and Contributions

The goals of this thesis are (1) to create new instruments and tools that enable rhythmi-

cally synchronized Internet music performance, (2) to deploy these tools to a community of

users, (3) to evaluate their effectiveness via user studies and musical performance, and (4) to

make recommendations for future research. In this work we present two projects, each of

which represents a different approach to rhythmic synchronization.

The first project, the Global Metronome, is a method for synchronizing tempo between

any number of devices, anywhere on earth, with no communication between them. The

3



Global Metronome project was motivated by the fact that computer system clocks are

becoming increasingly easy to synchronize to a degree suitable for music timekeeping.

Therefore, we asked the question: In this world of highly synchronized system clocks, how

should we go about managing tempo? To simulate this world we create the PIGMI (Pi

Global Metronome Implementation), which is an affordable timeserver that can be built

for less than $100. It enables any device to use the Global Metronome approach. We show

that the PIGMI and Global Metronome approach is capable of synchronizing devices that

are thousands of miles apart with an accuracy that is on par with the industry standard,

MIDI clock. The difference is that MIDI clock requires devices to be physically connected

via a cable with a maximum length of 50 feet.

Before the PIGMI there was no reliable method for MIDI synchronization across long

distances. Therefore, we deploy PIGMIs to participants located in various geographic loca-

tions and study the process of playing rhythmically synchronized sequencer-based music.

We record detailed notes regarding setup and performance with the intention of gaining

a deeper understanding of the barriers to playing live in such a manner. Finally, we distill

these notes into a series of observations about the viability of this method and lay out a se-

ries of questions that remain unanswered, offering hypotheses about potential solutions.

The second project, MalLo, is a system that uses prediction to combat latency. It is a

new type of instrument that predicts notes before they have occurred, so that information

about the predicted note can be sent over a network, and the note can be synthesized at a

receiver’s location at approximately the same moment the note occurs at the sender’s loca-

tion. MalLo is inspired by percussion instruments and uses a striking gesture. This gesture

was chosen for a number of reasons. First, striking gestures are almost universally under-
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stood by people. Second, the striking motion is surprisingly easy to predict. Third, despite

its predictability, it is highly rhythmically accurate. Fourth, this simple gesture can be used a

building block for complex, pitched instruments.

We evaluate MalLo through a series of studies. First we determine the sensor require-

ments for such a system. Next, we run a simulation of MalLo performance under varying

degrees of latency by sending message between computers on the Internet. We perform a

lab-based usability study. We use MalLo in rehearsal and in concert to study how perform-

ers might learn and play such a system. Finally, we perform a pilot study of MalLo as an

instrument for use over the Internet.

We have previously published some of the work in this thesis. Specifically, we have de-

scribed an early version of MalLo in Oda et al. (2013); described the MalLo end-to-end sys-

tem in Jin et al. (2015); presented the Global Metronome in Oda & Fiebrink (2016).

1.3 Outline

In the next chapter, we provide an overview of networked music performance, a detailed

explanation of the challenge of latency, and a background of the tools and techniques that

we and others have used to combat it. We also describe the motivating factors around our

proposed solutions.

In Chapter 3 we present the Global Metronome, a method for tempo synchronization

between unconnected devices. We also describe the PIGMI, our inexpensive hardware de-

vice that uses GPS to enable high accuracy clock synchronization*.

In Chapter 4 we deploy PIGMIs to three participants and investigate the process of us-
*Joint work with Zeyu Jin. See page 82 for a detailed description of the division of labor.
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ing them to play rhythmically synchronized music. In this chapter the participants play

partial roles as subjects, and partial roles as collaborators as we seek to determine the advan-

tages, problems and challenges of this style of performance.

In Chapter 5 we present MalLo, an instrument that uses prediction to reduce network

latency. We begin with an initial feasibility study to establish the hardware sensor require-

ments for such a system. Next we present and evaluate an end-to-end system that uses

MalLo prediction to reduce latency and an overlay network (Andersen et al., 2001) to re-

duce latency spikes.

In Chapter 6 we run a lab-based usability study to determine how a variety of users re-

spond to the MalLo system. Users perform a simple “drumming” task where they use the

system to synchronize to a metronome beat. We collect timing data to test the rhythmic ac-

curacy of the system. We also collect observation, interview and survey data to evaluate the

usability of the system.

In Chapter 7, we deploy MalLo to performers in a concert situation. We record their us-

age over 3 rehearsals and a performance to study how their technique and accuracy changes

over time. Finally, we run a preliminary test of MalLo use over the Internet to gauge its

viability over longer distances.

In Chapter 8 we conclude with a review of our findings and contributions. We describe

the next steps in research regarding these tools, and enumerate important open questions.
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2
Background and Motivation

2.1 Summary

The goal of this work is to develop new tools and techniques for playing rhythmically syn-

chronized music over the Internet. It is inspired by and draws from a large body of research

in fields such as networking, networked musical performance, musical instrument design,

and clock synchronization. In this chapter we present an overview of each of these topics
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and define key terms that will be used in subsequent chapters. First we discuss the Internet,

its architecture, and its characteristics that make playing over it promising, but challeng-

ing. Next we discuss networked musical performance, its short history, and the greatest

challenge for playing rhythmically synchronized music: latency. Next we describe clock

synchronization and discuss the current state of the art. Finally, we discuss digital musical

instrument design. We close the chapter with a summary of the key findings of this previ-

ous research, and describe our motivations for this current work. In this chapter we define

terms that will be used in later chapters. Important terms that will be used later will be indi-

cated in bold.

2.2 The Internet

In order to understand some of the challenges of playing rhythmically synchronized music

via the Internet it is useful to understand what aspects of the Internet’s architecture con-

tribute to these challenges.

2.2.1 Data Transmission

The Internet is made up of a series of interconnected networks. It is robust and decentral-

ized, meaning if some networks fail or are cut off, the individual parts can function on their

own. When we send data (e.g., audio data) via the Internet we have little-to-no control

over the physical path it takes while traversing these networks from its source to its desti-

nation (Peterson & Davie, 2007). This means that any time delays due to length of path or

congestion are largely unavoidable.

Data is divided into small chunks and sent as packets, which have a destination address.
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As the packets travel from source to destination they are sent from one router to another.

Routers are specialized computers that sit at the borders of networks and within them and

for each destination address, they forward the packet on to the next router that claims to be

closer to the destination. The Internet is constantly changing due to computers joining and

leaving networks, or problems with communication between computers, so routers are in

constant communication with their neighbors, updating routing information. A packet’s

path is completely dependent on the routes that have been computed by the routers that it

passes through. Usually this path is fairly efficient, but if changes in network conditions oc-

cur, such as congestion or breakdowns in communication routers can be slow to respond,

causing periodic or sustained delays in packet delivery. For a more detailed description of

how data is transmitted, see Computer networks: A Systems Approach by Peterson & Davie

(2007).

2.2.2 Latency and Bandwidth

Network latency is the delay that exists in data transmission. It is the length of time it takes

a single packet to get from its source to its destination. If we use the metaphor of a river,

with the water atoms as packets, latency is how long it takes a single atom to flow from

one location to the other; a low-latency connection is like a fast moving river. Latency and

bandwidth are the two metrics by which we judge the data transmission performance of a

network. Bandwidth can be thought of as the width of the river (i.e., if we slice across the

river, it is the amount of water in that slice). Typically the speed of a network connection

is advertised by its bandwidth and is measured in bits per second. The best performance

comes from high bandwidth and low latency. Network bandwidth is increasing all the time
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while latency remains more or less the same year after year. In other words, the river is get-

ting wider, but the water is moving at the same rate. What this means for musical applica-

tions is that as time goes on we will be able to send more data. This might take the form of

higher quality audio, more streams (tracks) of audio, and more control information. How-

ever, as long as the basic Internet architecture remains unchanged, and the speed of light

barrier remains unbreakable, there is a limit to how quickly that data will arrive at its desti-

nation.

Network latency depends on three main factors (Peterson & Davie, 2007). The first is

the amount of time it takes for data to be “packetized”, or put into data packets. The cur-

rent crop of networked music tools are able to do this very quickly so that the time increase

is negligible. The second factor is propagation latency, which is how fast a packet moves

through the transmission medium, and is upper-bounded by the speed of light. Light (elec-

tromagnetic radiation) travels through a vacuum at 3.0 × 108 m/s, through copper at

2.3 × 108, and through optical fiber at 2.0 × 108 (Peterson & Davie, 2007). For longer

distances, the propagation delay can be significant. This means that, generally, latency is

correlated with distance; locations that are closer together generally experience less network

latency. Figure 2.1 shows a recent measure of one-way latencies between well-known cities.

Note that the latencies between Paris and Tokyo are not the same in each direction.

The third factor of network latency is queuing latency. This is the time that a packet

spends waiting in a router queue before it is sent to the next destination. The amount of

delay increases when there is heavy traffic through a router, and traffic can change rapidly

and unexpectedly. Queuing delay can be an explanation for why sometimes short distances

have greater latency.
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Figure 2.1: The one-way latencies between ciধes (Wondernetwork, 2017).

2.3 Networked Musical Performance

Networked musical performance (NMP) is the practice of using communication networks

to facilitate music collaboration between artists in remote physical locations. Networked

performance began as early as the 1890s when telephone operators entertained themselves

with impromptu musical jams over the phone lines (Marvin, 1990). John Cage’s “Imaginary

Landscape No. 4 for Twelve Radios” used radios that were interconnected. The practice

began more popular in the 1990’s when music pioneers such as The Hub (Brown, 2002)

and Pauline Oliveros (Oliveros et al., 2009) began experimenting with using the Internet

as a performance space. Since then researchers such as Chris Chafe (Chafe et al., 2010),

Juan-Pablo Câceres (Cáceres & Chafe, 2010), Alexander Carôt (Carôt et al., 2009), Elaine

Chew (Chew et al., 2005), Ajay Kapur (Kapur et al., 2005), Mihir Sarkar (Sarkar & Vercoe,

2007), and many others have contributed to a growing body of work on the subject.
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2.3.1 Latency in Networked Musical Performance

Overcoming the latency in data transmission is one of the most difficult challenges when

performing rhythmically synchronized networked music via a network. Latency causes a

phenomenon called tempo drag (i.e. tempo deceleration). The delay causes players to slow

down in order to stay in time with the audio they hear, which causes their collaborators

to also slow down to stay in time with their delayed audio, which in turn causes the first

player to slow down, etc (Cáceres & Chafe, 2010; Chew et al., 2005; Chafe et al., 2004). The

players slow down and might reach an equilibrium at a slower tempo. In other cases the

tempo remains erratic. At high levels of latency, it can be impossible for players to stay in

time with one another.

Rottondi et al. (2016) explains that amount of tempo drag depends on a number of fac-

tors such as player skill, familiarity with the music, the instruments played, visual feedback,

and rhythmic complexity. They also state that a generally accepted rule is that 30 ms or less

of latency is invisible to the player. 30-60 ms is perceivable and causes some tempo decel-

eration. Above 60 ms it becomes difficult to play in time and at a constant speed. For an

in-depth analysis of the NMP field, please read “An Overview on Networked Music Perfor-

mance Technologies” by Rottondi et al. (2016).

Rottondi et al. list the sources of latency as:

1. in-air sound propagation from source to microphone;

2. transduction from the acoustic wave to electric signal in the microphone (negligible);

3. signal transmission through the microphone’s connector (negligible);

4. analog to digital conversion (possibly with encoding) and internal data buffering of
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the sender’s sound card driver;

5. processing time of the sender’s machine to packetize the audio data prior to transmis-

sion;

6. network propagation, transmission and routing delay; processing time of the re-

ceiver’s PC to depacketize (and possibly decode) the received audio data;

7. application buffering delay;

8. driver buffering of the receiver’s sound card and digital to analog conversion;

9. transmission of the signal through the headphone or audio monitor (loudspeaker)

connector (negligible);

10. transduction from electric signal to acoustic wave in the headphones or loudspeaker

(negligible);

11. for loudspeakers, in-air sound propagation from loudspeaker to ear.

In NMP and in other applications, such as clock synchronization, we often think of la-

tency in terms of round trip time (RTT), which is the time it takes for audio to travel from

one player to a second, and from the second back to the first. Often times this latency is

nearly the same as two times the one-way latency, though at times the one-way latencies can

be unequal. We discuss this further in Section 2.5.

2.3.2 Compensating for Latency, An Incomplete History

One of the earliest methods for dealing with network latency is to simply embrace it as part

of the performance medium. Pauline Oliveros was a pioneer of NMP, and performed her

first piece over the telephone with artists in Oakland, CA; Kingston, NY; New York, NY;

Houston, TX; San Diego, CA; and Los Angeles, CA (1991). This performance purpose-
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fully used the latency—in the 100s of milliseconds—and the sonic characteristics of the

telephone as features of the “telematic” piece (Oliveros et al., 2009).

When the Internet gained in popularity in the mid-1990s, bandwidth was limited, so to

perform artists used MP3 compression (Brandenburg, 1999) in order to reduce the num-

ber of packets that needed to be transmitted. The encoding process, however, added a large

amount of latency, which ballooned up to 8 seconds (Oliveros et al., 2009). The bandwidth

of the Internet has grown since and can now transmit uncompressed audio without suffer-

ing from queuing delays. Although a sender has no control over the path that a packet takes

on the Internet, we can control certain aspects of latency by minimizing the time it takes

for audio to be packetized, and by using UDP as the packet format. UDP (User Datagram

Protocol) is a network packet protocol that prioritizes speed over error correction (Postel,

1980). If a UDP packet is lost in transmission, no attempt is made to confirm receipt of the

packet or resend the packet if it is lost.

The current state of the art for minimizing aspects of latency that are under the play-

ers’ control is JackTrip (Cáceres & Chafe, 2010), developed by the SoundWire group at

Stanford, led by Chris Chafe. JackTrip uses a non-blocking approach to packetizing and

de-packetizing audio data. “Every time a buffer is available [...] the sender thread imme-

diately sends it as a UDP packet” (Cáceres & Chafe, 2010). On the receiving side, as soon

as a packet containing audio is received it is put into a buffer to be played. It uses UDP as

its network packet protocol. In addition to providing extremely low latency, JackTrip pro-

vides constant latency, by buffering incoming audio. This eliminates latency jitter, thereby

making the listening experience more akin to when players are co-located.

In order to reduce latency beyond that made possible by JackTrip, we could attempt
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to predict the notes that an artist is going to play before they are played. Recent work by

Sarkar and Vercoe does just this, by creating a system what allows two tabla players to play

together with zero latency (Sarkar & Vercoe, 2007; Sarkar et al., 2007). Their system, TablaNet,

works by listening to each tabla player and classifying the pattern being played into one of

a known set of canonical tabla patterns. This classification is sent to the remote system, and

that system synthesizes a version of the classified pattern into audio. Note that with this sys-

tem many of the nuances of the playing are lost. The receiver does not hear the exact notes

that the sender is playing, but they hear the general intention.

Our work is heavily inspired by Sarkar and Vercoe’s work in that we present an instru-

ment that uses prediction to reduce network latency, but ours predicts each individual note

instead of the pattern. The motivation for this is that we wanted to create an instrument

that responds in a manner that is typical of traditional instruments, where one gesture re-

sults in one note. The intention is to allow for higher in-the-moment expressiveness by

being able to vary intensity, timing, or other attributes of the note.

Another promising approach to rhythmically synchronized music on the web is to let

computers manage the timing of notes. Sequencers are hardware or software systems that

play back a series of notes at a specified time. In performance they are often used to layer

loops of phrases on top of each other to build compositions. In presenting their system

Netjack, Carôt et al. (2009) uses sequencers to illustrate the effectiveness of their network

audio framework.

In our work we use sequencers to test the timing accuracy of our tempo synchronization

device, the PIGMI. We also explore sequenced music as a paradigm for Internet musical

performance via a study where we play sequenced music over the Internet with participants
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and study their reaction to the process.

2.4 Gestural Control of Sound Synthesis

The study of gesture as it relates to musical interfaces sits at the intersection of music and

human-computer interaction. With the advent of audio synthesis methods we are able to

decouple the physical interface from the sound generation method, and therefore can make

arbitrary mappings between player inputs and the resulting audio. This opens up vast pos-

sibilities for expressive use of technology.

Musical interfaces—in particular, gestural control of audio synthesis—represent a very

specific type of use of gesture. According to Wanderley (2001): “Gestural control of com-

puter generated sound can be seen as a highly specialized branch of human-computer inter-

action (HCI) involving the simultaneous control of multiple parameters, timing, rhythm,

and user training”.

One approach to gestural control is to capitalize on existing expertise of the musician

by sensing the gestures they already make, such as sensing the bell movement of a clar-

inet (Wanderley et al., 2005), or adding sensors to the keys of a flute (Palacio-Quintin,

2008). These augmented instruments do not add any more keys or switches, yet they add

new control dimensions which require practice to master. Other instruments, such as the

Radio Drum (Boie, 1989) use a familiar gesture, such as striking a drum, to control other

musical processes such as synthesizers.

Our approach builds off these previous works in that we also use the motion of well-

known gesture—hitting a drum surface—as the basis for our instrument. But it is different

in that we capitalize the on the predictability of the gesture in order to predict the timing
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and intensity of the notes before they occur.

2.5 Clock Synchronization

Computer system clocks are becoming increasingly more accurately synchronized. In this

thesis we look ahead to a world where all clocks are synchronized a high degree (less than 1

ms error) and explore the musical interactions that result. In Chapters 3 and 4 we use syn-

chronized clocks to enable tempo synchronization over long distances. In chapters 5, 6, and

7 we use synchronized clocks to enable events to be scheduled to occur in multiple locations

at the same time.

All clocks, including the system clock in computers, advance at slightly different rates,

which means that as time advances they will become out of sync with one another. This

is due to a number of factors including construction materials, imperfections in those ma-

terials, age, and temperature. In order to keep clocks in sync with one another we must

periodically test and correct them.

2.5.1 Summary of Terms

There is some disagreement on how to define clock synchronization terminology, but we

will use terms as they are defined in Section 10 of RFC 2330 (Paxson et al., 1998).

A clock’s offset is “the difference between the time reported by the clock and the ‘true’

time as defined by UTC. If the clock reports a time Tc and the true time is Tt, then the

clock’s offset is Tc − Tt.” (pg. 14)

A clock’s skew “at a particular moment is the frequency difference (first derivative of its

offset with respect to true time) between the clock and true time.” (pg. 14)

17



Clock skew is not constant, especially under changing temperature conditions such

as those created by computer processor heat waste. Drift is “the second derivative of the

clock’s offset with respect to true time” (pg. 14).

There are three aspects of clock synchronization (Laird, 2012) that can also be gener-

alized to tempo synchronization. The first is frequency synchronization, which is getting

clocks to run at the same rate. The second is phase synchronization which is getting fre-

quency synchronized clocks to “tick” in unison. The final is time synchronization which is

making them all agree on the same time of day.

This thesis explores tempo synchronization in Chapters 3 and 4, which is related to

clock synchronization in that music and clocks can be conceptualized as an oscillator and

a counter that counts the oscillations. Whereas a clock might count seconds (or in most

cases, small fractions of a second) in music we count beats. The musical equivalent of fre-

quency synchronization is synchronizing tempo beats per minute. The equivalent of phase

synchronization is note or measure phase, (i.e., getting the tempo-synchronized scores to

start playing notes or measures at the same time). The equivalent of time synchronization is

to agree on the position within a score (i.e., the number of notes or measures that have been

played so far).

2.5.2 Clock Synchronization Methods

There are two common approaches for computer system clock synchronization. The first

is packet-based clock synchronization, which is used for most computers, including cellular

phones. This approach uses computer networks (both wired and wireless) to send pack-

ets back and forth between clocks in order to keep them synchronized with one another.
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The second is GPS-based time synchronization, which is used for a variety of purposes in-

cluding synchronizing cell-tower clocks, servers for distributed computation, scientific in-

struments, etc. This method senses radio signal sent from orbiting satellites which contain

ultra-high accuracy atomic clocks. The GPS clock synchronization signal is available to any-

one who has a clear view of the sky. It has a theoretical accuracy of±10 nanoseconds (Allan

& Weiss, 1980).

Of packet-based approaches, the most common are Network Time Protocol (NTP) (Mills,

1991) and Precision Time Protocol (PTP) (Eidson & Lee, 2002). Although there are differ-

ences between the two, both use a similar method to poll the time offset between the two

clocks which is used as input to the synchronization algorithm. Specifically, both assume

that the network latency is the same in each direction. Figure 2.2-A shows how the mes-

saging process works in an ideal network situation. Clock 2 sends Clock 1 a message that

contains time T1. Clock 1 then responds with a messages that contains times T1 and T2. The

response message is received by Clock 2 at time T3. Clock 2 assumes that the timestamp T2

was applied at the midpoint between T1 and T3 and computes the offset between the two

clocks as offset = T2 − T3−T1
2 .

In the case that latency is the same in each direction, this method can be arbitrarily accu-

rate, no matter how large the latency. However, if the latency is asymmetric it introduces

error, as seen in Figure 2.2-B. For large latencies, this can translate to large amounts of offset

error. If asymmetry is accompanied by latency jitter, it can cause both skew and drift error.
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Figure 2.2: Packet-based clock synchronizaধon methods make the assumpধon that network delay is the same in both
direcধons. If this is not the case then error is introduced.
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2.6 Conclusions

The Internet has had an unprecedented impact on our society, and enabled many new

forms of data sharing and social interaction, but has yet to become a popular venue for mu-

sic performance. This is largely because of latency in networked communication which is

caused by two main factors (1) the distance that the data must travel, and (2) the architec-

ture of Internet. Latency makes it difficult to perform rhythmically synchronized music.

This thesis, at its core, seeks to answer the question: What are the ways in which we

could play rhythmically synchronized music over Internet? We take two different approaches.

One is to explore how highly synchronized clocks can allow us to tightly coordinate events

on systems that are separated by great distance. The other is to use prediction to reduce

latency beyond what latency optimization techniques can achieve.

We build upon a body of work of artists such as John Cage, Pauline Oliveros, the Hub,

and Chris Chafe who have explored various ways to play music over networks in spite of

this latency. In the beginning, artists such as Pauline Oliveros incorporated latency into

their works as part of the medium. As network throughput progressed artists like Chafe

et al. (2000) developed tools to reduce latency as far as possible. Later, Sarkar and Ver-

coe used prediction to create TablaNet (Sarkar et al., 2007) which enabled drummers to

play as if there were no latency. We seek to take this concept to the next logical step. While

TablaNet predicts with a pattern granularity, we predict on note granularity, to give our in-

strument a feel more akin to traditional instruments where one gesture equals one note. We

also drew from and contribute back to research about musical gestures. Selecting gestures

for their predictability and using them to reduce the latency of networked communication
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represents a new type of gesture use within this body of research.

In the creation of our solutions we lean heavily on research into GPS clock synchro-

nization to simulate a world where clocks are highly synchronized in order to explore how

tempo synchronization should be done in such a situation. We build upon the work of

Carôt et al. (2009) and his system NetJack, deploying musical sequencers to explore their

use as a possible paradigm for Internet musical performance. We study musicians as they

play with both systems and evaluate their effectiveness at enabling rhythmically synchro-

nized music performance over the Internet.
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3
The Global Metronome

3.1 Introduction

As described in the previous chapter, one of the biggest challenges of Internet music per-

formance is synchronizing tempos between players who are not in the same physical loca-

tion. To address this problem we created the Global Metronome, which is a simple, com-

putationally inexpensive approach to obtaining absolute tempo synchronization between
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ensembles or processes. Absolute synchronization means that each Global Metronome syn-

chronizes and aligns to a central authoritative tempo source and (if the tempo is constant)

all Global Metronome implementations beat in time with one another, automatically, with

no communication between them. The Global Metronome assumes that the system clocks

of each device are synchronized to a high degree, whereas current approaches such as MIDI

clock (Moog, 1986), Link (abl, 2016) depend on constant communication between devices

in order to stay in time with one another. This approach can be implemented on a variety

of devices, and as long as their clocks are synchronized it greatly simplifies the process of

tempo synchronization.

This work was done in anticipation of a time in the near future when many computer

system clocks will be synchronized to a high degree (less than 1 ms of error). These synchro-

nized clocks will open up a new set of artistic interactions, allowing us to coordinate events

across unconnected computers to a degree that is currently impossible. These events may

include media playback (e.g., audio and video), mechanical manipulation of the world, and

other computational processes. In our particular case, highly synchronized system clocks

allow us to provide tight tempo synchronization over long distance, with very low compu-

tational overhead.

The work presented in this chapter makes three contributions. The first contribution is

the concept of the Global Metronome, which can be used on a variety of devices. The sec-

ond contribution is evidence demonstrating the effectiveness of this method on currently

available hardware. The third is the Pi Global Metronome Implementation (PIGMI),

which is an inexpensive, open-source implementation that grants people access to a highly-

synchronized clock source, and can be built for under $100.
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3.2 Background

The Global Metronome approach takes inspiration from a tempo management system

used for centuries—the conductor. Sound travels roughly one foot per millisecond, so a

physically distributed ensemble (e.g., a marching band) needs a mechanism to stay synchro-

nized in spite of audio latency. To help, they use a central timing source: the conductor.

This approach capitalizes on the fact that light travels faster than sound, which allows each

performer to see a globally synchronized timing source. In cases where the ensemble is very

large, multiple conductors are used, and each of these conductors synchronize to a main

conductor as shown in Figure 3.1. This is the approach that the Global Metronome uses.

Multiple sub-conductors (Global Metronome implementations) synchronize to a virtual

“master” tempo, and players synchronize to the metronomes.

The Global Metronome relies on a high degree of system clock synchronization, which

can be difficult to achieve. The main challenges are: (1) clocks in electronic devices suffer

from varying degrees of inaccuracy and (2) high accuracy clock synchronization over net-

works is vulnerable to error. All clocks advance at different rates (Moon et al., 1999). This

difference in rate is called clock drift, and it is affected by factors such as heat and imper-

fection of construction materials. As an example, two of our test computers have a drift of

0.7 ms per second, so after 1 minute they are 42 ms out of sync with one another—an audi-

ble difference (note that this is an extreme example). In order to keep clocks in better time

we can use network clock synchronization algorithms to estimate drift, and adjust the time

of the clocks. The most popular algorithm is the Network Time Protocol (NTP) (Mills,

1991). However, NTP is accurate on the order of tens or hundreds of milliseconds, which
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is sufficient error to cause tempo drag effect (Chafe et al., 2010). The accuracy of NTP de-

pends on a number of factors such as network latency and accuracy of timeservers, but the

most important one is network route asymmetry (see Section 2.5.2 for an in-depth discus-

sion). Standard (unmodified) NTP assumes that the transit time to and from a timeserver

is symmetric, but in reality it may not be. The synchronization messages (and all Internet

messages) take different paths in each direction, and routers have different levels of buffer

congestion depending on path. This asymmetry is the main source of error in NTP, and

any other network-based clock synchronization scheme (e.g. Precision Time Protocol). If

we could estimate the route symmetry between two hosts, we could accurately synchro-

nize their clocks, but the symmetry estimate procedure depends on the accuracy of the host

clocks, resulting in a chicken and egg problem.

Two recent developments are poised to make clock synchronization far more accurate.

These are GPS as standard equipment in computers, and the clock synchronization require-

ments of LTE (a.k.a. 4G) cellular networks (Sesia et al., 2009). Neither of these technolo-

gies suffer from the route asymmetry problem. GPS sends a time signal that has a theo-

retical accuracy of 14 nanoseconds (Dana, 1997), which is a few orders of magnitude more

accurate than is needed for our tempo synchronization. The signal for GPS is freely avail-

able to anyone with a receiver and a view of the sky. LTE time is transmitted from cell base

stations to LTE enabled devices. The LTE standard requires that clocks be synchronized to

within 5-1.5 microseconds (depending on their distance from the transmitter) (Weiss, 2012).

While GPS is globally accurate, the accuracy of LTE time synchronization depends on the

accuracy of the LTE transmitter tower clock. This can vary depending on the operator but

many major telecommunications companies and equipment vendors are pushing for higher
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degrees of clock synchronization (Neil, 2012; Ericsson, 2015; Nokia, 2017).

Figure 3.1: The Global Metronome approach is similar to using mulধple conductors in a large marching band. Sub-
conductors follow a head conductor to help all parts of the band stay synchronized. This approach relies on highly
synchronized system clocks, which will become more common in the future. The “head conductor” is a virtual
metronome that is imagined to have been ধcking at tempo since the Unix epoch.

There already exist a number of effective tempo synchronization methods such as MIDI

time clock (Moog, 1986), and new offerings such as LANdini (Narveson & Trueman, 2013)

and Ableton Link (abl, 2016). These methods have been designed for synchronization of

co-located players and instruments. While the Global Metronome could be used locally

to provide wireless synchronization but it is intended to complement them by acting as

a bridge to connect ensembles across long distances. For instance, in our user studies in

Chapter 4 we use the Global Metronome for remote synchronization and MIDI clock for

local synchronization.
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3.3 The Global Metronome Phase

The Global Metronome approach uses an agreed-upon method to compute the next “tick”,

or phase, of the metronome. To accomplish this we think of the relationship between a

metronome and time t as a rotating phasor with phase 0 ≤ φ(t) < 2π, as shown in Fig-

ure 3.2.

Figure 3.2: A metronome ধcking at f bpm is represented
as a phasor which rotates 2π radians once every T = 60

f
seconds. For any ধme t, the current phase φ(t) is the
fracধonal porধon of t

T .

For a given tempo f (in beats per

minute), the phasor makes f rotations ev-

ery minute, and the metronome “tick” (if

desired) is played when φ(t) = 0. When

two metronomes have φ1(t) ≡ φ2(t) for all

t they are synchronized with one another,

rotating at the same rate and with the same

phase. Given synchronized system clocks,

the concept of the Global Metronome is,

at its core, a standardized way to compute

φ(t) so that we get tempo synchronization for free.

Computing the current phase of the Global Metronome is straightforward and compu-

tationally inexpensive. Imagine that a “virtual” metronome has been ticking at a constant

tempo since the Unix epoch (January 1, 1970). For a Unix time t in seconds, we divide by

the period of the metronome, and the fractional part determines the current phase of the

master metronome.

T =
60
f

(3.1)
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φglobal(t,T) = 2π
( t
T
−
⌊ t
T

⌋)
(3.2)

where f is the tempo in beats per minute, T is the period, and φglobal is the phase of the

Global Metronome.

Sometimes we might want the phase of a local metronome to be purposefully offset

from the Global Metronome (e.g. after a tempo change). Therefore we allow a local client

to specify a local phase offset term 0 < θ < 2π. The phase of a client at time t, given the

desired tempo f and local phase offset θ, can be precisely computed in terms of the Global

Metronome as

φlocal(t,T, θ) =

[
2π

( t
T
−
⌊ t
T

⌋)
+ θ

]
mod 2π (3.3)

where T is the period as computed in Equation 3.1.

A basic example of when we might want to use a phase offset is if we wanted to be-

gin playing immediately, without waiting to align with the Global Metronome. In this

case when we starting playing we would almost certainly be out of phase with the Global

Metronome, but we could transmit our current phase offset to our collaborators. Another

common case would be after a smooth tempo change, which we will discuss next.

3.4 Tempo Changes

The Global Metronome can help to make tempo changes easier by guaranteeing that once

a change is complete, all players are still synchronized with each other. All that is needed

is that they use the same f and θ. However, changing from tempo f1 to f2 will cause a dis-

continuous jump in metronome phase because φ(t,T1, θ⋆) ̸= φ(t,T2, θ⋆) for nearly all

f1 ̸= f2. In this section we explain how to properly execute perceptually smooth tempo
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Figure 3.3: For tempos f1 and f2 the orange lines represent the ধmes when φ(f1) = 0, and the blue lines represent
when φ(f2) = 0. An instantaneous switch from f1 to f2 will almost certainly cause a disconধnuous phase jump, no
maħer how small the tempo change is. Therefore for each tempo change, we must compute a new phase offset.

changes by (1) dividing the full tempo change into smaller quantized steps and (2) adjusting

the phase offset θ to maintain smooth progress through the current beat.

The most important detail to address when making tempo changes is making sure the

metronome phase progresses smoothly, without any jumps. Tempo changes using the

Global Metronome are different than other tempo systems because of how we divide Unix

time into phasor rotations, as shown in Figure 3.3. When we change tempo, the number of

completed phasor rotations changes, as does the current φ. The overwhelming majority of

changes in tempo (no matter how small) will cause a discontinuous jump in φ. To maintain

smooth progress through the current beat we need to recompute θ for each new tempo we

pass through.

To execute a perceptually smooth tempo change, we want to quantize our tempo changes

into a series of discrete tempo change “steps” that are large enough to have minimal im-

pact on processor usage, but small enough so that the change is perceptually smooth. For

example, if we want to transition from 60 bpm to 72 bpm over 3 beats, we divide those

beats into 12 equal steps of 1 bpm tempo increases. Implemented in terms of metronome

phase, we specify that this tempo change happens over 3 × 2π radians, spending π/2 radi-
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ans of the phasor in each intermediate tempo. (We recommend 1 bpm for each step value

because—for tempos greater than 50 bpm—it is below the 2% just noticeable difference

recommended by Vos et al (Vos et al., 1997). However, this quantization amount can be

changed to suit the situation.)

During a tempo change it is useful to be aware that there are two different “time” worlds.

The first isUnix time, and the other is beat time. As we perform our acceleration, we spend

the same amount of beat time in each tempo (e.g. in case above π/2 radians, or 1/4 of a

beat). If our tempo increases, however, we spend a decreasing amount of Unix time in each

successive tempo step, and if our tempo decreases we spend more time in each step. When

we change to a new tempo, we recompute our phase offset as

θnew =

[
φlocal − 2π

( t
Tnew
−
⌊

t
Tnew

⌋)]
mod 2π (3.4)

where t is the current Unix time, Tnew is the period of our new tempo, and φlocal is the cur-

rent phase. Now, if we use θnew in the formulametro(t, f, θnew), there will be no phase dis-

continuity between the two tempos. Note that this method is just one example of how to

make a tempo change. Other methods might apply a curve to the rate change, or spend

equal Unix time in each intermediate tempo. The important thing to remember is that

(1) we must recompute θwith every tempo change and (2) we should quantize our tempo

changes into steps that are large enough to be easy on our processor, but small enough to be

perceptually smooth (we recommend 1 bpm steps).
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Figure 3.4: The Pi Global Metronome Implementaধon (PIGMI) is inexpensive and portable, and greatly simplifies the
process of synchronizing to the Global Metronome. It requires a view of the sky in order to sense GPS satellites. Its
antenna is placed in a window and is connected to an Ethernet network.

3.5 PIGMI: The $99 Global Metronome

Using the Global Metronome approach requires access to a local high-accuracy time source.

For this purpose we have created the Raspberry Pi Global Metronome Implementation

(PIGMI), a tiny, inexpensive timeserver that can be used to synchronize computers on a

LAN. The hardware consists of a Raspberry Pi 2, a GPS expansion board, an active GPS

antenna, and a USB wifi dongle. We have created instructions for building a PIGMI on our

project website *. Included are hardware recommendations and a Raspbian Linux image

with the software preinstalled.

A PIGMI must be placed near a window that has a view of the sky and (if desired) con-

nected it to a LAN, as shown in Figure 3.4. The PIGMI currently uses LANdini (Narveson

& Trueman, 2013) as its primary method to transmit clock synchronization information
*http://pigmi.cs.princeton.edu

32



to local devices. LANdini is a software suite that simplifies time synchronization and OSC

message transmission between host computers on a LAN. In the future we plan to support

more local synchronization methods (e.g., Ableton Link and MIDI clock). Note that each

PIGMI is autonomous, and there is no limit to how many different geographic locations

can use this method. Because each PIGMI gets its timing information from GPS, there is

no additional computational overhead to adding more PIGMIs.

The PIGMI is designed to be used in a number of different configurations. First, it can

be used as a metronome, generating audio internally. The included metronome software

uses a GPIO pin to generate sharp (but pleasant), audible clicks with low latency. A user

can connect the GPIO pin to an audio mixer to hear the result. Second, the PIGMI can

act as an NTP server. NTP over the Internet can be inaccurate for tempo sync purposes,

but NTP over a LAN can yield extremely accurate time synchronization, as we will show in

our evaluation. Third, the most convenient way to use the PIGMI is via LANdini. When a

PIGMI is connected to a LAN, other hosts running LANdini will automatically discover it

and begin to synchronize their timing to it.

3.6 Evaluation

In order to gauge the accuracy of the Global Metronome given current technology, we con-

ducted a series of studies. GPS research shows that as long as a receiver can sense three GPS

satellites, it will be able to sense the time synchronization signal with a theoretical accuracy

of 14 nanoseconds (Elson et al., 2002). However, reading the sync signal and then convey-

ing the synchronization information to another computer incurs error. The goal of the

following evaluation is to gain an intuition into the magnitude of error that different con-
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figurations of PIGMIs incur.

We tested three different useful PIGMI configurations, shown in Figure 3.5, and de-

scribed in detail below. In every case, there are two audible metronomes ticking at f = 120

with θ = 0 for 30 minutes, with the audio generated from either a PIGMI or a computer.

We recorded each audio stream, and for each tick we computed the timing offset (in ms)

from the corresponding tick in the other audio stream. We also recorded, for comparison,

a configuration where one PIGMI was not synchronized to the Global Metronome, and

another configuration with two commercial drum machines synchronized via MIDI clock

(Figure 3.6). In the descriptions below, PIGMI-1 and PIGMI-2 are the names of specific

PIGMI systems that are re-used throughout the experiment. Note that although these

devices were next to one another in our lab, GPS receivers that are physically far apart are

expected to have the same synchronization accuracy.

• Configuration 1 (both GPS): In this configuration two independent PIGMIs (PIGMI-1,

PIGMI-2), each with a GPS sensor, generate audio ticks by switching a GPIO pin

from high to low and back again. The GPIO pins were connected to a mixer, and the

audio was recorded from the master out of that mixer. This configuration is meant

to investigate the error incurred for devices that have direct access to GPS.

• Configuration 2 (GPS and NTP): Both PIGMIs are synchronized to GPS. PIGMI-1

generates ticks directly via GPIO pin. A PC host (a 2011 Macbook Pro running OS X

Yosemite) synchronizes its system clock via NTP to PIGMI-2. On the host, metronome

tick times are computed by referencing its system clock, and the audio is generated

via a Python program. This configuration is meant to test the scenario where systems

connect via NTP to a low-latency, accurate timeserver (in this case, a PIGMI).
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NTP

AudioGPS

LANdini
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3

Figure 3.5: We tested 3 configuraধons of PIGMIs along with two “control” configuraধons (shown in Figure 3.6) in
order to learn the magnitude of synchronizaধon error. In each of the displayed configuraধons, we recorded 30 min-
utes of audio ধcks at f = 120 beats per minute. Then, we analyzed the per-ধck ধming differences (offsets) of one
recording compared to the other.
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Figure 3.6: These configuraধons serve as informal synchronizaধon benchmarks. Configuraধon 4 tests the scenario
when one PIGMI is not synchronized to the Global Metronome, while “MIDI” tests two commercial drum machines,
connected via a physical MIDI cable. Just as for the configuraধons in Figure 3.5, we recorded 30 minutes of audio
ধcks at 120 beats per minute. Then, we analyzed the offsets of these ধcks.
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• Configuration 3 (GPS and LANdini): Both PIGMIs are synchronized to GPS. PIGMI-1

generates ticks via GPIO. The PC host connects via LANdini to PIGMI-2. In this

case it is not the system clock that is synchronized to PIGMI-2, but a software clock

written in SuperCollider (McCartney, 2002). The Global Metronome tick times are

computed by referencing the software clock and the audio is generated in SuperCol-

lider. This configuration is meant to test the amount of error when using LANdini

to connect to a timeserver.

• Configuration 4 (GPS and no sync): PIGMI-1 is synchronized to GPS. PIGMI-2 is

unsynchronized and uses its free-running internal clock for timekeeping. This is to

illustrate drift between two clocks.

• MIDI clock: A Korg Volca Beats and a Korg Electribe ER-1 are connected via phys-

ical MIDI cable to a host running Ableton Live which sends MIDI clock to both.

This configuration is to give intuition into the amount of jitter that exists in com-

mercial MIDI devices.

Figure 3.7 shows the tick offsets over each 30 minute recording. First, note the high de-

gree of accuracy for the GPS-connected and NTP-synchronized configurations when com-

pared to the MIDI connected devices. While they exhibit occasional spikes, these spikes

are generally less than 3 ms. Also, note that the “No Sync” scenario (Configuration 4) has

an average offset of−2ms. We fit a linear regression to each set of data. Of the 5 config-

urations, the “No Sync” scenario is the only regression with a non-zero slope of−0.006

ms/min with p < 0.0001. All other configurations had p > 0.33.

Figure 3.8 shows the histogram of offsets for all configurations, along with their standard
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deviations. Note that the x-axis ranges vary from plot to plot. Both GPS and NTP exhibit

extremely small offsets. The vast majority are less than 1 ms. LANdini exhibits performance

on par with the directly connected drum machines. The “No Sync” configuration has an

offset of−2ms, and this offset will become more negative with time, due to the drift be-

tween the clocks. Our MIDI devices exhibit a bimodal distribution in offsets, and have a

standard deviation that is five times that of the GPS and NTP synchronized devices.

3.7 Discussion

Our data shows that a directly-connected GPS sensor, NTP to a GPS-connected device, and

LANDdini to a GPS-connected device are all extremely accurate ways to achieve accurate

time synchronization. Their performance is on par with a physical MIDI clock connection

despite the fact that they could be hundreds of miles apart from one another. (Note, again,

that GPS receivers that are far apart are expected to have the same accuracy as those that are

side by side (Elson et al., 2002).

The mechanism used in Configuration 1 is a “best-case” scenario for latency, since nearly

all real-world mechanisms for generating audio will involve more computational and/or

communication overhead than switching a GPIO pin. However, Configurations 2 and 3

suggest that our approach supports very accurate synchronization even under more realistic

circumstances, where audio is generated by a high-level programming language (Python in

Configuration 2, SuperCollider in Configuration 3) running on a standard laptop computer

(running OS X Yosemite in both cases).

In practice, the Global Metronome approach is most immediately applicable to support-

ing musicians who play genres such as Hip Hop or Electronic Dance Music. The Global
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Metronome (along with an audio streaming technology such as JackTrip (Cáceres & Chafe,

2010)) can allow an unlimited number of artists to play in sync with one another. The

Global Metronome could also be used to synchronize drum tracks for rock and jazz mu-

sicians, and other genres where players are accustomed to playing to click tracks. For ensem-

bles who want the freedom to change tempos organically, the Global Metronome could be

one component of a more sophisticated system, incorporating (for instance) virtual tempo

controls exposed in a convenient manner to a human conductor, or automated beat track-

ing, or conductor tracking applied to designated musical leaders.

3.8 Conclusion

In this chapter we have described the Global Metronome, an absolute tempo synchro-

nization scheme that capitalizes on the fact that computer system clocks are becoming

increasingly easier to synchronize to a high degree. We have presented evidence to show

that it is possible to synchronize unconnected devices to a degree suitable for music perfor-

mance. Additionally we have presented the PIGMI (Pi Global Metronome Implementa-

tion), a tiny, affordable timeserver that greatly simplifies the process of using the Global

Metronome approach. In the following chapters we will present a number of projects

which use the Global Metronome approach and/or the PIGMI in order to simplify mu-

sical collaboration and enable new musical interactions.
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Figure 3.7: The offsets for each experiment configuraধon for f = 120, φ = 0 over a period of 30 minutes. See Fig-
ures 3.5 and 3.6 for an illustraধon of the configuraধons. Note that GPS and NTP offer high accuracy synchronizaধon,
superior to the physically connected MIDI drum machines. LANDindi exhibits performance on par with MIDI. In all
three PIGMI use cases, the devices could be hundreds of miles apart from one another. Note the−2 ms offset for
the “No Sync” scenario.
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4
The Global Metronome in Use

4.1 Introduction

In this chapter we explore the types of musical interactions that are made possible by the

Global Metronome and the PIGMI. Our initial goal is to test the effectiveness of the Global

Metronome as a tempo synchronization device for Internet musical performance, but

beyond that, we also want to understand some of the barriers that stand in the way of
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online music collaboration. These include details such as problems when setting up the

PIGMI, establishing audio connections, and communicating with one another while play-

ing. Therefore, we catalog all technical hurdles, including those caused by devices other

than the PIGMI. Finally, we explore a musical paradigm which we feel is promising for

playing collaborative music over the web—sequenced music. The PIGMI is the first device

that we know of which can allow for MIDI clock synchronization for networked perfor-

mance. Therefore it is now possible to play collaborative sequencer-based music over the

web. Our hypothesis, partially explored here, is that this style of music-making is particu-

larly well-suited for Internet performance.

Sequenced music was previously used by Carôt et al. (2009) as a means for testing Net-

jack, their networked music performance audio framework. Sequenced music is a relatively

new performance method that emerged in the 1970’s alongside synthesizers, and offers its

own methods of expression. Instead of musicians playing the individual notes, phrases are

programmed into a device that plays them back, often in loops. These loops are layered on

top of one another in order to build compositions. Expressiveness is achieved by starting

and stopping loops, changing synthesis parameters, adjusting volume and other methods

that are often associated with studio mixing techniques. The performer’s role is similar to

one of a conductor, but one who can change the composition at will.

Sequenced music is an ideal paradigm for testing the Global Metronome. Because timing

is controlled by a machine, the timing is very accurate. By removing human timing error

it allows us to gather data on the accuracy of tempo-keeping of the Global Metronome.

We seek to answer two key questions. First, does the Global Metronome allow for tempo

synchronization over the Internet? If so, there is the problem of audio latency. Although
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the audio generation might be synchronized in really time, it takes time for network pack-

ets containing audio data to travel from one player to another. So, second, does this delay

negatively affect the quality of the playing experience, and if so, how can we ameliorate this

problem?

4.1.1 Hardware Setup

We deployed three remote PIGMIs, one in Santa Monica, California, one in Denver, Col-

orado and one in Alma, Wisconsin. During a series of sessions these were used to play mu-

sic along with a PIGMI based in Culver City, California operated by the author, who has

been playing sequenced music for 20 years. All collaborations happened over residential In-

ternet connections and no special routing was used. We performed between 3-5 sessions per

participant each lasting 1-2 hours, for a total of 13 sessions.

Remote tempo synchronization between the PIGMIs was accomplished using the Global

Metronome method described in the previous chapter. Attached to each PIGMI was a

commercial sequencer of some sort. These included Ableton Live (Ableton, 2017), Korg

Volca Beats, Korg ER-1 (Korg, 2017), Squarp Pyramid (Squarp, 2017), and Novation Cir-

cuit (Novation, 2017).

Local tempo synchronization was accomplished via MIDI clock. As shown in Figure 4.1,

attached to each PIGMI was a MIDI interface. The MIDI interface sent a MIDI clock

signal in beats per minute to the attached sequencer. In order to start all sequencers at

the same time we waited until the beginning of the next measure to start the attached se-

quencer. We compute the start time tstart of the next measure with the following equation
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Figure 4.1: An example of a PIGMI set up for working with a MIDI sequenced instrument. Aħached to the Raspberry
Pi is a Midiman MIDI interface which is connected to a Korg Volca Sample sampling drum machine.

T =
60
f

(4.1)

tstart(t,T, k) = Tk
⌈ t
Tk

⌉
(4.2)

where f is the tempo in beats per minute, T is the beat period, t is the current time, and k is

the number of beats in a measure.

This delay until the beginning of the next measure also afforded us the ability to start

and stop tempo processes at will while remaining phase synchronized on a beat and mea-

sure level.

Audio transmission was accomplished using two different free software tools. Some test
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sessions used JamKazam (Jamkazam, 2017), and later tests were done using JackTrip (Cáceres

& Chafe, 2010). Each of these software tools have strengths and weaknesses. JamKazam

comes with a set of useful diagnostic tools for setting up the service. It provides the lowest

possible instantaneous latency, meaning audio is played as soon as it is received. A conse-

quence of the lowest latency approach is that the latency changes based on network condi-

tions. JackTrip provides constant latency, and the amount of fixed latency is determined by

the buffer size. As our studies show, the constant latency is important for sequenced music

over the web. One drawback to JackTrip is that it is considerably more difficult to config-

ure due to the complexity of routing audio using the Jack Audio Connection Kit (Davis &

Hohn, 2003).

When using JackTrip we employed a delayed feedback approach as Carôt et al. (2009)

used in their Netjack study. In this approach (shown in Figure 4.2) the player sends their

local audio through a delay and manually adjusts it to to be phase synchronized with the

incoming audio stream. A typical delay amount was between 40 ms and 100 ms.

4.1.2 Recruitment

Participants were recruited to set up PIGMIs in remote locations, and engage in musi-

cal jamming withe the author. Volunteers were found by posting to websites including

livepa.org, craigslist.org community Los Angeles, and the Facebook Groovebox Society

Group. The message was similar to the following, with slight adjustments depending on

the website:

“Hi all. I’ve developed a technology to allow MIDI clock sync for jamming/playing over

the Internet. It is as accurate as MIDI sync via a cable. I’m looking for volunteers to test it
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Figure 4.2: The audio rouধng for our JackTrip setup. In order to adjust the phase synchronizaধon between an incom-
ing audio stream and the local stream, the parধcipant manually adjusts the delay of their local audio.
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out. If you’re interested, please contact me. Here’s a link to the scientific paper (link).”

When users responded they were told:

“I will mail you a fully-functioning PIGMI device. However, you’ll have to supply the

MIDI interface. I’d like to have at least four sessions with you in the next two weeks. The

first two will be about an hour and a half and will be dedicated to setting up the system.

The second two will be dedicated to playing. I’ll be taking notes everything that we do,

including any problems that we have during the setup process. I’ll also be collecting ping

times between the PIGMI devices. For that to work you’ll have create a port-forwarding

rule in your router. You can close it up after we are done and it won’t affect the functional-

ity of the PIGMI.”

4.1.3 Study Procedure

The studies with each participant followed a semi-structured format, but because of the ex-

ploratory nature and differing skill sets of the participants the actual format varied. In this

section we describe the intended format of the studies. Later we will describe the specifics

of each individual study.

Setup Sessions (typically sessions 1 and 2): Once the PIGMI has arrived at the partici-

pant’s location, call them, walk them through the process of setting up the PIGMI and the

audio software (JamKazam or JackTrip). Have the participant talk about the individual

problems that occur during the setup. Note breakdowns and frustrations. Do not offer too

much explanation, let the user struggle and ask for help. When prompted by the user, freely

offer the help they ask for.

Playing Session: Play a metronome-like beat on the sequencers. Check that everything
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stays synchronized. Then, play in an unstructured way for at least 2 minutes at a time. Be-

tween playing conduct short semi-structured interviews. Note all breakdowns and chal-

lenges. Take note if a participant does not want to stop playing or seems eager to stop. At

the end of the session have the participant fill out a short survey about that day’s activities.

The semi-structured interview questions were taken from the following pool:

• How did that feel?

• Were there any problems during that jam?

• I noticed you did _____. Why did you do that?

• Did our parts sound synchronized?

The end of session survey was purposefully short in order to make it easy for the partici-

pants to complete repeatedly and included the following questions:

• For approximately how many minutes did you play?

• Did you run into any technical problems? If so what were they?

• How rhythmically tight did the music feel when both people were playing? (Re-

sponse is a 10-point scale)

• How musically or socially connected did you feel with the other player(s)? (Re-

sponse is a 10-point scale)

At the end of the entire study, participants were given the following exit survey:

• What is your age?

• How long have you been playing music?

• Do you have formal training?

• Have you played music professionally?
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• What types of music have you played, and what types have you performed?

• What drew you to online music?

• How long have you been working with JackTrip?

• What are your goals, musically?

• Roughly how many minutes of music-related activities do you do each week?

• What is your primary instrument?

4.1.4 Data Collected

Data collected during every session includes:

1. Ping times between the PIGMIs every 5 seconds.

2. Detailed notes about the technical problems encountered.

3. Detailed notes from semi-structured interviews interspersed throughout the setup

and playing process

During each session where music was played, we collected survey data. During only one

of our sessions we collected audio ticks in the same manner as the previous chapter, repli-

cating our in-lab study.

4.1.5 Data Analysis Methods

To answer the question of whether the Global Metronome is a reliable method for tempo

synchronization over the Internet we used a combination of quantitative and qualitative

analysis. Quantitatively, we performed the same study as in the previous chapter, analyzing

the offset of audio ticks, but on both ends of the connection. Next, we analyzed the one-

way ping times to determine how much advantage our system has over traditional network
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clock synchronization methods (e.g. NTP, PTP). The results of this analysis are described

in Section 4.3.2 Our qualitative evaluation involved asking our collaborators about their

subjective option about the degree of tempo synchronization in our semi-structured inter-

views, as well as our own observations about the quality of the tempo sync.

To determine the barriers to playing online as well as whether sequenced music is a vi-

able paradigm for Internet music playing, we gathered observation data and analyzed it

topically using an affinity diagram. We reviewed our notes turning each session into a se-

ries of statements such as, “spending a lot of time on audio routing”, or “the drums sound

like drunk drummers playing together”. We put these statements onto sticky notes, and

arranged them into thematic groups, shown in Figures 4.1 and 4.2. Once the groups were

established we added a summary topical sentence to form the topics discussed in Section

4.4. The survey data was used to inform the topics, as well.

Because “fun” is challenging to quantify, we chose to evaluate the enjoyability of this

system by analyzing the responses of the participants for valence data. In particular, we

looked for expressions of frustration and expressions of satisfaction. Additionally, the post-

session survey question of “How musically or socially connected did you feel with the other

player(s)?” was aimed at capturing one aspect of fun.

4.2 Study Sessions, in Practice

In this section we describe in more detail the individual participants of the study as well as

the details of their particular studies. It is worth mentioning again that in these informal

studies the participants acted as part volunteer and part collaborator, as we worked together

to overcome the technical challenges of using the system. The data from these sessions are
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Measure / beat
system is different
using this system

Using the system
is easier for those
with a good sense
of tempo sync

GPS is not neces-
sary, but it makes
things easier

Can’t shift the
downbeat

Aligning the beats
isn’t trivial for
some people

GPS is great
ground truth

Restarting on the
measure works

Local click track
makes it easier to
play

Latency is not
always symmetric

Helps to listen
in one ear (when
adjusting offset)

It’s possible to do
this without GPS

Table 4.1: To analyze our notes we extracted statements from the notes from the various sessions and arranged them
into columns. The first row is a topic sentence that summarizes the column. This is the first half of the collecধon.

evaluated in Section 4.4. A brief summary of each session, in chronological order can be

seen in Table 4.3.

4.2.1 Participant One: Skilled Groovebox User

Participant number one (referred to as P1 from here on) can be characterized as a tech worker

and hobbyist musician who plays for fun and has some desire to play shows for others. P1

lives in Santa Monica, CA and works in information technology in a creative and techni-

cal position. They are an experienced programmer who has their own Github repository.

They are familiar with navigating Linux and understand Internet networking, in that they

are familiar with ports and IP addresses.

P1 is in their 40s, played music from 15-25, stopped for 15 years and is just now getting

back into it. They have not played music professionally. They play primarily electronic

dance music. P1’s goal musical goal is to “make music”, and is currently piloting a setup
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Constant latency
is better than
lowest latency

It’s possible to
play a traditional
instrument, and
they don’t need to
be in full “follow”
mode

Audio routing
can be very time
consuming

High, constant
latency is tolerable

“I can play with
30 ms latency, but
not 80 ms—or at
least, it’s not fun.”

Can’t tell who can
hear what in audio
routing

Latency jitter kills
the vibe

Can dictate who
gets the latency

Many installation
problems (Jack)

Sounds like drunk
drummers from
latency jitter

Audio rout-
ing and dealing
with Jack is time
consuming

Delay the local
audio

Need Jack inter-
face that displays
audio levels, for
troubleshooting

30 ms jitter is too
much

Table 4.2: To analyze our notes we extracted statements from the notes from the various sessions and arranged them
into columns. The first row is a topic sentence that summarizes the column. This is the second half of the collecধon.
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Index Participant # Remote Location Activity
1 P1 Santa Monica PIGMI Setup
2 P1 Santa Monica Set up JamKazam; Played music
3 P1 Santa Monica Checked for MIDI drift; Played music
4 P2 Alma Set up PIGMI and JackTrip
5 P2 Alma Audio routing; P2 played live keyboard
6 P2 Alma Played music
7 P2 Alma Played music
8 P1 Santa Monica Set up JackTrip; Played music
9 P3 Denver Set up Jack
10 P1 Santa Monica Played Music
11 P3 Denver Problems with Jack
12 P3 Denver Problems with Jack
13 P2 Alma Audio Tick test

Table 4.3: A chronological list of the individual sessions and the acধviধes performed. Each session way approximately
1-2 hours in length.

that allows them to live stream themselves doing it. They make music using grooveboxes,

which involves tempo synchronizing drum machines and sequenced synthesizers together

to combine and layering their patterns (as described earlier). They have a large setup in the

corner of their main living space, about the size of an ice cream cart where all their devices

sit. They spend about 6-12 hours per week doing music-related activities. They have been

using JackTrip only since the beginning of this study, and are interested in networked music

performance because “everything is online”. In summary, P1 is a fair representation of the

target user for the PIGMI as an enabler of online sequenced music.

P1 was the first study participant. Much of our work together centered around testing

the timing stability of the PIGMI as well as investigating the effects of audio latency on

enjoyment. We had 6 sessions with P1, each ranging from 1.5-2 hours in length. The first

three sessions were done using JamKazam as the audio communication software.
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4.2.2 Participant Two: Enthusiastic Musician

Participant number two (P2) is a retiree with an enthusiastic obsession for music. P2 de-

scribes themselves as a “retired geek, broadcaster, early-ISP type”. They are familiar with

Linux and networking, and have been using JackTrip for about a year. They have taken

Chris Chafe’s Kadenze Online Jamming course (Kadenze, 2017) which provides a broad

overview of networked music performance. They are in their 60s, have been playing music

for 62 years and spend roughly 8-16 hours of time per week on musical activities. They play

a variety of music styles including boogie woogie, folk, blues, rock, electronic music, funk,

dance and machine-learning-created and generative music. They are drawn to networked

music to “attain the dream of collaborating with others across the globe”. They are located

in rural Wisconsin, and are close (7 ms) to a branch of the USA Internet backbone.

P2 was the second study participant and their sessions overlapped with the final 3 of P1.

All sessions with P1 were conducted using JackTrip as the audio software.

4.2.3 Participant Three: Aspiring Musician and Developer

Participant number three (P3) is in their 20s and works for a company in Denver, CO that

develops musical synthesizers. They are technically skilled and understand networks and

programming. They are moderately skilled in Linux. They play sequenced music genres

of techno, drum and bass, pop and noise. Their main instrument is a modular synthesizer,

and they spend about 4 hours per week making music. They have been streaming them-

selves via Twitch (Twitch, 2017) for about a year, and were introduced to JackTrip through

this study. They have never played music professionally, but their interest in networked

musical performance is to “connect to a broader audience”.
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Our 3 sessions with P3 were full of technical problems and we were never able to play

music. However, we were able to gather data about the types of roadblocks a hobbyist

might encounter when attempting to play music with others over the Internet.

4.3 Results

4.3.1 GPS vs Network-based Clock Synchronization

In this section we show that in certain cases packet-based clock synchronization are suffi-

cient for using the Global Metronome approach, but if latency round trip times are highly

asymmetric and have high jitter, synchronization can suffer to the point where it would be

audible.

The highly synchronized clocks of the PIGMI enable us to determine the one-way la-

tency between two collaborators. In this subsection we will use these one-way ping times

to estimate how much clock synchronization error would have occurred using traditional

network-based clock synchronization methods. As described in detail on page 18, tradi-

tional clock synchronization methods such as NTP and PTP assume that network transit

times are the same in each direction of a connection, which potentially introduces error

into the synchronization algorithm.

In the case that transit time is asymmetric, the error in each individual measurement can

be expressed as the difference between half the round trip time t1+t2
2 and the actual time of

the first leg t1.
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error = t1 −
t1 + t2
2

=
t1 − t2
2

NTP uses a custom Kalman filter to smooth noisy measurements and estimate clock

offsets and drift. Here we use a simplified 1D Kalman filter (no drift estimate) to estimate

clock error. The input to the filter is the error measurements and the output is a smoothed

estimate of the clock synchronization error.

Figure 4.3 shows the ping times between our experimenter’s (referred to as E) PIGMI

in Culver City, CA and a PIGMI in Alma, WI. Note that the ping times are very consis-

tent with the E to P2 ping times hovering around 45 ms and the P2 to E times hovering at

around 40 ms. Figure 4.4 shows the per-ping errors along with the smoothed clock error

estimates. The clock error is quite low with a median of 2.8 ms and a standard deviation of

0.24 ms. In this case, we could easily rely on traditional clock synchronization methods be-

cause timing error of 3-5 ms is barely audible, and is not likely to affect the perceived quality

of the synchronization.

Figure 4.5 shows the ping times between our experimenter’s (E) PIGMI in Culver City,

CA and a PIGMI in Santa Monica, CA. Note that although the two locations are much

closer in physical distance the ping times are quite erratic in the direction E to P1. In this

direction ping times regularly spike about 100 ms, while in the other direction ping times

are consistent and hover around 15 ms. Figure 4.6 shows the per-ping errors along with the

smoothed clock error estimates. The clock error takes a while to settle, has a median of 13.7
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Figure 4.3: Ping ধmes between the experimenter (E) in Culver City and P2 in Alma Wisconsin. Note how consistent
they are, especially in the direcধon of P2 to E.

Figure 4.4: The esধmated error when using a packet based clock sync approach is low, around 3 ms, and would be
unlikely to cause musical problems.
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Figure 4.5: Ping ধmes between the experimenter (E) in Culver City, CA and P1 in Santa Monica, CA. The E to P1
direcধon exhibit large latency jiħer, and the ping ধmes are quite asymmetric.

ms and a standard deviation of 13.6 ms. On the plot we have marked a line at 34 ms, which

represents 20 ms away from the median. At the beginning of the plot, the clock synchro-

nization begins more than 20 ms away from the median, which means at some point we

would begin to hear the two streams out of sync with one another.

These two examples are representative of the ping data from each location. The com-

munication between Culver City, CA and Santa Monica, CA was typically asymmetric in

transit times, while the communication between Culver City and Alma, WI was stable and

nearly symmetric.

In summary, when transit times are highly symmetric, we can use the Global Metronome

approach and expect stable tempo sync. In the case where transit exhibits asymmetry but

low jitter, this method could still work if we manually adjust the phase between the local

metronome and remote metronome. The worst case scenario is where there are slow or

fast changes to the symmetry of the transit times. It will be difficult to model the relation-

ship between the local and remote clock and the tempo will drift. However, without highly
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Figure 4.6: The esধmated error when using a packet based clock sync approach is high, and changes with ধme. This
level of synchronizaধon error, greater than 20 ms, would be audible.

synchronized clocks such as are enabled by GPS, it is difficult or impossible to estimate the

route asymmetry. Therefore, GPS may not be strictly necessary for this application, but it is

useful.

4.3.2 Tempo Synchronization

In this section we will explore how well a GPS-connected PIGMI can synchronize tempo in

practice. As shown in the previous chapter, the PIGMI worked extremely well as a tempo

synchronization device, with performance on par with a physical MIDI connection. Here

we present our results of using the PIGMI over the open Internet, testing its ability to keep

tempo tempos in sync with one another. We had two PIGMI setups, one in Alma, WI and

one in Culver City, CA each with sequencers synchronized via MIDI clock, as was shown

in Figure 4.1. These generate sharp quarter note ticks at 90 bpm. We recorded the ticks in

both Alma and in Culver city. We then analyzed the onset time of each tick and computed

the timing error between each corresponding pair of ticks as shown in Figure 4.7. Note
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Error

Figure 4.7: Records of two corresponding ধcks, as recorded in Culver City. The top ধck was sent from Wisconsin.
The boħom is the delayed ধck generated in Culver City. The error is the difference in ধme of the ধck onset.

that the local tick sound is as it is recorded after after it is sent through the delayed feedback

setup shown in Figure 4.2.

In interpreting the results keep in mind that there are three potential sources of error

in these recordings. The first is the transmitting computer’s audio interface clock error,

the second is MIDI clock error, and the third is network transmission delays. We have not

determined which combination of sources is responsible for the error.

Figures 4.8 and 4.9 show the timing offset over 50 minutes. The timing error of the

recordings in Wisconsin are within the range of±5 ms. Of interest is the low-frequency

decreasing sawtooth wave that has a period of roughly 5 minutes. A probable source of the

sawtooth wave are clock skew of audio interfaces of the computers that are used to send the

audio via JackTrip.

The error in the Culver City recordings are considerably higher and exhibit a fair amount

of jitter. Although the most error is in the±5 ms range, there are a large number of spikes,

some as high as 50 ms (beyond the plot range). Our hypothesis is that network congestion
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Figure 4.8: The ধming error in the audio recordings made in Alma, WI.

Figure 4.9: The ধming error in the audio recordings made in Culver City, CA.

caused these spikes. The sawtooth wave is visible in this plot as well, though obscured by

the spikes. We plan to investigate the sources of the error in future work.

In summary, the PIGMI and global metronome are effective at enabling tempo synchro-

nization between MIDI devices that are over 1000 miles apart. Although certain factors

caused timing spikes, there was no drift between the two tempos over the 50 minutes pe-

riod.
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4.4 Lessons from Participant Experiences

In this section we present a series of topics distilled from our notes as well as other data

taken during the informal case studies. In the cases where problems are identified we offer

suggestions for possible solutions or further study.

4.4.1 Constant Latency is Better than Lowest Latency

We found that for sequenced music constant latency, even high latency, is better than low-

est but variable latency. Sessions 1-3 were performed using JamKazam, which provides the

lowest latency possible, but this latency varies in length. The variation in latency caused

our percussive sequences, when played together, to sound like two “drunk drummers”

were performing together. P1 responded in one post-session survey “audio sync drifts in

and out”. During these sessions there was agreement between the experimenter and P1 that

the tempo synchronization felt unsteady, and needed troubleshooting. The experimenter

then checked the timing of the sequencer audio against the timing of metronome ticks gen-

erated using the PGIMI’s GPIO pins, making sure that the system clock was being properly

disciplined via GPS. Over 20 minutes there was no audible drift, and it was assumed the

same for P2’s setup. This is what motivated the switch to JackTrip and its constant latency

time. Our impression is that greater than 20 ms timing jitter is too much, and produces

the “drunk drummer” phenomenon. This contradicts our earlier assumption that timing

offsets of up to 30 ms would be tolerable to users. We have not done a formal study of this

threshold, which we leave to future research.

Once the sessions switched to JackTrip, using the delayed feedback approach, there were

no incidents recorded in the notes where participants complained of tempo drift. The sur-

63



vey results reflected this as well. When using JamKazam the question of “How rhythmically

tight did the music feel when both people were playing?” received an average score of 6.5

out of 10. When using JackTrip, the average was 10. Note, however, that only two responses

were given using JamKazam and both were from P1.

We found that as long as the timing of the two audio streams are aligned with the tim-

ing of the remote audio (within 20 ms), users can tolerate a surprisingly high amount of

latency—up to 200 ms. This was observed during sessions with P2, when the experimenter

assumed the entire round trip latency burden. We have not done a formal study to this as-

sumption.

4.4.2 Latency Can Be Flexibly Shared Among Players

We found that a benefit to using the Global Metronome along with a local audio delay is

that it is possible to “distribute” the total amount of latency between two players. This

means that we could determine how much of the total round-trip latency was experienced

by each participant, shown in Figure 4.10. Figure 4.10-A shows a typical Global Metronome

scenario where the tempo processes are phase synchronized, with their beats occurring at

the same time. However, the latency times are different which means that Player 1 hears

Player 2’s audio later, and therefore must use more local delay on their own signal. This

can be corrected by adjusting Player 2’s phase to play earlier. Figure 4.10-B shows such a

scenario, with both players experiencing the same amount of latency. In another potential

scenario, say Player 1 might want to play a live instrument along with the music. Rather

than assume the full leader-follower scenario shown in Figure 4.10-D, Player 1 can absorb

some of the latency and still play comfortably, as shown in Figure 4.10-C.
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Figure 4.10: By adjusধng the start ধme offset and the local audio delay, it is possible to distribute the latency be-
tween two parধcipants. Figure A shows latencies when their start ধmes are phase synchronized. B shows an even
distribuধon of latency by starধng Player 2 early. C shows a scenario where Player 1 has a short enough latency to
play a live instrument in ধme with the incoming audio, yet sধll absorbs 20 ms of latency. D shows the classic leader-
follower scenario where Player 1 hears no latency, and Player 2 hears the full latency.
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4.4.3 Sometimes We Fall Out of Measure Phase

Measure phase synchronization alignment is less flexible when using sequencers via the

Global Metronome. We assumed that players would always base their phrasing on the

start and stop time of the sequencers. However, 2 times when the system was left run-

ning for a while, players lost track of the downbeat and began their phrases in the on the

third beat instead of the first. In this scenario the experimenter had no way of re-orienting

their sequencer to be phase aligned with their phrasing because they only had the option

of starting and stopping on the “official” Global Metronome measures, which were de-

scribed in Equation 4.2. This particular problem could be remedied by allowing the Global

Metronome to start and stop at a finer granularity, but it highlights a limitation of the

Global Metronome approach.

4.4.4 It Is Fun, But More Research is Needed

Our study revealed little valence data about the experience of the participants. We counted

23 utterances that we interpreted as frustrated during the equipment setup process. While

playing music, during the 2 sessions that used JamKazam there were 8 expressions of frus-

tration over 45 minutes of playing. After switching to JackTrip for 4 session, there were 8

over 1.5 hours of playing. For the 2 JamKazam sessions, the average answer to the survey

question “How musically or socially connected did you feel with the other player(s)?” was 8

out of 10, when using JackTrip, over 4 sessions the average was 10 out of 10. Our assessment

of the playing paradigm is that it is enjoyable, but more research is needed to completely

answer the question. In particular, the questions that can be asked are: What aspects of this

method of playing are enjoyable? In what ways must a musician alter their playing style to
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playing this manner? How irritating are those adjustments?

4.4.5 Technical Barriers and Problems Remain

There are two main categories of challenges when using a setup like the one we have de-

scribed. The first is troubleshooting timing problems and the second is troubleshooting

audio routing problems.

Timing problems can be frustrating to solve under latency conditions, especially if it is

unclear how the one-way latency relates to the round trip latency. When using the variable

latency JamKazam it was extremely difficult to determine whether it was the audio that was

drifting or the PIGMI that was drifting. To troubleshoot this we used the PIGMI’s ability

to output audio ticks, and check their alignment with the attached drum machines.

Audio routing was the most time consuming barrier to setting up this system. Even a

relatively simple routing—such as sending an audio stream to multiple destinations—was

difficult to troubleshoot because it was often unclear whether audio was in fact being sent

where we intended to it be sent. The routing problem was exacerbated by the vague rout-

ing interfaces provided by the most popular Jack routing programs JackPilot and qjackctl

which are bundled with the Jack Audio Connection Kit. The routing would be much easier

if there were audio level meters for each of the audio paths, which are represented by solid

lines in Figure 4.2.

Installing Jack and audio quality problems got in the way of P1 and P3. P1 had problems

with randomly changing playback frequency. P3 never got Jack working.
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4.4.6 GPS Helps Troubleshoot

The main advantage of GPS is ground truth. Troubleshooting timing problems on the In-

ternet can be very challenging because of the multiple sources of error. These potentially

include, clock synchronization error, changing network congestion, sequencer error, op-

erating system slowdown, software. Using GPS removes one of the most likely sources of

error, and provides a rock solid timer against which to check other processes. The ticking

sound produced via PIGMI GPIO pin was a useful tool when trying to troubleshoot tim-

ing error.

4.5 Conclusion

In this chapter we have presented findings from studies with three musicians performed as

an exploration into the use of the Global Metronome for live performance. We have shown

that it is a useful tool for tempo synchronization over long distances. We have also shown

that in certain cases where latency is relatively constant and symmetric, it is possible to use

traditional clock synchronization methods instead of GPS. In our experience, though, the

highly synchronized clocks of the PIGMIs greatly simplify the process of troubleshooting

network problems. We have shown that playing sequenced music over the Internet is pos-

sible and enjoyable, but that more research is needed to determine just how viable it is as a

performance paradigm.
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5
MalLO: A Distributed, Synchronized

Musical Instrument

5.1 Introduction

An alternate approach to enabling rhythmically synchronized playing in spite of latency

is via prediction. If we can predict the notes that a musician will play, we can send that in-
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formation over the Internet before they are played, and schedule them to by synthesized in

all locations at same time. In this chapter we present MalLo (short forMallet Locator), a

new musical instrument that uses prediction to send note data across a network before the

note is played so that it can be scheduled and synthesized at both the sending and receiving

location at the same time.

MalLo is an example of a new category of musical instrument that is specifically designed

to enable natural, latency-free collaborations between musicians. These instruments are

distributed, in the sense that they both exist and generate audio in many locations, as well

as synchronized, in the sense that audio is generated and heard in nearly the same moment

in all locations. We demonstrate in this chapter that building such distributed, synchronized

musical instruments (DSMIs) is achievable, and we present the implementation details of

our approach alongside an evaluation of its effectiveness.

To enable this type of prediction, we capitalize on the relatively long physical travel of

malleted percussion instruments (e.g. vibraphone, drum kit) gestures which gives us time

to predict when a note will occur. We chose this gesture because it has a number of useful

characteristics. First, people easily understand the act of striking a surface with a stick; the

motion feels nearly innate. Second, striking gestures are surprisingly predictable; it is easy

to build a model of the gesture and predict the time of impact and impact velocity. Third,

despite the length and predictability of a striking gesture, they are rhythmically accurate.

Finally, they can be used for pitched music as well as rhythmic music. All we have to do is

expand the number of striking surfaces and we can play melodies and chords.

In this chapter we

1. Present a study to determine the sensing requirements for MalLo
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2. Describe the design of MalLo

3. Show that MalLo is capable of playing a note that is nearly synchronized (within 30

ms) with an actual mallet strike

Our work in this chapter was inspired by Sarkar and Vercoe who created a system that

uses pattern recognition to eliminate network latency (Sarkar & Vercoe, 2007). In their

approach, two remote tabla players perform together. Each end of the connection employs

a software system that has learned a collection of canonical tabla beats. The system classifies

the pattern that the local musician is playing and sends this information to the remote host,

which then synthesizes a version of the pattern to the remote player. Because tabla patterns

are highly standardized, it is likely that the receiver hears a close approximation to what

is actually being performed. The spirit of the players’ intention is communicated and the

artists experience playing with one another in synchrony. Our method builds on this idea

of prediction. However, instead of predicting with pattern granularity, we predict each

individual note.

MalLo also builds on the work of Dahl (Dahl, 2011), who showed that the path of a per-

cussion mallet head is sufficiently predictable that a DSMI could be built around it. The

swing gesture of a mallet is long (on the scale of 40-110 ms) and smooth, as shown in Fig-

ure 5.3. This smoothness stems from the purpose of the gesture: to efficiently build kinetic

energy to convert into audio, via a vibrating surface.

Note that DSMIs are made possible by the fact that a musician no longer needs to man-

ually excite a surface in order to generate sound. Instead, we use synthesis algorithms gen-

erate musically useful audio. This decoupling is essential, because it allows us to begin the

transmission process without waiting for sound to be generated locally. Thus, when con-
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Gesture Sense Predict Send Schedule Synthesize

Internet

Sender Receiver

Figure 5.1: MalLo is an example of a distributed, synchronized musical instrument (DSMI). The instrument is composed
of various parts that exist in different locaধons. It uses predicধon in order to synthesize the same audio in both a
sender’s and receiver’s locaধon at the same moment. It capitalizes on the predictable path of a percussion mallet in
order to accomplish this goal.

structing a DSMI, we seek to design an instrument with predictable properties rather than

particular acoustic properties. Two crucial aspects of predictability are the anticipation time

(i.e., how far in advance it can be made) and the prediction accuracy (i.e., how different is

the predicted time from the time of the actual note event). Making predictions earlier in

advance can mask longer network delays (which generally correspond to longer distances),

and making more accurate predictions allows more authentic collaboration.

5.2 Initial Study

In order to gauge the viability of this approach we performed an initial study using an ultra-

high-speed camera to capture image of a percussion mallet in motion. Our goal was to gain

insight into how fast a sensor we might need, and how the amount of prediction error re-

lates to sensor speed.

5.2.1 Recording Setup

To capture mallet motion, we used a Photron Fastcam SA3 grayscale camera running at

500 frames per second. The resolution is 512 × 512 pixels. A wooden striking surface was
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Template

Figure 5.2: A single image from the high speed camera. Inset is the template used to track the mallet head. Best
match is indicated in red.

oriented such that mallet contact with the surface could be easily identified by examining

mallet height, as seen in Figure 5.2.

The mallet head was tracked using a template-matching algorithm, which takes as input

a template image of a mallet head, and a source image within which to locate the mallet head

(Szeliski, 2010). The algorithm computes the normalized cross-correlation distance between

the template and each position on the source image.

One of the researchers played and recorded recorded two patterns, a 4/4 quarter note

pattern at 120 bpm with an accent on the first beat of each measure (consisting of 24 notes),

and a syncopated rhythm at 180 bpm (consisting of 34 notes). The syncopated rhythm in-

cluded quarter and eighth notes. These two rhythms were chosen to loosely represent two

rhythmic extremes, one relatively slow and simple, the other fast and more complicated.
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Figure 5.3: Mallet height over ধme, as output by our computer vision tracking algorithm, for quarter notes at 120
bpm (top) and syncopated notes at 180 bpm (boħom).

This yielded 11329 images. Examples of the tracking algorithm’s raw, unsmoothed height

output appear in Figure 5.3.

5.2.2 Evaluation

We divided the recording into 58 individual strikes, called cyclॽ in this chapter. We chose a

simple prediction algorithm, described shortly, that predicts strike time by fitting a poly-

nomial to a cycle during the descent. Figure 5.4 illustrates one such single cycle in blue: the

dashed red line is the predicted mallet path, and yellow circles represent the data fed to the

polynomial-fitting algorithm. Here, the algorithm predicts the strike time to be 8 ms before

the strike actually occurred.

We conducted a sequence of tests evaluating the accuracy of predicted strike time and

strike velocity, as well as the number of missed notes, as we varied (1) the anticipation time
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Figure 5.4: Mallet cycle fiħed with path predicধon. The final predicধon is computed 50 ms before the predicted
strike, based on the data (yellow, 100 Hz). Predicধon error is 8 ms.

(i.e., how far in advance of the strike to commit to a prediction, and send the prediction

over the network to a receiver), and (2) the sample rate of the camera data. Tests employed

anticipation times of 10, 30, 40, and 50 ms. The sampling rates tested were 60, 100, 250, and

500 Hz. We chose these sampling rates because they correspond roughly to different cost

levels of commercial cameras. The dataset for each sample rate was constructed by down-

sampling from the original 500 Hz dataset.

Our prediction algorithm works as follows: For each new mallet height sample, test

to see whether the peak of the cycle has passed and the mallet is descending. If so, fit a

quadratic using the samples from the previous 30 ms. The predicted strike time is simply

the largest root (zero-crossing) of this polynomial. Next, we determine if there is sufficient

time between the current time and the predicted strike time to take another sample (i.e.,

wait for another frame of video to arrive and be processed), to produce an improved pre-

diction. If so, repeat the above process. If not, we “send” the event over the network to the

receiver. (In our prototype used for this evaluation, the system does not actually send the
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event; the prediction is simply recorded for later analysis.)

In our work that quadratic polynomials perform better in this context than either lin-

ear or cubic predictors. To produce a ground-truth estimate of the velocity at the time of

contact, we also fit a quadratic curve to samples from the 40 ms preceding the strike up to

the strike time. To estimate the ground-truth velocity we compute the first derivative of the

quadratic curve at the strike time.

Desired Accuracy

For this initial test, we wanted to gain at least 30 ms of anticipation time (time between the

sending of the prediction and the actual strike). This is roughly equal to the average net-

work latency between New York City and Chicago, or Denver and San Diego (Ano, 2013).

We aim for the prediction error to be within 20 ms of the actual strike, because percep-

tual studies have shown that humans cannot perceive ordering in sounds that occur within

20 ms of each other (Broadbent & Ladefoged, 1959). (Broadbent and Ladefoged show that

while a listener may be able to perceive the existence of two sound onsets, they cannot tell

which one occurred first.)

Likewise, we aim for the sound pressure level (SPL) of the synthesized strike to be within

3 dB of the actual strike. This amount of error is perceivable, but loudness is not as vital a

characteristic as timing for rhythmic synchronization. We use a simplified model for esti-

mating the discrepancy between loudness of the synthesized and actual strikes, based on

the Hertz Contact Model (Hertz, 1881), and on empirical testing of how commercial syn-

thesizers respond to MIDI velocity changes (Dannenberg, 2006). Specifically, as shown by

Dannenberg, we assume peak RMS varies with the square of impact velocity. We can then
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express a perceptually-relevant, if overly simple, estimate of the error in decibels:

Lerror = 20 log10

[(
Vp

Vm

)2
]

(5.1)

Vp is the predicted velocity, and Vm is the measured velocity. Lerror is the difference in SPL

between the predicted and actual note, in decibels.

Missed Notes

Occasionally, the prediction algorithm determines that there is enough time to collect an-

other sample before making its final prediction, only to find that when the next prediction

is made, the desired anticipation time cannot be satisfied. The cutoff time has passed, and

were a note sent it would arrive too late or too with too much error. For our evaluation, we

record these asmissed notॽ.

5.2.3 Results and Discussion

This section evaluates the effectiveness of this approach under varying conditions, using the

dataset of mallet heights described earlier.

Figure 5.5 shows the empirical cumulative distribution of the errors in strike time predic-

tion for various levels of anticipation times, at a sampling rate of 500 Hz. For 10, 30, and 40

ms, 100% of the measured errors fall within the desired 20 ms. Additionally, over 80% of

the errors for these times are under 5 ms. The SPL errors also fall within the desired range

of error. For anticipation times of 10, 30, and 40 ms, 100% of the error is less than the tar-

get of 3 dB. Additionally, over 90% of the errors for these times are under 2 dB.
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Figure 5.7: Missed notes. Fracধon of notes missed for various required anধcipaধon ধmes and camera sampling rates.

Varying Camera Sampling Rate

Figure 5.6 shows the effect of sampling rate on prediction accuracy using an anticipation

time of 30 ms. All frequencies performed roughly equally well. Occasionally the lower fre-

quencies exhibit lower error than the higher frequencies. This is because troublesome cycles

that are difficult to predict at the higher frequency ranges become impossible to predict at

lower frequencies. They are recorded as missed notes, and are not included in the CDF.

Missed Notes

Figure 5.7 shows the result of varying the sampling rate and the anticipation time as they

impact number of missed notes. At a sampling rate of 500 Hz, there are no missed notes at

any anticipation time. Lower sampling rates increase the percentage of missed notes, as do

higher anticipation times. We see a sweet spot at 250 Hz (shown in green) and 30 ms where

the error rate is 0.97%. This means that for roughly every 100 notes played, 1 note must

either be dropped or transmitted knowing it is possible that it will arrive late enough to be

perceived as late.
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Limits and Timing

Faster tempos, shorter note lengths, and lower sampling rates all have a similar effect of

reducing the number of samples in a cycle. Our experiments with the number of sample

points used in curve fitting suggested that at least 5 points were necessary to produce an ac-

curate prediction. With these limitations in mind, at a tempo of 120 bpm, using a sampling

rate of 250 Hz, the fastest note that can be played is a 16th note. Additionally, the time from

the vertical peak of the swing to the strike time must be less than the sum of the anticipa-

tion time and the prediction computation time. If it is longer, the algorithm can’t possibly

predict a strike. Furthermore, if an artist stops a downward swing after the predicted note

has been sent to the receiver, then a false note will sound.

Computation Time

In order to further determine the plausibility of our proposed approach, we analyzed the

computation time taken by the various steps of the prediction process. The computation-

ally significant operations that must be performed on each image are (1) locating the mallet

head via template matching and (2) making a new path prediction via least squares regres-

sion.

The complexity of the template matching algorithm isO(mn)wherem and n are the

number of pixels in the template and source image, respectively. Using the 512 × 512

pixel source image, the operation takes roughly 112 ms (in Matlab, using a 2.3 GHz Core

i5 Duo processor), which is too long. Therefore, we constrained the search area to a smaller

region around the last known location of the mallet head. Searching a 64 × 64 area takes

roughly 1.4 ms. This approach works extremely well for higher sampling rates where the
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mallet head moves no more than 8 pixels per sample. However, at 60 Hz, the mallet head in

our dataset moved a maximum of 75 pixels. The size of the template image is 24×31 pixels.

This implies that at 60 Hz, we need a search area of at least 160 × 160 pixels, which takes

roughly 9 ms to search.

The least-squares algorithm used to predict the path algorithm is quite fast, taking roughly

1 ms. We varied the number of example points between 5 and 100 and found the fitting

time to be empirically constant with regards to the number of input points. To this we add

a 7 ms estimate of latency for a high performance motion-capture camera.

In summary, for each image captured, our Matlab-based motion tracking and prediction

system required 17 ms of computation time. We have included this estimate in our predic-

tion model. This means that in figures 5.7, 5.5, and 5.6, when the anticipation time of 10,

30, 40, or 50 ms is listed, the prediction was made 27, 47, 57 and 67 ms before the predicted

strike time, to allow 17 ms before “sending” the prediction across the network.

5.2.4 Conclusion of the Initial Study

Our initial study implies that with a sensor frame rate of 250 Hz we could predict notes

before they occur with low enough error (< 20milliseconds timing error and< 3 deci-

bels amplitude error) to be useful for players to perform rhythmically synchronized music

with one another over the Internet. The error rate increases with higher latencies and lower

frame rates, and the minimum recommended frame rate was determined to be 250 Hz.
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5.3 MalLo: Proof of Concept

In this section we describe the fully-functioning MalLo system* MalLo attacks the prob-

lem of network latency in two ways. First, it uses prediction to reduce the overall latency.

Prediction is performed by a Sender, a process that senses the percussion gesture, and sends

the prediction (e.g., across the Internet) to one or more Receivers. A Receiver is a process

that receives the messages and schedules audio to be played. Second, MalLo uses an overlay

multipath forwarding network to reduce the amount of latency variation. In this section

we will describe the design of MalLo, then we will test MalLo under various degrees of real-

world latency. Finally, we will test the effectiveness of the forwarding network at reducing

latency variation.

5.3.1 MalLo Construction

MalLo is made up of 3 parts: (1) the sensing mechanism, (2) the prediction algorithm, which

determines how the mallet path is interpreted by both the Sender and Receiver, and (3) a

multipath overlay network (Andersen et al., 2001). The implementation of each compo-

nent is described here, and the components are evaluated in Section 5.3.6.

We built two versions of MalLo, one using a high-speed RGB camera and one using the

Leap Motion sensor (Figure 5.8). The high-speed RGB version is more accurate and was

used for all tests in Section 5.3.6. The Leap Motion version was built as an underpowered-

yet-usable version of Mallo, which we used for our usability tests and performances. We
*The fully-functioning MalLo system was developed in collaboration with Zeyu Jin. All text in this

chapter was written by the thesis author. The concept of the distributed, synchronized musical instrument
described in Section 5.1 is the author’s. The prediction algorithms on pages 98 and 99, and the multipath
forwarding strategy were conceived of jointly. The forwarding server software and Leap Motion version of
MalLo were implemented by Zeyu Jin. The data analysis was done jointly.
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High-speed RGB Camera Leap Motion Sensor

Figure 5.8: Two versions of MalLo. The high-speed RBG version uses a 200 fps camera, OpenCV to track the mallet
head, and a MIDI drum pad to collect ধming ground truth. The Leap Moধon version version has no striking surface,
and uses a yellow highlighter pen as a mallet. It is affordable and portable, but it has lower accuracy and higher la-
tency.

describe both here to emphasize that MalLo can be implemented using a variety of hard-

ware.

5.3.2 High-Speed RGB Camera Version

The RGB camera version of MalLo has low latency and tight timing synchronization. The

host for this Sender system—used in our tests—is a Linux host running Ubuntu 12.04,

with a dual-core 2.40 GHz Core 2 Duo processor. The camera is a Point Grey GRAS-

03K2C-C FireWire 800 camera. It was chosen because it can isochronously transfer images

with low latency (6 ms) from the camera to computer. Furthermore, the 1394 bus clock al-

lows us to estimate shutter times with high accuracy (< 1 ms). It has a frame rate of 200 fps,

a resolution of 640 × 480 pixels (turned sideways), and a global shutter to reduce motion

blur. These specifications roughly meet the minimum requirements for tracking percussion

mallets shown in our previous study.

The mallet head is tracked using OpenCV 2 libraries (Bradski & Kaehler, 2008), via the

template matching algorithm (Szeliski, 2010). This search algorithm is the most computa-
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tionally expensive operation in our pipeline. A typical search time is 5–15 ms (if the mallet is

found to be within 50 pixels of the last known location) bringing the total processing time

to 11–21 ms per frame.

5.3.3 Leap Motion Version

The Leap Motion is an inexpensive and portable sensor that collects images using IR illu-

mination and multiple cameras at a rate of 120 fps, and it has a transfer latency of roughly

20 ms (Weichert et al., 2013). The device ships with the ability to track the tip of a stick, but

the algorithm is proprietary. In general, the Leap Motion delivered noisier data than the

RGB camera. From this point on in this chapter, all references to MalLo refer to the high-

speed RGB version.

5.3.4 Prediction, Transmission, and Playback

In this section we describe the prediction and scheduling algorithms that MalLo uses. For

each new mallet height hi (one per frame) sample, a Sender performs a new prediction. If

the mallet is descending, the Sender fits a second degree polynomial (quadratic regression)

to the last k heights (7 in this section) and solves for the zero crossing, which is the predicted

impact time, pi. The velocity vi at impact time is computed as the derivative of the polyno-

mial at pi, in pixels per second. This curve-fitting approach was shown in the preliminary

study section in Figure 5.4. Finally, pi and vi are sent in a message to the Receiver via the

multipath forwarding network described in Section 5.3.5. The time predictions are sent in

absolute time, which means that Sender and Receiver must have system clocks that are syn-

chronized to a high degree (< 1 millisecond clock drift). The sending algorithm is shown in
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Algorithm 1.

The new algorithm improves on the prediction method used in the initial tests in the

way it deals with network latency, and is made possible by synchronizing the clocks of

Sender and Receiver (e.g., via a PIGMI). In the original method, the Sender transmits a

singlemessage per strike, sent once the Sender has determined that a strike is imminent and

the cannot wait any longer due to its estimate of the network latency. In our preliminary

tests we assumed constant latency. However in reality latency is not constant. If the Sender

estimates the network latency incorrectly, this can cause a prediction to be sent too early or

too late, which can increase error or cause a prediction to arrive too late to be played. The

new method allows the Receiver to determine which of the predictions to act on. This, in

essence, gives us a perfect knowledge of the per-packet latency. To see a performance com-

parison between the old and new algorithms see Section 5.3.10.

For each new message received, the Receiver determines if the message is newer than the

last message received, and whether a user-specified inter-note wait time Tmin has passed. If

so, the message is processed. If it is an “unschedule” message, then the currently scheduled

note from that Sender is removed from the scheduling queue. This is a standard scheduling

method for realtime systems. If it is a prediction message, then a note event is scheduled

at time pi with velocity vi. The Receiver continues to replace older predictions with newer

predictions until one of the predictions is played. This is based on the assumption that as

the strike approaches, newer predictions have lower error than older ones. In practice we

found this to be true; each new prediction is almost always better than the previous. The

details of the receiving/scheduling algorithm are shown in Algorithm 2.
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Figure 5.9: To reduce latency peaks, messages are sent along mulধple simultaneous paths by sending both to the
Receiver and to forwarding servers, in an aħempt to route around local network congesধon.

5.3.5 Multipath Forwarding Strategy

MalLo sends predictions from one location to another using amultipath forwarding ap-

proach, which is essentially an overlay network (Andersen et al., 2001). This aspect of the

instrument addresses the problem that message latency on the Internet varies based on net-

work traffic. By sending duplicate messages over many different network paths at once,

MalLo can avoid moments of high latency that are associated with bursts of Internet con-

gestion. Figure 5.9 illustrates these servers, placed in multiple strategic geographic location

so as to create diverse routes through the Internet. We show that our method reduces peak

latencies, thereby increasing overall prediction accuracy and robustness.

The overlay network consists of a series of servers throughout the Internet, hosted on

Amazon EC2 and other commercial hosting companies. For each prediction to be sent, the

Sender sends one copy directly to the Receiver, as well as one copy to each of the forward-
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ing servers. They, in turn, forward the message to the Receiver. In this manner, the redun-

dancy helps to route around congested areas of the Internet. Ideally the servers should be

located so that their paths are different than the direct route, in an arrangement similar to

Figure 5.9.

5.3.6 Experiments and Results

The tests in this section are aimed at determining how the MalLo approach would perform

in over the Internet, under various latencies. Our goals are to determine if MalLo is effec-

tive at reducing (1) overall latency and (2) latency variation. To relate these tests to original

study, the purpose of the initial study was determine the frame rate requirements for such a

system (as well as the general viability of the approach). This series of test is closer to a real-

world usage scenario and represents a true end-to-end system. The initial study assumed a

fixed latency, while the latency in these tests varies based on the network conditions at the

time of the test. In addition, while the initial test used only 2 tempos (120 and 180 bpm)

here we use five. Finally, because of the success of the initial study under latencies up to 50

ms, we test up through a latency of 90 ms.

We evaluate the effectiveness of the prediction and multipath forwarding components of

MalLo using a series of experiments over the Internet. Our first experiment investigates the

timing accuracy of our prediction method under different latency conditions. The second

experiment investigates the accuracy of our note velocity predictions. Our third examines

the effectiveness of the multipath forwarding strategy in reducing latency spikes arising

from congestion. Finally, we compare our current prediction system against the version

used in Section 5.2.
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5.3.7 Timing Accuracy

Our main goal is to show that prediction can allow a performer to play the same sound,

synchronized, in multiple locations, in spite of real-world latency. Faster tempos and higher

latency make percussive strikes more difficult to accurately predict, so we tested the system

under different latency conditions and at different playing tempos.

We recorded a musician (one of the researchers) playing a syncopated, repeating pattern

made up of quarter and eighth notes, at 60, 80, 100, 120, and 140 bpm for 20 seconds. The

recordings resulted in a sequence of tuples containing a mallet height and a corresponding

timestamp. We also used the MIDI drum pad to collect the corresponding timing and (but

not velocity) ground truth. Each sequence has approximately 30 notes, with faster tempos

having more.

To test the accuracy of our note timing predictions under different latency conditions,

we used the height/timestamp tuples to generate timing predictions that were each sent to

different servers around the world. Each server immediately redirected the message pack-

ets back to our lab, where they were received by a Receiver process running on the same

computer as the Sender. (This allowed perfect clock synchronization between Sender and

Receiver for our tests.) We consider the entire round trip time, to the server and back, as the

tested latency. There were 6 servers in total corresponding with 21, 40, 48, 61, 78, and 90 ms

of average latency. In general the latencies were stable, varying by±5ms for each. How-

ever, at times we observed large momentary spikes in latency. (See Section 5.3.9 for more

information about latency behavior.)

We compare the predicted note onset time with the timing of the ground truth. Based

on Chafe’s analysis of the musical consequences of different latencies between performers
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Latency
BPM 60 80 100 120 140

21.0 ms 100.0 100.0 100.0 100.0 100.0
40.0 ms 100.0 100.0 100.0 100.0 100.0
48.0 ms 100.0 100.0 100.0 100.0 100.0
61.0 ms 100.0 100.0 100.0 100.0 100.0
78.0 ms 99.8 99.6 99.9 99.6 99.6
90.0 ms 100.0 100.0 97.9 94.7 94.7

Table 5.1: The percentage of notes predicted within 30 ms of the ground truth when playing the paħern described in
Secধon 5.3.6

(Chafe, 2012), we consider notes played by the Receiver within 30 ms of the ground truth

as “ideal”, notes within 30–50 ms of ground truth as “tolerable”, and those beyond 50 ms

as “missed”. Table 5.1 shows the percentage of notes that were “ideal”. The table also in-

cludes false positives in the count of “missed” notes. (False positives occur when the musi-

cian moves the mallet downwards but does not complete the motion with a strike and the

Receiver does not receive an “unschedule” message in time.) Note that the system begins to

break down with 88 ms of Internet latency, dropping 6 out of every 100 notes at 120 bpm.

However, at 73.0 ms, the system accurately predicts at least 99.6% of notes over all tempi.

73 ms is roughly the time it takes for a network packet to travel from Berlin to Cairo, New

York to Lima, Tel Aviv to Halifax, or Tokyo to Los Angeles (Reinheimer & Will, 2015).

For a closer look at the behavior of MalLo, Figure 5.10 shows the distributions of predic-

tions as average latency is varied (by using different servers), for a pattern played at 120 bpm.

Note that as latency increases, so does the variance of the predictions. Also note that for

each average latency level, the extreme predictions are never more than half the amount of

latency, which means that in its worst case MalLo effectively halved the amount of latency.
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Figure 5.10: A paħern (described on page 88) played at 120 bpm, with varying average network latency, accom-
plished by sending note messages to various locaধons around the world. Higher latencies created more variance in
predicধon accuracy. At 80 ms latency 99.6% of predicধons are within 30 ms of the ground truth.

As latency increases, the mean prediction becomes later, and a noticeable protrusion begins

to form at the top of the distribution. This is due to the eighth notes in the pattern occur-

ring too quickly to be predicted on time. However, although they are predicted late, they

still fall within the “tolerable” range of 30–50 ms error

Figure 5.11 shows the accuracy of predictions at a latency of 80 ms at various tempos. We

see the same behavior as Figure 5.10, with higher tempos showing higher variance. This is

because higher tempos and higher latencies are roughly equivalent as far as the algorithm is

concerned. A faster tempo means there is less time between notes. Higher latency requires

predictions to be made earlier in order to send over the Internet in time. Both require that a

prediction be made earlier in the stroke of the mallet, and if the prediction is made too early

(e.g. before the mallet has descended long enough) there will not be enough data to predict

accurately.
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Figure 5.11: A paħern (described on page 88) played at varying tempos, over 77.5 ms of average latency. Higher
tempo causes more variance, but in the worst case of 140 bpm, 99.8% of predicধons are within 30 ms of ground
truth.

5.3.8 Velocity Accuracy

To test velocity accuracy, we compare the predicted velocity of the mallet with the veloc-

ity of the mallet at the time of impact (as derived from camera tracking data). We did not

compare the predicted velocity to the drum pad’s MIDI velocity because we found the

velocity sensitivity of the drum pad to be quite noisy, producing widely different MIDI

velocities for similar strike velocities. Instead we used the same approach as in the initial

study. The ground truth is computed using the final 7 samples before the actual strike, fit-

ting a quadratic regression, and computing the derivative of the regression at the time of

the strike. In contrast, the prediction’s quadratic was fit using 7 samples taken at the time of

the prediction (roughly 21, 40, 48, 61, 78 or 90 ms early depending on the real-time latency

of the experiment). We used the same velocity error measure used in the preliminary study.

Figure 5.12 displays the results. Compared to the preliminary study, we found there was

more variance in the velocity error. For latencies between 20 and 50 milliseconds, the error

is centered around 0 dB, but where the preliminary study showed that the majority of ve-
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Figure 5.12: The difference between ground truth and predicted velociধes (converted to probable sound pressure
level when striking a rigid body). Performance is within an acceptable range up through 50 ms, but begins to degrade.
At 80 ms, 5% of esধmates are at least 15 dB louder than ground truth.

locity error was less than 3 dB of magnitude, the new study shows a fair number of error

between 3-6 dB and outliers as large as 9 dB. For latencies between 60 to 80 milliseconds,

the velocity error mean and median begin to become more positive. Performance degrades

until 80 ms latency, where 5% of predictions are at least 15dB louder than the ground truth.

Using our current prediction algorithm, velocity prediction is not as robust as timing pre-

diction, but it is also not as important for synchronization.

5.3.9 Latency Peak Reduction

To test latency variation with and without the multipath overlay network, we sent a stream

of packets from Sender to Receiver via the network of 4 forwarding servers located in Vir-

ginia, Texas, Georgia, and London. The Sender machine was located in New Jersey, USA,

and the Receiver machine was located in Oregon.

On the Receiver’s end, we measured and compared the one-way transmission time from

Sender to Receiver for each path. The results of the latency measurements, with and with-
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Figure 5.13: The mulধpath network helped to reduce latency peaks. The top plot shows measured latencies for dif-
ferent paths. The middle plot shows the original latency, the final latency, and the difference between them. Note
that two large spikes around 1000 and 1500 seconds were reduced by roughly half. The lower plot shows the short-
est route at each ধme point. The previously menধoned latency spikes were reduced by rouধng through Texas.

out the multipath network, are shown in Figure 5.13. (For this experiment we synchronized

the sending and receiving servers’ clocks using Network Time Protocol, which is only accu-

rate within tens of milliseconds (Mills, 1991). But it is not crucial that the clocks be synchro-

nized exactly, because we are interested in the relative latency between the different paths,

not the absolute latency.)

This experiment shows the multipath system works to reduce latency peaks. Latency

peaks may be bursts (which last on the scale of seconds or milliseconds), or they may be
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sustained (which can last several minutes, or even hours). Figure 5.13 shows that the multi-

path network is effective in reducing both types. At times the route through Virginia was

faster than the direct route, but when congestion caused this path to slow down, the direct

route became the preferred path. When in use, the Virginia route reduced latency by 5 ms,

which can be enough time to allow an “unschedule” note event to arrive in time to cancel

a false positive. The multipath system was also effective at preventing some burst latency.

At around 1000 and 1500 seconds there are two major bursts that are reduced by almost half

by routing through Texas. These two reductions kept all peaks under 80 ms, as opposed

to greater than 100 ms. Finally, some bursts were not possible to alleviate. These occurred

when the congestion was local to Sender or Receiver, or simply included all the paths.

5.3.10 Old Method vs. New Method

To compare the current algorithm to the previous method used in the initial study, we im-

plemented a slightly-improved version of previous algorithm. It estimates the latency every

0.5 seconds by sending a timestamped packet from Receiver to Sender to Receiver and esti-

mating the one-way packet latency. We then modeled the latency as a Gaussian distribution

with the packet latency as the mean, and used the 95th percentile in the algorithm latency

estimate. We used this conservative estimate in order to avoid sending messages too late.

We tested the relative effectiveness of both methods by running them simultaneously

in the same manner as the experiment in Section 5.3.7. The results of this comparison are

shown in Figure 5.14. At all levels of latency, the new algorithm did as well as or better than

the old approach.
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Figure 5.14: Our new predicধon algorithm has a lower mean error in nearly every case than the method used in the
iniধal study.

5.3.11 Discussion

Widening the Radius of Collaboration

The advantage of using a predictive instrument like MalLo is that it allows players to play

with collaborators who are physically further away from them than is possible using tradi-

tional instruments. These experiments have shown that MalLo is capabable of nearly 80

ms of prediction, in spite of using a relatively primitive prediction algorithm. This means

a considerable increase in players’ radius of collaboration. For reference, in our experi-

ments we found that the round trip latency from New York to San Francisco is roughly

80 ms. This means that this DSMI could easily synchronize audio between artists in each

city by making up for 40 ms of one-way latency on each side. It also means that if there are

latency spikes of up to 80 ms, MalLo can gracefully absorb them. Synchronized perfor-

mances between major cities such as Amsterdam and Detroit (51 ms), London and Fez (47

ms), Hangzhou and Hyderabad (41 ms), and Tel Aviv and Varna (57 ms) are all theoreti-

cally possible (Reinheimer & Will, 2015) without reaching the limits of prediction. In our
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companion video we demonstrate a jam played over a latency of 90 ms, equivalent to the

one-way latency between New York and Buenos Aires.

Tradeoffs and Challenges

MalLo is a new type of instrument, and one that requires a musician to practice it to gain

proficiency. The basic movement is easy to understand, because it uses the metaphor of

striking an object, but it is slightly different from a typical percussion instrument. This is

likely to be the case with all DSMIs. In order to have sufficient time to predict reliably, it is

useful to have longer, slightly slower movements than traditional instruments.

There are limits on how fast a musician can play using MalLo. The fastest playable note

sequence depends on the amount of latency. In some cases the multipath forwarding ap-

proach will not protect against congestion. If the congestion is near the Sender or Receiver

then it may not be possible to route around it.

5.3.12 Conclusion

In this chapter, we have shown how it is possible to use prediction in order to create a truly

distributed, synchronized, musical instrument (DSMI) despite the latency inherent in the

Internet. We described the implementation of one such instrument, MalLo, and showed

that its timing prediction is within the perceptual bounds of synchrony for network one-

way latencies up to 80 ms, and that its velocity prediction performs well for latencies below

50 ms. We created straightforward algorithms for both the sending and receiving parts of

the DSMI. Finally, we presented a method for latency peak reduction, using a network of

servers to achieve multipath transmission, based on overlay networks. These proved effec-
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tive at reducing the effects long term network fluctuations on the order of 5ms, and some

burst latency on the order of 40 ms.
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Algorithm 1 Sender Prediction Algorithm
function send(command, timestamp, pi, vi)

Combine arguments into message
Send message to the Receiver and all forwarders

end function

// LetH = {hj−k+1, ..., hj} and T = {tj−k+1, ..., ti}
//H is a sequence of mallet heights
// T is the sequence of corresponding timestamps
// ti is the time of the most recent height
// k is the number of samples used in the linear model
// this function is called when a mallet sample is captured
function predict(H, T)

if mallet head is ascending, (e.g. hj > hj−1) then
SEND(“unschedule”, current_time, “”,“”);

else
Fit linear model h(t) = β0 + β1t+ β2t2 on (H,T);
Solve for zero crossing time h(pi) = 0
// pi is the current predicted time
vi ← h′(pi)
// vi is the current predicted velocity
if pi exists AND pi > ti then

SEND(“schedule”, current_time, pi, vi);
else

SEND(“unschedule”, current_time, “”,“”);
end if

end if
end function
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Algorithm 2 Receiver Scheduling Algorithm
Global Variables:

t1, timestamp of the most recently received message
t0, time of the most recently played note event

// Tmin is the minimum time to wait between two notes
// This function is called when a message is received
function receive(path, timestamp, pi, vi)

if timestamp > t1 AND timestamp > t0 + Tmin then
t1 = timestamp;
if path == “unschedule” then

Unschedule all events;
else

Schedule note event at time pi with velocity vi;
Schedule (t0 ← pi) to occur at time pi;

end if
end if

end function
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6
Usability of MalLo

6.1 Introduction

In this chapter we discuss our usability study for the physical controller part of the MalLo

system. In the previous chapter we studied the sensor requirements and the general viabil-

ity. In those studies gestures were played by a single player, recorded, and used as input data

for the studies. In this chapter we investigate how a variety of participants interact with the
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system. Our goals in this study were to (1) determine whether MalLo is effective in enabling

rhythmic synchronization when used by a variety of people (2) uncover problems, break-

downs, and shortcomings of the interface, (3) gather qualitative feedback on how enjoyable

the interface is to work with.

To accomplish these goals we developed an experiment application in which the partic-

ipant performs a drumming task (described in detail in Section 6.2) which involved play-

ing along to a metronome under varying amounts of simulated latency. During the task

we collected the timing of their inputs, which was analyzed against the the timing of the

metronome in order to evaluate their rhythmic accuracy. We also collected observation

notes during the task, noting the participant’s questions, problems and actions. The noted

observation data was coded and analyzed, along with a topical analysis in order to identify

problems and gauge valence reactions to the interface. Next we will describe the experiment

in detail.

6.2 Experiment Design

The study involves 8 trials of a “drumming” task, which was performed using the Leap

Motion and the space bar (as a “control interface”), followed by a semi-structured inter-

view and a survey. The various screens of the application are shown in Figures 6.1, 6.2, 6.3,

and 6.4.

In each trial, the goal is for the participant to play a constant rhythm along with a metronome.

During each trial, the user hears a ticking metronome sound at 100 beats per minute, and is

instructed to play along, trying to match their playing to the metronome, exactly. They

perform the task first with the space bar and then with the MalLo interface. The applica-
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Figure 6.1: The welcome screen of the drumming applicaধon.

Figure 6.2: Each trial first has a pracধce period. The interface to use is both stated in text and displayed as an image.
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Figure 6.3: The test part of the task where the user is prompted to play along.

Figure 6.4: The test secধon ađer the user has played a number of notes. This visualizaধon is also present in each
pracধce porধon.
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tion simulates latency by introducing a delay between the time that their input is registered

and when their drum sound is rendered into audio. We tested 4 latency levels: 30, 60, 90

and 120 ms. This resulted in a total of 8 trials per person. The order and combinations are

shown in Table 6.1.

We deliberately opted against randomizing the order of interfaces. The motivation for

this is that the space bar is a very well known and often used interface, while MalLo is not.

By allowing the person to first use the space bar for each latency level it allowed them to ac-

climate to the latency level using a familiar interface before moving on to one that is more

foreign. Additionally, we opted against randomizing the latency levels. This is largely be-

cause we are interested in how the choice of interface affects performance, not the amount

of latency. Additionally, in the real world the user is not presented with a random latency

level. In practice we assume that have time (probably lots of time) to acclimate to it before

performing. Therefore we felt the more ecologically valid approach would be to present the

latency levels in order.

Each trial begins with a practice period of unlimited time when the participant can “get

used to” the current latency level and interface. During the practice session they hear a

metronome ticking at 100 bpm and try to synchronize the audio of their drum to it. At

will, they then proceeded to the “official” playing period which consists of 30 ticks at 100

bpm. Our software logs the timing of each strike during this official playing period as well

as the practice period.

Each MalLo trial provides a visualization to aid the participant in their understanding

of the system, shown in Figure 6.4. At the far left of the screen are two circles that move up

and down with the drumstick. The small white circle indicates the current height of the tip
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of the drumstick, and the larger yellow circle indicates the location of the tip as seen by a

hypothetical receiving computer (i.e., the predicted height for the current time, given the

current amount of simulated delay). The participants were informed that when the yellow

circle is at or below the bottom of the display, the drum sound plays. Previous heights of

the mallet and the mallet prediction trail away to the right, forming a moving history of the

heights.

The four levels of latency correspond roughly to notable levels found in the literature.

30 ms of latency is near the threshold when two percussive sounds can be perceived as sepa-

rate (Broadbent & Ladefoged, 1959). At 60 ms latency is obvious, but can be compensated

for by most people (Chew et al., 2005; Chafe et al., 2004). 90 ms of latency has been shown

to cause tempo drag during rhythmic synchronization, while 120 ms of latency is beyond

the threshold which causes tempo drag (Chew et al., 2005; Chafe et al., 2004).

The drum sound used was a recording of a conga, played via the built-in audio playback

library in openFrameworks (openFrameworks, 2017), a C++ framework with which the

experiment application was built. The metronome sound was a recording of a sidestick

(i.e., a drum stick hitting the rim of a snare). To simulate latency in the drum sound while

using MalLo we used the prediction algorithms described on page 98, placing a fixed delay

between the Sender and Receiver processes. To simulate latency in the space bar interface,

we added a delay between the time that the space bar was pressed down and the the time

that the drum audio was played.
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Trial # Latency Interface
1 30 ms MalLo
2 30 ms space bar
3 60 ms MalLo
4 60 ms space bar
5 90 ms MalLo
6 90 ms space bar
7 120 ms MalLo
8 120 ms space bar

Table 6.1: The drumming task employed 8 trials, with delay and interface combinaধons above.

Weekly Gaming Weekly Music Music Years Age
Median 10 m 0 m 15 yr 40 yr

SD 25.7 m 22.9 m 22.9 yr 3.9 yr

Table 6.2: Parধcipants were asked how many minutes they spent gaming, playing music weekly, and how many years
of music experience they had.

6.2.1 Participants

The twelve participants range in age from 21-43 and reported a variety of levels of both mu-

sic and gaming experience. There were no highly competent percussionists used in this

experiment, but one participant had percussion experience in grade school. There were 6

male and 6 female participants. Table 6.2 shows median and standard deviations for age,

the number of minutes spent gaming each week, the number of minutes spent playing mu-

sic each week, and the number of years experience playing music.

6.2.2 Experimental Protocol

Below is a description of the experimental protocol—the script used to perform the study

for each of the participants. Quotes denote instructions from the experimenter.

106



Entrance

The participant was greeted and asked to sign the consent form. We sat them at a table in

front of the computer which has the experiment interface on it. We then gave them an ex-

planation of the experiment based very closely on the following script:

“We are testing alternative interfaces for music over the web. You will be will be playing

a drumbeat along with another beat. You will be using two different input devices, one

will be the space bar on your computer, and the other will be a leap motion. First, let me

show you the input methods. The space bar is simply pressed, as you normally use it. To

use the Leap Motion sensor you hold this stick and strike downwards, as if you are hitting

a surface, but you don’t make contact with it. To get the drum to sound, (referring to the

visualization) make the yellow dot dip below the bottom of the screen. Here, you try it.”

“The task is called drum playing. You will hear a simple rhythm, a constant tick that

sounds like this: tick, tick, tick. Your goal is to play exactly the same pattern, so that the tick

and drum sound occur at the same time. This will last for 30 seconds each. For each test we

will vary some aspect of delay in the interface, meaning there will be a pause between when

you hit the space bar (or swing the stick) and when the sound is played. Just to make this

clear, we aren’t testing your skill. We are testing the interface. Do the best that you can.”

Running the Study

“OK, now we’re running the experiment. You’re going to see a practice round, followed by

a ‘real’ round, then a practice round, then a real round, etc. The input device will always

stay the same between the practice and real rounds, so you’ll do a practice with the Leap,

then a real round with the Leap, then a practice with the space bar, then a real round with
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the space bar. The instructions and picture on screen will always tell you what device to

use. Do you have any questions? I’m going to sit back and watch and take notes. If you get

confused about anything, you can stop and tell me, and we can re-start the round.”

The participant then executed the task, while the experimenter noted the following de-

tails. (1) When using Leap Motion or space bar, what were the errors, breakdowns, confu-

sions, frustrations, exclamations? (2) What questions were asked? (3) What emotive ges-

tures did the participant make? What body language did they exhibit?

Post-Task Interview and Exit Survey

After the task was complete, the experimenter conducted a semi-structured interview based

off the following set of questions.

• Did you have any problems with the spacebar?

• Did you have any problems with the mallet?

• At any point did you become frustrated?

• What was challenging about playing as the delay increased?

• Were there times when the delay was unnoticeable?

• I see that you had trouble getting _____ to activate at times. What was the problem?

What approach did you use to resolve it? Did you a particular strategy?

• I noticed that you had trouble with _____ at one point, what was the problem

there?

• Did you prefer the Leap Motion or the space bar? Why?

Finally, the participant was given an exit survey with the following questions.

• How often do you play video games, and for how many minutes?
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• How many years of experience do you have playing music?

• Do you play musical instruments regularly? If so how often and for how many min-

utes?

• Do you play percussion instruments? If so, which?

• What is your age?

• What is your gender identification? (you may decline to answer)

6.2.3 Data Collected

The data collected during the task and interview includes:

1. Timing data when the metronome ticks were played (ground truth).

2. Timing data of when the drum sounds were played, these include the simulated la-

tency.

3. The survey and observation data described in the previous section

6.2.4 Analysis Method

To analyze whether MalLo or the space bar led to differences in performance, our null hy-

pothesis is that the median timing errors for each interface are equal. To compute the tim-

ing errors, we look at the 30 metronome ticks during the non-practice part of the experi-

ment and compute the time difference between the tick and the moment the application

receives user input (via the space bar or MalLo, with the simulated delay). The difference

between them is the timing error. If the time to the nearest input is greater than 400 ms,

we label that tick as “missed” and do not include it in the timing error analysis. We use two

different error measures, the signed error and the unsigned error magnitudes. The median
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of the absolute error tells us about the overall amount of timing error, while the unsigned

error lets us know how early or late the hits tend to be, with positive values corresponding

to late hits and negative to early hits. We want the signed error to be near zero and the un-

signed error to be as low as possible.

To evaluate the 8 conditions (listed in Table 6.1) we used a Mann-Whitney test (a non-

parametric ANOVA alternative) chosen because the errors are not normally distributed

(using the Kolmogorov–Smirnov test) and have different variances. It discards the ordered

nature of the error data.

Here we list our goals once again and describe how we plan to accomplish them via our

analysis.

1. Determine whether MalLo is effective in enabling rhythmic synchronization across

many participants.

Within the context of this task we define “enabling rhythmic synchronization” as

having two parts. First, we want the timing of the participants’ playing to more

closely match the timing of the metronome ticks. Second, we want the median tim-

ing error to be centered around zero error (an equal number of early and late hits).

The motivation behind this second error measure is that we hypothesize that it is the

trend towards later hits that causes tempo drag.

2. Uncover problems, breakdowns, and shortcomings of the interface.

To investigate the problems and breakdowns with MalLo we analyzed the observa-

tional data during the task noting participants’ questions, confusions, and gesture

technique. Our goal was to build a qualitative picture of the usability of MalLo. The
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observations were coded, and similar categories of observation events were grouped

together and counted. Additionally, participants filled out a survey and participated

in a semi-structured interview once all tasks were complete.

3. Gather qualitative feedback on how enjoyable the interface is to work with.

To evaluate how enjoyable the interface was to use, we analyzed the gathered body

language and utterances for valence information. Additionally, during the semi-

structured exit interview where we discussed with the participants their feelings and

experience.

6.3 Results

The timing errors are shown in Figure 6.5 for each interface and latency amount. The fig-

ure also shows both the smoothed error for all participants, computed via LOESS (Jacoby,

2000) which is a locally weighted polynomial regression method. Additionally, the absolute

error LOESS curve is shown in order give an idea of the non-signed magnitude of the error.

The grey box indicates an area of±30ms error, which is the preferred range of error. The

plots all exhibit higher error at the beginning of each trial, followed by a period of “settling”

down in the direction of zero error. Higher latencies have much higher variance.

The absolute error indicates that for both the space bar and MalLo the participants were

able to maintain a lower median error than the given latency once the performance settled.

At 30 ms latency participants using both interfaces maintained a near zero or negative me-

dian error, meaning notes registered early. At 60 ms those using MalLo maintained a me-

dian error of around 30 ms, and the space bar 50 ms. At 90 ms those using both maintained
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a median error of around 50 ms. At 120 ms (an extreme amount of latency) MalLo main-

tained a median error of 50 ms, and the space bar between 50-100 ms. Note the latency are

60 and 120 ms, where while using MalLo, the participants maintained the same median

magnitude as the previous level. We are unsure about the cause of this, and would like to

explore it further. It is possible that there are latency ranges within which technique can re-

main constant (e.g., less than 90 ms and more than 90 ms) and this allowed for more prac-

tice and therefore better performance. However, because we did not gather stick height

data, this is conjecture and warrants further investigation.

The signed error gives us a sense of how early or late the participants were playing. Note

that for all latency levels, while using the MalLo interface participants succeeded in keeping

the median signed error within the±30ms zone. Using the space bar they were also suc-

cessful for 30 and 90 ms, but failed at 60 and 120 ms. This means that on the whole, when

people used MalLo they played less problematically late than when they used the space bar.

However, the difference between the two is not large, and at any particular time no greater

than 30 ms. Finally, note that qualitatively, the plots for each interface are quite similar. To

help to quantify any differences we therefore used a significance test.

The results of the Mann-Whitney for the errors and absolute errors at each latency level

are shown in Tables 6.3 & 6.4.

For latencies of 30 and 90 ms, the median differences of signed and absolute error are

not significant, while for 60 and 120 ms they are. Note that for latencies larger than 30 ms,

MalLo produces median errors less than or equal to the space bar. The magnitudes are sim-

ilar for both error and absolute error, but each test tells us something a bit different. The

results from absolute error give an intuition into just how error prone a participant’s per-
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Figure 6.5: For each interface and each latency level, we computed the ধming error offsets (how late or early the
input was received) for each metronome ধck. We used LOESS Jacoby (2000) to plot both a smoothed error curve as
well as a smooth absolute error curve. Values below the doħed zero line represent inputs that were received before
the desired ধme. Closer to the doħed zero line is beħer. Note that at the highest latency level the space bar exhibits
a strong tendency to register inputs late while the smoothed MalLo inputs remain near zero.
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Median (ms) Errors
Latency MalLo space bar U p-value
30 ms -2.0 -3.0 54233.5 0.06
60 ms 6.0 27.5 45667.5 < 0.001
90 ms 26.0 27.0 60286.0 0.34
120 ms 19.0 39.0 49465.0 < 0.001

Table 6.3: The results of the Mann-Whitney test on the signed ধming errors. The median values here give us a
sense of how late or early hits tended to be. Larger numbers mean the events occurred later in comparison to the
metronome ধck. Note that for latency levels of 60 and 120 ms, the test results are significant. The null hypothesis is
that each condiধon has the same median.

Median (ms) Abs. Errors
Latency MalLo space bar U p-value
30 ms 26.0 28.0 57984.5 0.426
60 ms 23.0 49.5 37641.5 < 0.001
90 ms 41.0 48.0 58117.6 0.11
120 ms 36.0 59.5 47903.5 < 0.001

Table 6.4: The results of the Mann-Whitney test on error magnitudes. The median values here give us a sense of the
overall magnitude of errors for each interface and latency level. Note that for latency levels of 60 and 120 ms, the
test results are significant. The null hypothesis is that each condiধon has the same median.

formance was, as well as how much the error varied. The results from the signed error tells

us whether one interface had more late inputs (which contribute to tempo drag) than the

other. Note that at 120 ms of latency, the space bar shows a notable shift towards later input

times while the MalLo median remains within the desired< 30 ms region of error.

6.4 Discussion

The result of whether MalLo enables rhythmic synchronization is promising, but not

definitive. Overall the best that we can claim is that in this study MalLo performed at least

as well as the space bar in terms of errors. The significance tests imply a different median,
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but further study is needed. One confounding factor is that the interface is one that prob-

ably needs to be learned in order to gain proficiency. In the next chapter we study three

musicians who learn the MalLo interface for a performance and analyze how their accuracy

changes with time. Another possible confound is that practice with the space bar may have

helped with MalLo for the current latency level. If we were to re-do this study we would

randomize the interface order to avoid possible confounds and to make statistical analysis

more sound.

6.4.1 Problems and Breakdowns

The main problem that was uncovered in this study was how participants react to the Leap

Motion’s loss of tracking of the tip of the striking stick. Often, when the system did not

register, participants compensated by using a more jerky and forceful gesture, making it

more difficult for the sensor to track. That they adopted a more forceful gesture is not sur-

prising given the drum-striking metaphor that MalLo uses—it makes intuitive sense that a

more forceful strike might activate a non-responsive sensor. Future work should be done

into how to guide participants towards keeping their gestures within the proper velocity

range.

6.4.2 Enjoyability and User Preference

During the exit interview, we asked participants which interface they preferred. 50% of par-

ticipants (six participants) preferred MalLo and 50% preferred the space bar. The reasons

for preferring the space bar included being familiar with it, and feeling secure in knowing

that their input actions would register properly. Based on our visual observations, partic-
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ipants who performed well on using the space bar for the drumming task used a physical

heuristic to help them to focus on the delayed sound of the drum as opposed to the press

of the bar. For instance, four out of the six (who preferred the space bar) bobbed their head

vigorously in time with the metronome ticks. Three out of the six modified their space

bar-pressing action as latency increased. These three began to time the release of the space

bar with the delayed drum sound, allowing their finger to rest for a short amount of time.

One user slid their finger along the space bar, with the distance of the path correlating to

the magnitude of the latency. As latency increased, they would slide their finger for a longer

distance across the space bar, timing their release with the delayed drum sound.

Participants who did not like the space bar felt that it was awkward due to the knowing

that they needed to “hit early”, but being drawn to press the space bar at the time of the

metronome tick. Four out of the six expressed verbal frustration as latency levels increased

akin to, “I hate this!” or “This is terrible!” In contrast, increases in latency did not elicit

such reactions while using MalLo. Four out of the six of those who preferred MalLo did

not alter their technique until the 120 ms level of latency. This has potentially good impli-

cations for real-world use of this system, since Internet latency is constantly changing. Four

out of six of participants who chose MalLo said that drumming was “more fun” than the

space bar and that they played using “feel” and “intuition”.

We measured frustration by counting the number of negative valence utterances and

body language gestures. For instance, shaking their head with a frown on their face or ex-

claiming, “‘This sucks!” were counted as a frustrated “event”. We found that MalLo had a

total of 24 such events and the space bar had 33. We did not find any correlation between

participants’ music or gaming experience levels and their number of frustrated events. We
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note that it is possible that the frustration counts could be confounded by the lack of ran-

domization in the interface ordering.

6.4.3 Further Discussion

The purpose of the added visualization was to help the participants know when their ges-

tures are properly within sensing range, and we now consider it a key part of MalLo. In our

pilot studies, we found that people often gestured in such a way that the Leap Motion lost

track of the tip of the drumstick. This was largely due to people moving too quickly or let-

ting the stick go out of sensor range. Therefore, we created the visualization to help them

understand how their actions were sensed by the system.

Despite the visualization tracking was a problem at times during this study, possibly con-

founding the results. This is likely due to a combination of our primitive prediction algo-

rithm, and the slow frame rate of the Leap Motion sensor. Our initial study recommends

at least 250 fps, while the Leap Motion over a USB 2.0 connection is 120 fps. We chose the

Leap Motion for this project because of ease of setup and development. A remaining ques-

tion is: Would a faster sensor significantly change the results of the study?

Another avenue that remains to be explored is how to improve the prediction algorithm,

which is very primitive. In this study we did not collect height data, just timing data. There-

fore it was not possible to analyze the gestures closely with the intention of improving the

prediction algorithm. In the next chapter we present a case study where gesture data was

collected and make recommendations about how to improve the prediction algorithm.

Because tracking and reliability were one of the prime concerns of users, it is likely that im-

proving these aspects will improve the enjoyment of such a system.
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6.5 Conclusion

In this chapter we have presented a user study of the MalLo interface, comparing it to the

space bar. We showed that for our drumming task, MalLo performed as well as or better

than the space bar and was preferred for the task 50% of the time. Our observations indi-

cate that the space bar provides reliability and familiarity. MalLo suffered from some poor

tracking problems and was difficult to troubleshoot, and frustrated participants at times.

Both interfaces were equally well-liked for the task, with stability given as the reason for

favoring the space bar, and fun generally given as the reason for preferring MalLo.
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7
MalLo in Use

7.1 Introduction

In this chapter we describe two studies designed to investigate how MalLo is used in per-

formance situations by musicians. The first was a concert performance where musicians

learned to play MalLo over a two week period. The second was a pilot usage of MalLo over

the Internet.
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7.2 The Numerical Experience Performance

The Numerical Experience (hereafter referred to as NumX) was a concert piece performed

at Princeton University’s House of Sound on January 11, 2017 and was created in collabora-

tion with KatieAnna Wolf. The concept was a musical performance where audience mem-

bers could customize their own audio experience. During the piece the concert hall was

silent. Each of the audience members listened through a personal computing device such

as a phone, tablet, or laptop. The piece, composed by Joshua Collins, had two movements.

During the first movement the audience listened passively as they might in any concert.

During the second movement the audience was able, through a browser interface on their

computing device, to customize the audio they heard. The purpose of this performance,

beyond the artistic value, was to gather data for this dissertation and that of Wolf. We held

three rehearsals and one performance and recorded the musicians’ interactions with MalLo,

as well as collected observation notes.

This concert represents another application for MalLo and its predictive abilities—to en-

able expensive computational processes, such as complex audio synthesis. In the context of

this concert piece MalLo allowed messages to be sent across a wifi network to a large num-

ber of computing devices that each synthesized audio within their web browsers.

The NumX concert attempted to answer three questions about MalLo:

1. How does technique change over time?

2. How does technique compare between musicians?

3. What characterizes good gesture technique?
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7.2.1 Performance Description

Figures 7.1 and 7.2 show the NumX piece included three performers each playing a single

MalLo. Their predictions were sent to a local webserver which forwarded the predictions

on to the audience, each of whom had a computing device running a browser application

of our creation. The goal of this performance, from the perspective of this thesis, was to

collect data on how the musicians interacted with MalLo over 3 practice sessions and the

performance. During these practice sessions the performers learned how to play MalLo,

learned how to play the music piece, and then rehearsed the piece a number of times.

The piece was devised to help gather data for testing the accuracy of MalLo. Users played

to a metronome, which we use later as a timing ground truth. On their screen they see a

digit between 1 and 8 displayed, which indicated the number of times they needed to play

during the next 8 beats. These digits are the sequence of decimal digits of the irrational

number e, with 9 rounded down to 8. When the performers play a note, a synthesized

percussion sound played in their headphones, as well as the headphones of any listeners.

Velocity of the drumming stick was mapped to the volume of the percussive sound. Instead

of predicting velocity, we use the velocity as reported by the Leap Motion the time of the

prediction. This is because we found that final velocity is highly correlated with velocity at

the time of prediction.

MalLo makes predictions in absolute time, which requires the clocks of MalLo, the

server, and the web browsers to be synchronized to within a millisecond of each other. The

MalLo computers were connected via Ethernet to the webserver, and synchronized a soft-

ware clock via a custom version of NTP. The browser apps also synchronized their clocks

to the webserver using the same method, but via wifi. Our custom NTP used a 1-D Kalman

121



filter which modeled clock offset, but not clock skew. The performance was roughly 15 min-

utes in length. The first and second movements were each 6 minutes long with a short in-

termission.

During the second movement, the audience was given the option to change the synthesis

parameters via our web interface. The interface was created by KatieAnna Wolf as part of

her thesis research. It was designed to record the parameter changes of the audience. The

audio was synthesized using the Web Audio API (Smus, 2013). The synthesized notes were

percussive, and metallic sounding, generated via FM synthesis. The description and analysis

of this interface and the audience’s interactions with this are described in detail in (Wolf,

2017).

7.2.2 Rehearsal and Performance

Each rehearsal was approximately 1.5 hours in length. During the first rehearsal we intro-

duced the musicians to the MalLo instrument and to the web interface for hearing the syn-

thesized audio. We began by playing quarter notes at 60 bpm to a metronome to allow the

performers to get a feel for the system. We played at 60 bpm for 22 minutes and played at

80 bpm for the rest of the session. During this session we did not rehearse the composition.

During the next two rehearsals we played the composition three times at each. Between

each rehearsal of the composition we conducted semi-structured interview and discussions.

The concert performance took place in the large performance space in the Princeton

Music Department building. There were approximately 100 attendees. During the perfor-

mance the players played the piece as described above.
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Audience Devices

Local Web 
Server

Performers

Figure 7.1: The NumX performance setup. Three performers each using a MalLo setup send predicধons to a local
web server which forwards the predicধons to the audience where they are scheduled and synthesized into audio.
During the second movement of the piece the audience can control the synthesis parameters to personalize their
performance experience.
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Figure 7.2: A photograph of the NumX performance being introduced by the author.

124



7.2.3 Data Gathered

During the 3 practice sessions and the performance we gathered the following data:

• Height and velocity of the tip of drum stick as seen by the Leap Motion sensor.

• When each prediction was played in each browser.

• The time of metronome ticks—our ground truth for when notes should be played.

• Written notes observing technique, performers’ questions, and any problems that

arose.

During the semi-structured interviews we asked questions such as:

• How did that feel?

• Did you have any problems? What were they?

• I noticed that you had a problem with _____. What was going on there?

7.2.4 Data Analysis

To measure the accuracy of the drumming over time, we compute the error between when

each note was heard and when it should have been heard according to the metronome. For

each performer, the predictions that are made by a gesture are sent to two other listening

browsers including their own. We compute the error for all of the notes heard in all three

browsers. Note that we do not account for notes that were intended to be played but were

not. Neither do we discard false positives. Because of the improvisational nature of the

composition, we have no score to determine whether or not a note was supposed to have
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been played, only whether it is rhythmically accurate. These errors (both signed and un-

signed) were computed and then plotted for visual analysis in Section 7.2.6.

To analyze the gesture style we plot the stick tip heights for each performer during each

practice session and concert performance. We compare them visually across the perform-

ers and across the session to characterize how each changed with time and how they were

similar or different from the other performers. We analyze the plots for the causes of false

positive notes.

7.2.5 Participants

Participants P1, P2, and P3 were recruited for this performance by Jeff Snyder, the director

of the Princeton Laptop Orchestra. All three have a history of playing computer music and

experimenting with new interfaces for musical expression. All three are affiliated in some

way with the Princeton Laptop Orchestra (Trueman et al., 2006).

7.2.6 Results

Figure 7.3 shows plots of the stick heights for the performers. All three plots are taken from

the same period of time of the rehearsal. Note the clear difference in curves between the

two performers. P1 tends to keep the stick at a low altitude and then before a note quickly

raise and lower it. When observing P1 in person, the gesture looks similar to the motion

a conductor makes with their baton—controlled but forceful. P2 kept the stick tip high,

rarely dipping below 100 mm of height. P2 held the stick gently between the thumb and

forefinger, allowing it to pivot on the forefinger. P3 gripped the stick tightly, keeping it

parallel with the ground and moved in a slow, deliberate manner, as is evidenced by the
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Figure 7.3: Representaধve plots of the performers’ sধck ধp heights over ধme during the first performance. Each per-
former is color coded. The yellow solid lines represent the desired note ধme, and the doħed lines represent when
each performer hears the note that was synthesized from the ploħed gesture. Note the disধnct curves of each per-
former. This session was performed at 60 bpm.

dome-like curves in the plot.

Figure 7.4 shows representative plots of the stick heights for each performer at the final

performance. The technique of each performer is similar in shape to their original tech-

nique, but the style and accuracy has become refined. This sample was taken from the be-

ginning of the concert when all of the performers were very accurate, as is shown later the

accuracy P2 decreased as the performance progressed.

Figure 7.5 shows excerpts from P1’s playing over the three practice sessions and the con-
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Figure 7.4: Representaধve plots of the performers’ sধck ধp heights over ধme during the concert performance. Each
performer is color coded. The yellow solid lines represent the desired note ধme, and the doħed lines represent when
each performer hears the note that was synthesized from the ploħed gesture. Note the disধnct curves of each per-
former. This session was performed at 110 bpm.
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cert. The excerpts were chosen to accurately represent their technique during the sessions.

Here we will use each of the four plots to discuss aspects of technique and the prediction

algorithm that we observed across the performers and across time.

Practice 1

This plot has high frequency content that can cause false positives. When P1 pulls up at

the bottom of the drumming gesture there is a wobble in the stick tip which on 2 occasions

causes a false positive. In general their accuracy is high, but this plot was made at 60 bpm.

Practice 2

The style is similar to Practice 1. The tempo has increased to 110 bpm which is the likely

cause of the drop in accuracy. There is still a lot of high frequency content in the curve.

A common problem in practice session 2 was that performers would get into their own

“groove” that was influenced by the physics of the stick. When held lightly between the

fingers it bounced at its own rhythm and sometimes pulled the performer away from the

metronome beat. This can be seen in the middle half of the plot.

Practice 3

The technique has become more refined. This plot was taken near the end of a long prac-

tice session. There is much less high frequency content. The accuracy of the player is in-

creased. There is one false positive which was caused by a very slight dip in the stick height.
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7.2.7 Concert Performance

The technique has become very controlled and precise. The movements are larger and very

confident. Of note is the consistently controlled recovery before the next stroke. Sequential

notes exhibit very similar shapes. There are no false positives in this plot, but there were a

some during the performance.

7.2.8 Error Over Time

Figure 7.6 shows the signed error of each performer across all the practices and perfor-

mances. The error is normalized and given as the fraction of the beat length. This because

the tempo changed and therefore an error in milliseconds would find its upper bound de-

creasing as the tempo increased because of the shorter beat period. This plot gives an in-

tuition into the accuracy and whether their playing tended to be early or late. All the per-

formers showed a high degree of error variance in the first practice session, and a higher

accuracy in final performance.

Figure 7.7 shows the unsigned error of each performer. This plot helps us to understand

the overall error magnitude of each performer. Again we see a high degree of variation in

the first practice session. P2 had higher error during practice session 2. All of the perform-

ers had periods of very low error during the first part of the performance. The per-session

mean error and standard deviation for each player is shown in Figure 7.8.

7.2.9 Discussion

To address the question of the what makes a technique reliable, our opinion is that a tech-

nique that has a high degree of control and fewer high frequency wobbles helps avoid false
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Figure 7.5: Plots of P1’s sধck height over ধme. The top plot 3 plots are from pracধce sessions 1-3, respecধvely, and
the boħom is from the concert performance. The top plot was performed at 60 bpm, and the other three at 110 bpm.
Note the evoluধon of technique towards efficient, confident movements with less random movement and therefore
less possibility of spurious predicধons.
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Figure 7.6: Each player’s signed error over ধme, over all the pracধce and performances. Session 1 (leđmost division)
was played at of 60 and then 80 bpm. All other sessions were performed at 110 bpm. Higher is later. Note that
players tended to play late in the early sessions.
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Figure 7.7: Each player’s absolute error over ধme, over all the pracধce and performances. Session 1 (leđmost divi-
sion) was played at of 60 and then 80 bpm. All other sessions were performed at 110 bpm. Lower means less overall
error.
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Figure 7.8: Each player’s mean absolute error over the 3 pracধce sessions and performance. Session 1 was played at
of 60 and then 80 bpm. All other sessions were performed at 110 bpm. The shaded boundary indicates one standard
deviaধon.
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positives. These wobbles typically occur during the recovery after the downward strik-

ing motion. A quick but smooth recovery before the next stroke helps to avoid these. P2,

who used a technique that kept their stick high experienced more error over time. P1 and

P3 both converged on a similar quick and smooth downward motion. Their recovery was

different, but in both cases was smooth and controlled. To summarize the ideal MalLo

technique as we currently understand it:

• Strike firmly and dip down as far as possible.

• Recover smoothly and don’t wobble.

• Hold the stick firmly.

We have seen that technique using MalLo changes with time, and accuracy improves.

While improved accuracy reduces the number of timing errors, the plots give us insight

into the drawbacks of the prediction method. The system is susceptible to false positives

that can be caused by small dips in the tip height. It is our opinion that detecting and pre-

venting these false positives is the key to a more usable generation of this style of predictive

interface. Probably a great number can be fixed using simple tuning approaches. However,

a better approach might be to use a mixture of two models, one to model downward stroke

and one to model the recovery. Another approach would be to use machine learning or

another data-driven method.

7.3 Internet Pilot Study

We ran a pilot study in order to test the feasibility of MalLo for use over the Internet. The

study was performed with a collaborator in Alma, Wisconsin, the participant known as P2
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in Chapter 4. Here they will be referred to here as M1 (to avoid confusion with the P2 in

the NumX performance). M1’s demographic details are discussed in detail on page 55.

7.3.1 Study Design

The study used the same software as NumX. In this case, however, each user ran their own

webserver hosted on a PIGMI. The PIGMI enabled high-accuracy clock synchronization

between servers. Both MalLo devices sent predictions to the local PIGMI, as well as the

remote PIGMI.

During the study, E and M1 played a quarter-eight-quarter-eight-quarter note pattern

without a metronome, twice. We then computed the timing offsets between each of E’s

notes and the corresponding note in M1’s playing.

The latency between E and M1 was not measured, but it was assumed to be similar to the

levels recorded for previous session, which was roughly 40 ms in each direction.

7.3.2 Results

The first of the two playing sessions is shown in Figure 7.9. Negative error means that M1

played early. In this session the median error is -60 ms, the standard deviation is 115 ms,

and the percentage of notes that have less than±30 ms error is 22%. Figure 7.10 shows the

second session. Here the median error is -32 ms, the standard deviation is 59 ms, and the

percentage of notes within±30 ms is 36%.
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Figure 7.9: The ধming offsets of M1 and E playing the paħern described on page 136. The shaded area shows the
range of±30 ms.
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Figure 7.10: The ধming offsets of M1 and E playing the paħern described on page 136. The shaded area shows the
range of±30 ms.
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7.3.3 Discussion

Note that the timing errors improved between sessions 1 and 2, but the amount of error is

still considerably higher than we would like. We would prefer the vast majority of timing

errors to be under 30 ms. Still, despite this level of error M1 and E reported that they were

able to synchronize with one another, easily, with no perceivable tempo drag.

This result is encouraging, but is not drastically different than the degree of synchro-

nization that two trained musicians might enjoy when playing their instruments of choice.

There are confounding factors in this pilot study including the fact that M1 does is not pro-

ficient in playing MalLo, and synchronizing between two humans is a different task than

we used our previous studies (i.e., synchronizing to a metronome).

This study was rudimentary and is meant as a precursor to more rigorous investigation

into MalLo as an instrument for the Internet. Some of the open questions that remain are:

How does MalLo perform under higher latency conditions, and latency that varies? What

is the limit to how much latency can be tolerated?

7.4 Conclusion

In this chapter we have presented two studies meant to give us insight into MalLo as a per-

formance instrument. We found that musicians’ technique does improve with time, im-

proving accuracy. We also identified what it means for technique to improve. Specifically, it

involves controlled movements with less high frequency shaking of the mallet tip. We un-

covered ways in which the MalLo prediction algorithm might be improved. In particular,

MalLo would benefit from improved mechanisms for filtering out false positives. Finally,
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we performed a pilot study using MalLo on the open Internet. The results were promising

but more investigation is needed to understand its strengths and weaknesses.
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8
Conclusion

8.1 Summary and Contributions

In this thesis we have investigated new ways to enable rhythmically synchronized music per-

formance over the Internet. The Internet offers a tantalizing space for music performance,

and the ability to reach huge audiences. But this dream remains just out of reach due to

network latency.

140



In this section, we summarize our work and the contributions of this thesis. These con-

tributions include:

1. The Global Metronome: A method to synchronize tempo between devices that are

separated by great distance.

2. PIGMI: A small, inexpensive timeserver that facilitates the Global Metronome ap-

proach.

3. A better understanding of the advantages and disadvantages of MIDI tempo syn-

chronization via the Global Metronome.

4. The distributed, synchronized music instrument, MalLo. An approach to latency

reduction via per-note prediction.

5. A simulation, usability study and a study of live performance exploring the viability

of the MalLo approach.

8.1.1 The Global Metronome

The Global Metronome is an absolute tempo synchronization scheme that capitalizes on

the fact that computer system clocks are becoming increasingly easy to synchronize with

high accuracy. We presented evidence to show that it is possible to synchronize uncon-

nected devices to a degree suitable for music performance. Additionally we presented the

PIGMI (Pi Global Metronome Implementation), a tiny, affordable timeserver that greatly

simplifies the process of using the Global Metronome approach.
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8.1.2 The Global Metronome in Use

We presented findings from studies with three musicians as an exploration into the use of

the Global Metronome for live performance. By setting up an Internet jamming system

using sequencers and the Global metronome, we showed that it is effective for tempo syn-

chronization over long distances. We have also showed that in certain cases where latency

is relatively constant and symmetric, it is possible to use traditional clock synchronization

methods instead of GPS. However we note that the highly synchronized clocks of the PIG-

MIs greatly simplify the process of troubleshooting network problems.

8.1.3 MalLo: A Distributed, Synchronized Musical Instrument

We showed how it is possible to use prediction in order to create a truly distributed, syn-

chronized, musical instrument (DSMI) despite the latency inherent in the Internet. We

described the implementation of our instrument, MalLo, and our tests showed that its tim-

ing prediction is likely within the perceptual bounds of synchrony for network one-way

latencies up to 80 ms, and that its velocity prediction performs well for latencies below 50

ms. We created straightforward algorithms for both the sending and receiving parts of the

DSMI. Finally, we presented a method for latency peak reduction, using an overlay net-

work for message transmission. These proved effective at reducing the effects of long term

network fluctuations on the order of 5ms, and some burst latency on the order of 40 ms.

8.1.4 MalLo Usability

We presented a user study of the MalLo interface, comparing it to a common interface—

the space bar. We showed that for a drumming task, users using MalLo performed as well as
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or better than the space bar and was preferred 50% of the time. MalLo suffered from some

poor tracking problems and was difficult to troubleshoot, and frustrated participants at

times. Both interfaces were equally well-liked for the task, with stability given as the reason

for favoring the space bar, and fun generally given as the reason for preferring MalLo.

8.1.5 MalLo in Use

We performed two studies meant to give us insight into MalLo as a performance instru-

ment. The first, a concert performance, enabled us to study three musicians over three re-

hearsals and the performance. We found that musicians’ technique does improve with time,

improving accuracy. We identified that controlled movements with less high frequency

shaking of the mallet tip are import to playing accuracy. We also uncovered ways in which

the MalLo prediction algorithm might be improved. The second, a pilot study of MalLo

over the Internet, shows promise, but more in-depth study is needed.

8.1.6 Future Work

This work explores two avenues for playing rhythmically synchronized music over the web.

It is our belief that to develop the Internet as a performance space, we need a new class of

instruments and new types of music interaction that are fun, yet specifically designed for

the Internet. We chose sequenced music as a possible candidate for Internet performance

because it is a common practice, and many artists enjoy doing it. Sequenced music stands

out because an artist can use their existing tools in nearly the same manner that they nor-

mally use them. This allows artists to capitalize on the skills they already have. By identify-

ing other instruments and paradigms that would work well on the web we can build a new
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set of tools for a new performance space. In particular, we can seek out musical instruments

that emphasize predictability as a desirable trait.

8.2 Conclusion

Since the emergence of the Internet in the 1990’s we have made remarkable progress to-

wards developing it as a rewarding musical space. There has been significant work into

studying perception, reducing latency, and exploring new ways to control audio processes

via networks. However, there is still progress to be made before we see widespread musical

collaboration over the web. We look forward to exploring new instruments and methods

for playing live, collaborative music over the Internet.
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