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Abstract

We investigate the methodology to evaluate and compare the quality of clustering algorithms. We study the issues raised in evaluation, such as data generation and choice of evaluation metrics. We give head-to-head comparison of six important clustering algorithms from different research communities.

We generate data using an extended mixture of Gaussian model that controls data characteristics such as shape, volume and size of a class. The added control facilitates more thorough exploration into the parameter space of the generative model and therefore makes the algorithmic evaluation more comprehensive.

We summarize datasets by their data characteristics. Previous comparison conclusions based on specific datasets are hard to be applied to other datasets. In contrast, conclusions based on data characteristics can be easily generalized. Therefore, we can predict the performance of an algorithm. The prediction is a significant step forward for comparison studies.

We compare three evaluation indices from different research fields. We recommend the f-score measurement if a single evaluation index is used. However, it is more desirable to apply multiple indices and vote among them to determine the ranking of algorithms.
We isolate the objective function (sum-of-squares) and the optimization approach (greedy) used in the popular k-means algorithm. We investigate the effectiveness and efficiency in the four algorithms resulting from substituting another objective function (min-max cut) and another optimization approach (Kernighan-Lin). We illustrate by a quantitative study that contrary to conventional wisdom, k-means is not only fast but also produces quality clusters. It achieves 95% of the best quality among the candidate algorithms running in time an order of magnitude faster.

We present detailed studies of the algorithmic behavior in response to data characteristics. We give an alternative definition of cluster separation and show that the new definition measures the degree of cluster difficulty for spherical and ellipsoidal clusters more consistently.

We develop and systematically evaluate a practical version of a spectral clustering algorithm originally specified for provable guarantees of correctness. We observe that the modified algorithm can find perfect solutions when the clusters are well separated, where iterative algorithms such as k-means tend to miss the perfect solution.
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Chapter 1 Introduction

Clustering has many applications. Document collections are clustered offline to improve the retrieval performance [57, 82]. Customer records are clustered so that future marketing can direct to more likely targets [51]. Researchers cluster epidemic time and place to discover the path along which diseases spread [40]. Gene expression data are clustered to find new protein functions and pathways [11, 94]. In short, clustering is versatile and often used in exploring datasets.

The clustering problem can be described as dividing a given set of objects into groups so that objects inside a group are more similar to each other than objects belonging to different groups. Because of the popularity of clustering as a data exploration tool, it is not surprising that clustering algorithms are like mushrooms after spring rain. Some of them are new variants of older algorithms [14, 29, 50, 52, 60, 71, 108, 117]. Others are completely new inventions [4, 10, 13, 16, 18, 23, 54, 64, 76, 107, 113, 114, 116].

Considering the output structure, these algorithms can be divided into two categories: hierarchical and partitional algorithms [58]. Hierarchical algorithms produce a hierarchy of clusters, which is a sequence of nested partitions. At the bottom level of the hierarchy, each object is an individual cluster. At the root all objects belong to a single cluster. The
desired clusters are picked out by choosing a particular level of the hierarchy, according to some rule.

The partitional algorithms give a flat partition of the input dataset instead of a tree-like hierarchy. The partitional algorithms generally run faster compared to hierarchical ones because they do not compare every pair of objects. The partitional algorithms employ a wide range of techniques. K-means is arguably the most popular partitional algorithm because of its simplicity and ease of implementation [78]. However, it suffers the criticism of favoring spherical shapes of clusters [40, 58]. Therefore new partitional techniques are on the rise.

Clustering algorithms come from diversified research communities. The area of information retrieval works with document clustering algorithms, which focus on the ability to handle high dimensionality [3, 16, 23, 33, 46, 55]. Machine learning and statistics often focus on model-based clustering [8, 9, 62, 102, 103]. The field of databases works on clustering algorithms that can deal with a large amount of records [19, 38, 50, 51, 64, 86, 118]. Recently, computational biology and bioinformatics have witnessed the rising usage of clustering algorithms to reveal candidate hypothesis to be proven by biological experiments [11, 95].

It is an interesting question why there are so many clustering algorithms [39]. Clustering is not a well-defined problem. Most definitions of clustering lead to an NP-hard problem [1]. Therefore, we have to resort to heuristics. Heuristics seek a local optimum instead of a globally optimal solution. Moreover, the desirable properties of an ideal heuristic may not be satisfied all at the same time [68]. This leads to a
proliferation of heuristics because there would be an algorithm for each property that is left out. Not to mention the disagreement on what constitutes desirable properties.

People have been quite imaginative in inventing heuristics. There are the more traditional iterative hill-climbing procedures [41, 78]. There are more innovative heuristics, such as hash-based clustering [55], suffix-tree clustering [116], spectral cut [30, 96], and mixture solving [9], which we introduce in Chapter 2. Moreover, these heuristics often tailor to a specific application. For example, in large databases, the records that need to be clustered may not fit in the main memory of a computer all at once. There is a technique that builds up a tree to represent an initial clustering of the data, where the tree contains parameters that can be tuned so that it fits into the main memory [118].

Because of the diversity and specificity of the heuristics, we see quite a collection of clustering algorithms in the literature. Given a clustering problem, how do we choose among the candidates? Usually there are three factors to consider: time complexity, space requirements and quality. The size of datasets is crucial in choosing an algorithm. If the datasets are huge, which is not unusual in the Web age, any running time more than linear is unacceptable, which completely rules out the hierarchical algorithms, because they have at least quadratic complexity. In addition to the time factor, some techniques used inside a clustering algorithm pose severe requirements on space complexity. For example, a class of clustering methods called spectral clustering call a singular value decomposition (SVD) procedure to calculate the singular vectors of the input matrix. The SVD takes such a significant amount of memory that it imposes
limitations on the size of an input matrix. However, the space problem can be solved by sampling, which runs the algorithms on a subset of the huge dataset. A few sampling based algorithms can be found in these references [24, 56, 69].

Quality of clusters is the third factor when considering candidates. A clustering algorithm always produces clusters given an input. Different algorithms give different clusters with the same input dataset. We call these output clusters from an algorithm a clustering. It is a tricky question to answer which of these clusterings is the most appropriate for the input dataset. The goal of applying clustering to datasets is usually to explore. There is no objective answer as to which clusterings is more appropriate because semantic knowledge of the datasets is incomplete.

People make two assumptions to judge the quality of a clustering algorithm. First, they assume the performance of an algorithm on all possible datasets can be predicted from a selected subset of these datasets. Secondly, they assume the structure of these selected datasets can be obtained by manual checking. Therefore, the quality of clustering algorithms is determined by running the algorithms on a few datasets with known structure.

For example, in document clustering, the structure of a dataset usually means the categories of the documents. Articles from newspapers can be grouped into categories such as sports and entertainment. After collecting articles, a human reads these documents and gives them a category label. These human-defined category labels constitute the inherent structure of the dataset. These categories are called classes in the
classification literature. In contrast, the groups that are found by a clustering algorithm are called clusters. We stick to this tradition in this thesis.

In this setup of the problem, quality of a clustering algorithm is defined to be how well it can discover the inherent structure of a dataset. There are all kinds of inherent structures. For example, describing objects by vectors in high dimensional space, the classes can be hyper-spheres, hyper-ellipsoid or any arbitrary shapes. The ability of a clustering algorithm to reveal these inherent structures is crucial in determining which algorithm to apply. An evaluation index is used in these situations to gauge the degree to which the output from an algorithm matches the inherent structures.

In this thesis, we focus on the quality of a clustering algorithm. We investigate the methodology that evaluates and compares the quality of clustering algorithms. We study the issues raised in the evaluation of a clustering algorithm, such as data generation and choice of evaluation indices. We give head-to-head comparison of six popular clustering algorithms, coming from different research communities.

When evaluating the quality of a clustering algorithm, even given the category labels, there are still issues to resolve, relating to the methodology to evaluate an algorithm. The common way to compare two or more algorithms begins by picking one or more real-world datasets. These datasets are usually benchmark collections with category labels so that the results from an algorithm can be compared to the labels using some criterion. However, such practice of comparison draws severe criticism. The opponents to the methodology argue that each algorithm is better by some criterion. The conclusion can change when substituting another dataset, even for the same algorithms.
Even worse, the conclusion can change if the evaluation index changes to another. Therefore, there are few comparison studies in the literature because the conclusions are not portable to other datasets. Recent papers that propose new algorithms are going to the other extreme by rejecting real-world comparisons all together. Most of them offer a comparison with older and more popular algorithms using only a few hand-crafted examples, showing where the old fails and the new succeeds [19, 38, 52, 54, 55, 64, 86, 95, 118].

We would like to compare algorithms on a wide range of possible situations so that the behavior of the algorithms can be understood as much as possible. Comparing algorithms by showing a few hand-crafted examples is not enough because these examples only reveal limited amount of information about the algorithmic behaviors. Selected examples do not offer systematic comparison of the algorithms on a wide range of parameters. By systematic we mean a fairly exhaustive sampling of the corresponding parameter space. Only when we compare algorithms systematically, we can predict their performance on previously unseen datasets. If we don’t have confidence that we have observed the algorithms on enough datasets, it is hard to conclude anything.

In a sense, the key problem of the common comparison methodology is also comparing by examples. Only this time, the examples are the real-world datasets. Using only a handful real-world datasets to compare algorithms is equivalent in the spirit of limited exposure to using a few hand-crafted two dimensional examples. The few real-world datasets serve the same role as the hand-crafted examples by showing how the
algorithms perform in selected situations. It is not clear how these real-world datasets represent the vast amount of datasets out there. It is not clear how the algorithms perform on other datasets given the performance on these few selected sample real-world datasets. This problem leads to the key criticism of the current evaluation and comparison methodologies.

If datasets are described using the vector space model, the parameter space to explore is the $d$-dimensional space for all datasets, where $d$ is the number of dimensions for all the data points. It is impossible to exhaustively enumerate all cases in this space. Some kind of sampling has to be applied. Random sampling does not work because chances are most samples would be structureless, making our attempt to evaluate the ability of an algorithm to recover structure fruitless.

The natural thought goes to a generative model in this case. We propose a generative model that describes the underpinnings of the structures that we are seeking to recover. Then use this generative model to generate numerous cases by exhausting its parameter space. In this sense, we are investigating systematically the algorithmic behavior under all possible cases generated by this generative model.

In this thesis, we present a mixture of Gaussian model, extended from the literature, to describe the classes in $d$-dimension. The key idea behind using a generative model is to describe the spectrum that the real datasets are in. It could be that several descriptions fit the spectrum well. However, what is important is the idea that by coming up with a reasonable model, we can fairly exhaustively enumerate all possible situations on which to test the algorithms. Given the variety of applications clustering algorithms can be
applied to, it could happen that in different fields of research, another generative model is more appropriate, although a precise, intuitive and succinct descriptive model is hard to come by. Once the data spectrum can be thoroughly investigated, we see no problem of predicting the algorithmic behavior of an algorithm.

In this thesis, we give the most extensive and most exhaustive experimental, comparative study of clustering algorithms to date. We extend an existing generative model and control parameters of the model that correspond to data characteristics that no one else has controlled. The size of our synthetic datasets reflects realistic settings instead of toy cases found in the literature. We introduce a notion of separation, from the area of theoretical machine learning, to distinguish the level of difficulty to cluster, so that the algorithm behavior can be compared at the difficulty level most similar to those observed in real datasets. We also give a brief description, under the parameters of the generative model, of the data characteristics of the real datasets we use.

In short, we use both synthetic and real datasets to evaluate and compare clustering algorithms. We use synthetic datasets to test the algorithmic behavior exhaustively, which may not be evident when using only a few selected real datasets. The real datasets reveal if the generative model is an appropriate abstraction of real data characteristics. By using both kinds of datasets, we hope the conclusions and the observed phenomena of our study can be found on other unseen datasets.

Almost all comparisons we have found in the literature use a single evaluation index to compare. It is an interesting question how many conclusions drawn in the literature depend on the evaluation index used. In information retrieval, the most-used index
traditionally is the corrected Rand Index [58], which measures the percentage of pairs of objects that an algorithm places correctly, either into the same cluster or different clusters. Recently, f-score has become more popular in studies of clustering algorithms for document clustering [72, 119]. Sometimes accuracy is used, which comes from the classification literature [97]. If we were to change the evaluation index for a study, would the conclusion change? Would the dominance of one algorithm disappear with a change of an evaluation index? Given a few indices, if we have to choose a single one, which one should we pick?

These are hard questions. To answer, we give a series of experimental analyses on three most popular indices. We identify desirable properties an evaluation index should possess, such as smoothness of the value distribution so that no sudden change of judgment is possible, and distinguishability among clusterings with similar quality. We calculate the value distribution of indices under random labelings and observe the empirically expected value for an index if labels are randomly assigned. We evaluate algorithm results for synthetic datasets with three indices and make various plots to show where these indices differ in the ranking of algorithms. Our study of evaluation indices goes well beyond previous studies; we identify only two such studies in the literature, which only compare pairs of indices by calculating the correlation coefficient between them [80, 81].

In this thesis we focus on document clustering algorithms. The desiderata for this focus are two fold. First, documents are usually represented by high dimensional vectors, which are hard to visualize. It makes systematic and scientific evaluation and
comparison of document clustering algorithms necessary. In fact, as far as we know, we only find comparison studies of clustering algorithms in this area [90, 100, 119], indicating it is the only application area that has given the problem of evaluation and comparison serious thought. Secondly, with the advent and development of the Web, there is urgent demand for good clustering algorithms, in terms of both time complexity and quality. Initially people are surprised to find that clustering algorithms can facilitate searches and reveal unexpected patterns in electronic commerce. However, later on they start to ponder on the relative goodness of the numerous algorithms in the field.

Whatever the application area we focus on, we want to make it clear that many ideas and arguments in this thesis apply equally well to other application areas. In fact, many of the arguments in this introduction suit the general area of clustering algorithms. Just like ideas behind algorithms can be carried over different application fields, ideas behind evaluation and comparison can apply across fields too. We focus on a particular area to specify concrete contexts for the problem of evaluation and comparison of clustering algorithms. It is our hope that similar framework can be established in other active clustering research areas.

Clustering being such a universal problem, there are many variants of it. For example, each object in the input dataset can belong to a single output cluster or it can have a degree of membership to several output clusters. If an object can only belong to a single output cluster, this is called “hard” clustering. Otherwise, it is named “soft” clustering. In this thesis, we focus only on the hard clustering problem, even though we agree that soft clustering sometimes gives a more intuitive interpretation of a real world problem.
However, when first attacking a problem, we would like to keep its form as simple as possible.

We work with a vector space model in this thesis. This model is the most popular one in document clustering [91]. It uses vectors to represent documents. Each dimension of a vector corresponds to a term. The number of dimensions of a vector is the number of unique words appearing in the total collection. The value for each component indicates the frequency of this term appearing in the document. Behind these application-specific interpretations, a document vector is a real-valued feature vector, which many other classification and pattern recognition algorithms work with. In contrast, there are vectors whose components are categorical values. For example, attributes of an object can have non-continuous values, such as color and material. We can translate these values of attributes to integers. However, the salient feature of algorithms for categorical values is their robustness to the sparseness of vector components [51]. In this sense, algorithms for categorical values share common features with document clustering algorithms. However in this thesis, we focus only on vectors with continuous real-valued components, which are called ratio data in the literature.

We compare two families of clustering algorithms: iterative partitional algorithms and spectral clustering algorithms. We focus on partitional algorithms because their linear time complexity or potential for linear time complexity is more desirable, considering the large amount of data available nowadays.

By iterative partitional algorithms we mean the family of traditional iterative hill-climbing algorithms, such as k-means. K-means has many variants in terms of
implementation details [88, 119]. However, it has three key components: initial assignment of a rough clustering, iterative refinement by moving objects to a more suitable cluster and the objective function to minimize, which is the sum of distances from every object to its closest cluster center, i.e., “sum of squares”. K-means suffers criticism of favoring spherical shapes and splitting large clusters when dramatic cluster size difference is present [51, 58]. It is believed that k-means sacrifices quality for speed [111]. Therefore, there are other criteria which are claimed to have shape and size independence. We choose to compare the sum-of-square objective function to a minimum-cut based objective, the min-max cut, which shows signs of moderate success in the literature [30, 95, 96]. Besides the substitution of the objective function, we also substitute for the greedy optimization approach used in k-means, using an approach that accepts certain worse moves in order to achieve a better local optimum than greedy, the Kernighan-Lin approach [65]. By these substitutions, we hope to reveal the trade-off between quality and time complexity quantitatively.

However, as our experiments revealed, the aforementioned criticism of k-means is misleading. First of all, when given datasets with different sized classes, the min-max cut objective gives much worse clusters than sum-of-squares. Secondly, we generate datasets with spherical and non-spherical shapes, some of which are rather elongated. We would expect the min-max cut objective, which claims shape independence, does not give significantly different performance in terms of quality between the spherical and non-spherical datasets. In fact, it gives better f-scores in the non-spherical cases than the spherical cases. This suggests shape is a difficult issue for these objectives to
overcome. The new objectives, such as the min-max cut, are not meeting the expectations.

Furthermore, when comparing the four iterative partitional clustering algorithms, the algorithm of k-means turns out to be the one with best trade-off between quality and time complexity. It produces clusters with 95% of the quality achievable by the best candidate, sum-of-squares with Kernighan-Lin. But the running time of k-means is an order of magnitude faster than that of sum-of-squares with Kernighan-Lin. Therefore we conclude that k-means is a fairly good algorithm, with little sacrifice in terms of quality, given its linear running time.

Spectral methods are rising stars in recent literature [5, 33, 61, 63, 67, 87, 96, 109, 113]. We compare two spectral clustering algorithms, both with each other and with the iterative clustering algorithms. The first spectral algorithm is designed to optimize a minimum-cut based objective similar to min-max cut, that is, normalized cut. It recursively partitions the input graph according an eigenvector of the graph. We show that the algorithm cannot produce as good clusters as those by k-means.

The second spectral algorithm is borrowed from theoretical machine learning. The original algorithm makes assumptions about input data [109]. We make certain modifications to make it applicable to general clustering problems. The modified algorithm, which we give the name Cookie Cutter, gives perfect clusterings when the classes are well separated, in contrast to the almost-there solutions given by the aforementioned iterative algorithms. However, when the classes are overlapped, the modified spectral algorithm does not work as well as the iterative family of algorithms.
The procedure of singular value decomposition used in the algorithm poses severe memory requirements on the size of input matrix. Therefore the algorithm can be applied to only a single real dataset. We have to reduce the dimensions of the real datasets to apply the Cookie Cutter algorithm to them and compare with other algorithms. In the end, the f-scores for Cookie Cutter running on these dimension reduced datasets are not as good as those obtained for k-means.

In the remainder of this thesis, we introduce some background and previous literature in Chapter 2. The comparison framework and issues arising within the framework are presented in Chapter 3. In both Chapter 4 and 5, we present the details of our experimental studies, investigate the experimental results, and analyze the relationships among objective functions, optimization approaches and data characteristics. Spectral clustering algorithms are the topic of Chapter 6. Conclusion and future work can be found in Chapter 7.
Chapter 2 Literature Background

In this chapter we review related work in the literature. The chapter begins with some summarization of the clustering literature. After the overview, we delve into four different areas that are closely related to the topics we cover in this thesis: (1) methodology of comparison; (2) data generative model; (3) evaluation indices; and (4) spectral clustering algorithms. The first three areas are closely related to comparison of clustering algorithms. They touch on the methodology of and the issues arising in a comparison framework. The fourth area introduces a family of algorithms, which we would compare with some other algorithms using the comparison framework we develop.

2.1 Overview

The area of clustering is teeming with publications. It is an important tool in exploratory data analysis. The field accepts the following description of the problem. Clustering is a problem that tries to divide objects into groups, such that objects in the same group are more similar to each other than objects in different groups.
The description leaves an important question open. There is no definition of what is similar and what is not. Moreover, most similarity definitions lead to optimal solutions that are NP-hard to find [1]. Therefore, people focus on developing efficient heuristics. Different cluster definitions and various heuristics cause vast number of algorithms in this field.

By no means do we claim that our review here is exhaustive due to the sheer amount of literature. Given the cross-disciplinary nature of the problem, interested reader can refer to textbooks in several fields [6, 40, 58, 89, 104]. In this thesis, we focus on the fields of information retrieval, machine learning and databases.

Clustering algorithms differ in the data representation, the similarity measurement and the methodology to find the clusters. Input datasets can be spatial data consisting of location coordinates and values [54, 86]. Or they can be time series data that contain a time stamp and a value [47]. Different algorithms are developed catering to these different data representations. In this thesis, we assume the input data can be translated into a vector format. Each vector corresponds to an object to be clustered. Each component of a vector represents an attribute. The values of each component represent the values for each attribute. We assume the values are continuous and ordered. Certain normalization schemes can be applied so that they become unit vectors. We will return to the topic of preprocessing later in this chapter.

There are many similarity measurements floating around. For ratio data, whose attribute values are defined on the domain of real numbers, the most common is Euclidean distance [58]. The cosine similarity measure is also popular [58]. Algorithms based on
graph theory concepts often use minimum-cut or maximum flow to measure the similarity between two subsets of nodes [30, 42, 64, 95, 96, 107]. Sometimes people count the number of length-2 paths between two nodes, which is the number of common neighbors they have [51]. There is an old experimental study that concludes the similarity measurement does not affect the retrieval performance much [112]. However, it is not clear whether the conclusions of that study can carry to the current world, because computing has certainly improved in terms both of resources and the ability to analyze. We leave as an open problem to revisit the effects of similarity measurements on the performance of clustering algorithms.

The methodology to find clusters is the focus of this thesis. It is the most portable part of a clustering algorithm. Even if some specific algorithm cannot be carried over to another context, an algorithm designer can still borrow the idea.

Given vectors as input, there are mainly four different interpretations.

1. Points in High Dimensional Space

The first interpretation sees the vectors as points in high dimensional space. People come up with succinct mathematical definitions to define a cluster. For example, the popular k-means algorithm defines a cluster by assigning points to its closest center [78]. To find these clusters, traditionally there are two types of methodologies: hierarchical and partitional [58]. Hierarchical methods can produce a dendrogram, which is a tree-like structure, of the input data. The final clusters are produced by selecting a certain level in this dendrogram. The dendrogram can be generated either top-down or bottom-
up. The most popular method is the agglomerative hierarchical method, which builds up the dendrogram by repeatedly merging the most similar pair of clusters, starting from individual clusters containing a single point [111]. Some popular hierarchical agglomerative algorithms include single-link, complete-link and UPGMA [111]. In contrast, the partitional method seeks a flat partition, instead of a hierarchy, of the dataset. It first defines an objective function to optimize and then develop a heuristic to find a good enough solution to approximate the global optimal solution to the objective function. One family of heuristics starts from a rough partition of the data and then iteratively moves points among partitions to achieve a better objective value.

2. Samples Drawn from a Probability Distribution

The second interpretation assumes these vectors are samples drawn from a distribution, which in turn combines several other distributions. In the literature, two types of underlying distributions can be found: Gaussian and Poisson [9]. However, Gaussians are the dominant choice because of its widespread usage in the physical sciences and the central limit theorem [74, 105]. In this interpretation, each class in a dataset comes from a single Gaussian distribution. It is the job of an algorithm to estimate the parameters, that is, means and variances, of the distributions of all classes and the proportional presence of each distribution in the dataset. In the end, all the objects are assigned to clusters by the Bayesian rule. This is called model-based clustering, which is used frequently in the area of machine learning [8, 9, 14, 62, 102, 103]. The most common algorithm for model-based clustering is the EM (Expectation Maximization) algorithm [28]. It can get stuck in local optima and can potentially be very time
consuming. If we assume the underlying Gaussian distributions have the same co-
variance matrix that is a multiple of the identity matrix, it is equivalent to optimize the
minimum variance criterion used in k-means [9].

3. Vertices in a Graph

The third interpretation approaches the problem from the graph theory perspective. One
equation is to treat the input vectors as nodes in a graph. The edge weight between two
points is their similarity value. Then some graph theory concepts are applied to define
clusters. For example, we can define a cluster in terms of the ratio between its cut value
with respect to the outside world and the total edge weight within the cluster. Recently
there are several papers that utilize minimum-cut based ideas to find clusters [30, 64, 95,
96]. They report moderate success in terms of quality of clusters. Another example uses
maximum-flow to define the boundary between two clusters [42, 107], which is similar
to the above minimum-cut based definition. There are connections between the
algorithms using graph-theory notions and the hierarchical agglomerative algorithms.
For example, the single link algorithm, which defines the similarity between two
clusters as the closest distance between the member objects, gives equivalent clusterings
as the minimum spanning tree clustering algorithm [48].

4. Columns in a Sample Matrix

The fourth interpretation forms a matrix using these input vectors as columns. The
singular vectors of the input matrix are used to reveal the structure of the input data.
Some use the negative and positive components of the largest singular vector to bi-
partition the input vectors [30]. Some use the top ranking components of singular vectors to define multiple clusters [63, 67]. There are even hybrid algorithms that first project input vectors into the spectral space defined by the top k singular vectors and then using traditional clustering algorithms, such as k-means, to cluster the projected points in spectral space [61].

K-means is arguably the most popular algorithm, because of its simplicity and ease of implementation [78]. Starting with a rough partition of the data, in a single round, it moves each object to other clusters so that to lower the objective function, that is, sum-of-squares, it optimizes. The running time of k-means depends on the number of rounds and the time spent in each round. In practice, K-means converges rather fast and therefore only a few rounds, usually irrelevant to the number of input objects, are needed. The time spent in each round is linear to the number of objects. Thus most times, people treat k-means as a linear time algorithm. There is more detailed introduction of the algorithm in Chapter 4.

There are two main complaints about k-means: it favors a spherical shape of clusters and it does not do well for different size clusters [51, 58]. K-means seeks to find a clustering that minimizes the sum of the squared distance from each point to its closest cluster center. Using the distance to a cluster center to indicate the edge of a cluster favors a convex shape, therefore missing those clusters that can be concave or even linear. When the clusters have significant size difference, points belonging to the large cluster can be closer to the cluster centers of a nearby small cluster than the center of
the large cluster. In fact, many newly developed algorithm cites these two shortcomings to boost the one they are proposing [38, 50, 51, 64, 86, 118].

In this thesis we are evaluating how much data characteristic factors of this kind contribute to the quality of clusters produced by different objective functions, including the one that k-means uses. We compare the objective function that has such shortcomings with other objectives that claim they do not, to see the degree of quality that algorithms are sacrificing.

2.2 Comparison Methodology

In the nineteen seventies, when cluster analysis was enthusiastically explored in psychology, biology and library sciences, researchers attempted to compare the quality of the clustering algorithms on different data sets [12, 22, 34, 70, 80, 83, 84]. The comparison process typically was broken into three stages: (1) data was generated or hand-crafted; (2) a set of clustering algorithms were chosen and clusters were produced; and (3) an evaluation index determined how well each clustering recovered the original structures.

The earliest study we found uses 6 hand-crafted data sets, each of which contains 20 2-dimensional points [22]. Later studies start to use Gaussian distributions to model points inside a cluster [12, 70, 80]. The details of their generation process appear in the next section. The set of clustering algorithms these studies choose is the family of agglomerative hierarchical clustering algorithms, including single link, complete link,
median link, centroid link, group average and Ward’s method [58]. The evaluation indices are variants of the Rand index [58]. They all conclude single-link is the worst in terms of cluster quality. Two of the studies conclude Ward’s method is the best when cluster sizes are equal [70, 80] while the other study concludes it is the best across all data sets [12].

Recently agglomerative hierarchical and partitional hierarchical algorithms have been compared using real data [119]. The study experiments with several objective functions besides the sum of squares, including group average and min-max cut. F-score is used to measure the degree to which the clustering process recovers the original class labels. Twelve real-life document datasets are clustered. The conclusion is that the partitional hierarchical algorithm with sum-of-squares objective function is the best in terms of the quality of clusters.

We search the literature and find these are the few comparison studies available. The reason for so few studies is that the conclusion of a comparison study depends on the choice of evaluation indices and the choice of datasets. (We discuss the choice of evaluation indices in detail in later sections of this chapter.) If we apply the same algorithms on different datasets, their relative ranking in terms of performance can change. It makes the conclusions from one study hard to generalize. Therefore there is doubt on any comparison study.

Even though there are few systematic comparisons of clustering algorithms, people keep inventing new algorithms and adapting older ones to a new environment. Papers on new algorithms usually include some experimental results on its performance.
comparing to some older algorithms the authors deem relevant. The algorithms they choose are often the ones that they find fault with. The comparison between the two algorithms focuses on the point where their own algorithm is better. Most of the comparisons are conducted using hand-crafted datasets with two dimensional points so that the results of different clustering algorithms can be visualized. To illustrate this point, we list in Table 2.1 some recent papers with original ideas and experimental studies in the related field, together with the evaluation methodology, and comparison details, such as the datasets they use and the other algorithms they compare.

Table 2.1 Details of Comparison Results for Recent Clustering Algorithms

<table>
<thead>
<tr>
<th>Algorithm name/year</th>
<th>Datasets Used to Compare</th>
<th>Evaluation Methodology</th>
<th>Other Algorithms They Compare to</th>
<th>Criticism of Other Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Cut (2001)</td>
<td>3 2-cluster datasets (each with 2 newsgroups)</td>
<td>Accuracy (undefined)</td>
<td>NCUT; Use first principle component to divide</td>
<td>Skewed cut when large overlap between clusters</td>
</tr>
<tr>
<td>ROCK (2000)</td>
<td>2-cluster data sets; 10-cluster synthetic datasets</td>
<td>List cluster contents; misclassified transactions (undefined)</td>
<td>Single link</td>
<td>Sum-of-squares split large clusters</td>
</tr>
<tr>
<td>Chameleon (1999)</td>
<td>5 datasets with 2-d points</td>
<td>Visual inspection</td>
<td>CURE DBSCAN</td>
<td>k-means cannot handle different sized and non-sphere clusters</td>
</tr>
<tr>
<td>CURE (1998)</td>
<td>2-d points, 2 datasets</td>
<td>Visual inspection</td>
<td>Single link BIRCH</td>
<td>Sum-of-squares split large clusters</td>
</tr>
<tr>
<td>Algorithm (Year)</td>
<td>Data Description</td>
<td>Evaluation Method</td>
<td>Performance Notes</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>----------------------------------------</td>
<td>------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Suffix-Tree (1998)</td>
<td>There own snippet collections</td>
<td>Precision/Recall</td>
<td>K-means, Group Average, k-means favors spheres, group average slow</td>
<td></td>
</tr>
<tr>
<td>NCUT (1997)</td>
<td>1 2-d datasets, 4 images</td>
<td>Visual inspection</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Previous objectives based on local properties</td>
<td></td>
</tr>
<tr>
<td>BIRCH (1996)</td>
<td>Generated datasets with 2-d points, real example in image segmentation</td>
<td>Visual inspection</td>
<td>CLARANS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Memory assumption impractical</td>
<td></td>
</tr>
<tr>
<td>DBSCAN (1996)</td>
<td>Datasets with 2-d points</td>
<td>Visual inspection</td>
<td>CLARANS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Input params not known; limited on spherical shapes; not efficient on large datasets;</td>
<td></td>
</tr>
<tr>
<td>CLARANS (1994)</td>
<td>4 datasets with at most 100 points in 5 clusters</td>
<td>Average distance to cluster center</td>
<td>k-means on samples from original datasets</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Quality relies stopping rules</td>
<td></td>
</tr>
<tr>
<td>Model-based Clustering (1993)</td>
<td>1 3-cluster 2-d generated dataset; 2 real datasets</td>
<td>Visual inspection</td>
<td>Single-link k-means</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>k-means favor spherical shapes</td>
<td></td>
</tr>
<tr>
<td>Scatter/Gather (1992)</td>
<td>5000 articles from new york times</td>
<td>Show a sample session with the system</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hierarchical methods slow</td>
<td></td>
</tr>
</tbody>
</table>

We consider the evaluation and comparison methodology of current practice to be less than ideal. First of all, we discover in our experiments that performance of algorithms
on datasets with two clusters is far from representative. Some conclusions are even reversed when applying the algorithms to datasets with more than two clusters. Therefore it is not appropriate to use two-cluster datasets to compare clustering algorithms. Secondly, the technique of visual inspection involves human examination. It is more suitable for a few examples in the initial prototyping stages of an algorithm. For systematic evaluation of large amount of results, it is a better idea to have some objective measurements that can be calculated from the results. Thirdly, visual inspection requires two-dimensional datasets, or projection of high-dimensional datasets to the x-y plane. For applications such as document clustering, there can be hundreds of dimensions involved. Projecting to two dimensions to test the clustering performance is too limited and can even be misleading.

We advocate testing the algorithms under investigation using a systematic evaluation framework. To be specific, if synthetic datasets are used, we prefer a thorough and extensive collection of datasets with characteristics spanning the parameter space. The majority of recent comparison studies use realistic datasets [100, 119]. In this paper we argue both synthetic data and realistic data are necessary for quality comparison. Synthetic data sets offer thorough exploration of the data characteristic space while realistic data sets can help check the validity of the generative model assumptions and confirm the conclusions from theoretical studies. When judging which algorithm produces clusterings with better quality, an objective measure is desirable such that a computer can determine the quality of a clustering. This facilitates the evaluation of large numbers of test datasets.
Not only do we test using both synthetic and real datasets, we tie the algorithms under study with the data characteristics of the datasets we use to test. In this thesis, we summarize characteristics of datasets so that datasets can be described in more general terms. The behavior of an algorithm is analyzed by its response to the generalized data characteristics. Therefore we can predict the performance of an algorithm even for previously unseen datasets.

2.3 Data Generative Model

There are many ways to generate datasets. The most naïve way is to hand-craft a few datasets according to the points a publication wants to make. A few recent proposed clustering algorithms to cluster large spatial datasets in the database community resort to this approach [19, 38, 50, 52, 64, 86, 118]. Sometimes, for example, the generator used to test the algorithm CURE increases the number of points per cluster for a hand-crafted dataset to test the scalability of the algorithm [50]. However, the generator does not alter the number and placement of clusters.

A second option is to define an attribute pool and then randomly determine how many attributes are non-zero. The values for the attribute that are non-zero can either be pre-specified or random numbers. For example, the test for the algorithm ROCK, which produces clusters of categorical data, generates market transaction records this way [51]. When the number of transactions is large, the method is fairly exhaustive in terms of
covering different cases. However, its shortcoming lies in the inability to find the
strength and weakness in the response of an algorithm to different situations in datasets.

Earlier studies in cluster analysis have used generative models based on mixture of
Gaussians. The details of their generation process appear in Table 2.2. Note the
Milligan study does not allow overlapping clusters.

Table 2.2 Details of Previous Generative Model

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Variance</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blashfield [12]</td>
<td>Uniformly random from a range</td>
<td>Diagonal entries uniformly random from a range</td>
<td>Yes</td>
</tr>
<tr>
<td>Kuiper [70]</td>
<td>Compactly situated,</td>
<td>Identity matrices</td>
<td>Yes</td>
</tr>
<tr>
<td>Milligan [80]</td>
<td>Uniformly random from a range</td>
<td>Not mentioned in paper</td>
<td>No</td>
</tr>
</tbody>
</table>

To generate data sets we adopt the mixture of Gaussian model from this earlier work
[74]. There are three main problems with the previous experiments using the model.

First, they control limited parameters of the model. Previous work usually uses identity
covariance matrices and the clusters generated are spherical. We generate positive
definite covariance matrices and therefore include non-spherical clusters in the
experiments. Second, the previous experiments generate small data sets due to
limitations of available computing resources. For example their datasets contain dozens
of data points in at most ten clusters. In contrast we generate large data sets that
resemble realistic conditions with 1000 points and 20 clusters. Third, previously there
has been no characterization of the level of difficulty for a data set, and people generate
the parameters from a uniformly random distribution from an arbitrary range. We
introduce the notion of separation to represent the level of difficulty to cluster and
devise a method to place the component Gaussians of the mixture in the space to satisfy
the separation requirement.

2.4 Evaluation Indices

In this section, we review the past studies on how to evaluate a given clustering. An
evaluation index is a function of the given clustering. Usually it produces a single
number by which the user can tell which clustering is better.

Clustering algorithms produce clusters regardless of whether a dataset has inherent
structure. (An example of a dataset with inherent structure is a collection of newspaper
articles: it is natural that the articles belong to categories such as sports, entertainment
and healthcare.) Therefore, some evaluation studies are dedicated to cluster tendency
tests that determine whether a given dataset has any unusual internal structure, to justify
the use of clustering algorithms on the dataset. In this thesis, we work with datasets with
pre-specified labels and therefore do not have to test the datasets for its randomness. We
do not discuss cluster tendency further, but interested readers can refer to the literature
for related work [58, 75].

2.4.1 Categories of Evaluation Indices

Depending on the type of clusterings to evaluate, there are indices to evaluate a
hierarchy and a flat partition [58]. Algorithms producing partitions are more popular in
recent studies because of their time complexity. Therefore we focus on evaluating partitions in this thesis.

External indices compare clusterings with the class labels so that a match between clusters and classes can be calculated. In contrast, internal indices only utilize the information within datasets. For example, internal indices usually compare cluster labels to the similarity matrices calculated from datasets, instead of class labels.

An internal evaluation index has a close relationship with an objective function. In fact, an internal evaluation index can be an objective function and vice versa. An objective function refers to the criterion optimized by an algorithm. For example, the popular K-means algorithm produces clusters by minimizing the sum of distances from each data point to its closest cluster centers. An internal evaluation index is the function calculated on the resulting clustering. One example is the trace of the sum of the covariance matrices for each cluster.

We can certainly treat the objective function used in an algorithm also as an internal index to evaluate the resulting clusterings. The problem is that when comparing clusterings from different algorithms, using the objective function of one of them would favor the particular algorithm and therefore produce misleading conclusions. On the other hand, given an internal evaluation index, we can always devise an algorithm to optimize the function of the internal evaluation index. However, the problem is that some internal indices are too expensive to compute repeatedly inside the execution of an algorithm. Hence, internal indices and objective functions remain two separate concepts.
It is hard to define quality of a clustering because of its subjectivity. People try to capture it by succinct mathematical definitions, which may not be accurate for all the cases [39, 43]. The objective function an algorithm optimizes reflects this definition. Similarly, an internal evaluation index defines what clusters are considered good. The goal of evaluation is to tell how well the clusters produced by algorithms recover original structures. However, it is not clear how well the definition of clusters used by an internal evaluation index captures the original structure. Therefore using an internal index measures only how close found clusters are to clusters pre-defined by the evaluation index, not how close found clusters are to the original structures in the data.

Using external indices can avoid this problem because in this case the original structures are given by the classes in input datasets, which are previously labeled or constructed by human beings. The comparison happens between the original structures and clusters. Therefore, in this thesis, we focus on external indices.

However, we have to note that external labels are expensive to obtain because of the significant amount of human examination involved. We download datasets with labels from Project Cluto [21] and characterize the performance of the algorithms by summarizing the characteristics of these datasets. In this way, we hope to predict the performance when algorithms are applied to datasets without labels.

2.4.2 Using a Single Evaluation Index

The conclusions drawn from comparison using a single index are subject to criticism of the choice of the evaluation index. If it is an internal index, it is not clear whether the
type of clusters that it defines to be good is the same as the type defined by the objective functions used in the algorithms. If it is an external index, the problem is less severe, however the argument still arises that the index favors a particular type of match between clusters and classes.

Unfortunately, almost all studies in the literature use a single evaluation index to compare algorithms, as far as we know. The only exception is the study conducted by Milligan et al in 1981 [81]. In this study, they gather 30 internal indices and evaluate four hierarchical agglomerative clustering algorithms on 400 generated datasets. The internal indices are then ranked by the Pearson correlation values with regard to two external indices. They conclude the top six indices are suitable choices because the correlation exceeds a certain level.

There is another comparison of evaluation indices involving the same author [80]. Four external indices are calculated on the same generated datasets. Correlation is calculated between pairs of indices. The conclusion is the four indices are fairly consistent, with correlation at least 0.85.

In this thesis, we choose three external indices from different backgrounds and apply them together to evaluate the clustering experiments we conduct on synthetic datasets. We compare the rankings induced by these indices and investigate the disagreement on rankings among the indices. It is an interesting study in the sense that the analysis is the first as far as we know to measure the effects of using different indices on the comparison conclusions.
2.4.3 Significance of an Index Value

The technique of hypothesis testing was the most used tool to evaluate clustering algorithms in the first twenty years of research on cluster analysis. It reflects the perspective that people were using to approach the problem of cluster evaluation. The technique zeroes in on the validity of applying clustering algorithms to datasets, instead of the goodness of the clusters. It came into existence so that other people would accept the usage of the algorithms. A cluster validity study assumes the problem of cluster validity is inherently statistical. We give a brief introduction on the vocabulary and mechanism of hypothesis testing. Please refer to statistics textbook for more details [58].

Given a statistic $T$ and a null hypothesis $H_0$, and the distribution of $T$ under this null hypothesis, we would like to determine whether $H_0$ is an appropriate description for the data at hand. In cluster validity studies, we would like to know if the fit of a hierarchy or a partition to the given data is unusually good. To be unusual, the fit must at least be better than the fit of a hierarchy or partition to a random data set.

Assume the larger the $T$ value, the better fit. Let $P(T \geq t \mid H_0)$ be the probability of the event $T \geq t$ under $H_0$, where $t$ is a fixed number called a threshold. Let $\alpha$ be a small number, such as 0.05 or 0.01, called the size or level of a test. Given the distribution of $T$ under $H_0$, we can place a threshold $t_\alpha$ on $T$ by solving the following equation:

$$P(T \geq t_\alpha \mid H_0) = \alpha$$
In summary, the hypothesis testing approach to cluster validity involves several steps. A null hypothesis expressing the idea of no structure must be defined. A statistic, or index, sensitive to the presence of structure in the data must then be selected and the distribution of the statistic under the null hypothesis must be established. A threshold can then be found that defines how large is “large” for the statistic selected. The threshold establishes a formal test of hypothesis. The power of the test evaluates the ability of the statistic to recognize the presence of a structure specified in an alternative hypothesis.

Early cluster validity studies focus on whether a given clustering reflects any structure. It is a yes or no question, without pondering on the relative quality of each clustering. Clusters produced by an algorithm either are valid, or not, because people focus more on the usability of clustering algorithms, instead of their performance. This reflects in the use of the framework of hypothesis testing. Only the distribution for the null hypothesis is used to make a binary decision.

Moreover, the hypothesis testing framework compares the fit of a given clustering to the original data to the fit of the same clustering to some randomly generated data. If the statistic is unusually large or small, the null hypothesis is decided against. The conclusion is that the fit is unusually good for an unstructured dataset. It is a detoured way of saying the fit is good.

The last problem of hypothesis testing is that the distribution of the index values under the null hypothesis is hard to establish. The distribution depends on each instance of the problem, such as the size of the input, and other parameters. When the size of input is
rather large, computing the distribution can be prohibitive. The distribution can be approximated by Monte Carlo analysis or bootstrapping, or even by estimating the moments of the distribution and approximating it by the normal distribution. However, it consumes time and resources. Worse, sometimes it is hard to determine which null hypothesis to use.

In this thesis, we focus on the relative goodness between clusterings. Our input data are human-labeled documents. Thus there is inherent structure in the input set. There is no need to test the validity of the clusters because the dataset is not random. Moreover, we feel the framework of hypothesis testing does not answer the key question for the relative comparison: how much more a gain in the observed values is necessary to declare a better algorithm. Therefore, we do not use the hypothesis testing approach.

However, we feel the setup can still be useful in addressing one open question in this thesis: given two evaluation values, how significant is the difference between them. In other words, we would like to know how much difference there should be between two values such that we can declare one is better than the other. Given the distribution of the index under the alternative hypothesis, the significance can be interpreted as the area under the curve between the two values. It would be an interesting problem to approximate the distribution and the significance value.
2.5 Spectral Clustering

Spectral clustering algorithms use eigenvectors or singular vectors of an input matrix to find clusters. The input matrix $A$ can have many interpretations. Its columns can be the objects being clustered and rows their properties. For example in document clustering, the input matrix $A$ is the document-term matrix where each column represents a document and each row is a word. The entry $A(i, j)$ is the occurrence information of the $i$th word in the $j$th document. The input matrix could be square, such as the pair-wise similarity values for the objects to be clustered, or the adjacency matrix of a given graph.

There are several types of spectral clustering algorithms. We give brief introduction in the following paragraphs.

Spectral graph partitioning algorithms date back to the seventies [20]. They treat the objects to be clustered as the vertices of a graph. A similarity function is defined between two objects and used as the weights on edges. The input matrix to the algorithms is usually the adjacency matrix. If the input matrix contains no negative entries the non-principle eigenvectors have both positive and negative components. The assumption is that the nodes with positive components would not be densely connected with the nodes with negative components. Therefore the non-principle eigenvectors can partition the nodes of a graph.

An example of recent studies uses the spectral cut algorithm to separate foreground objects from background in computer vision and reports moderate success [96]. It uses the Fiedler vector, which is the second smallest vector of a generalized eigenvalue
system, to split the given graph into two parts. The split procedure is then applied recursively on the two induced partitions until certain stopping conditions are met.

We experiment with the spectral cut algorithm and discover that the components of the Fiedler vector fluctuate around the origin and therefore sometimes making the partition rather arbitrary. In our experiments the quality of clusters using the spectral cut algorithm cannot match those from other algorithms such as k-means.

In the popular hubs and authorities algorithm of Kleinberg [67], the input matrix is the adjacency matrix $A$ of the underlying directed link graph. The principle eigenvector of $A^TA$ is the authority score of all the nodes in the graph while the principle eigenvector of $AA^T$ is the hub score. Moreover in their experiments they find the large positive and negative end of non-principle eigenvectors respectively form communities that illustrate the more obscure meanings of the search term. However the communities gleaned from different non-principle eigenvectors overlap each other. Therefore the algorithm requires human intervention to list all the clusters.

Kannan and Vempala propose a simpler approach to utilize the eigenvectors [63]. They work with the object-property matrix, which is rectangular. The algorithm groups the rows of the input matrix $A$ into clusters. The top $k$ singular vectors of $A$ form another matrix $S$, with each column a singular vector. Instead of checking into the content of the singular vectors, they assign the $i$th row to the $j$th cluster if $S(i, j)$ is the largest for the $i$th row of $S$. Ng et al reports that this algorithm does not find satisfactory clusters on a few hand-crafted datasets they devise [85].
In the aforementioned algorithms the components of an eigenvector or a singular vector are used to reveal the underlying graph structure. Some even argue the singular vectors themselves convey a “generalized clustering”, where each component is the degree to which each node belongs to this cluster and each node can belong to more than one cluster [33]. The allowance of overlapping and fuzziness of clusters are useful in some applications. For example, it is natural for a document to have multiple topics. However, we focus on the algorithms for “hard” (versus “soft”) clustering in this thesis, where the input set of objects is partitioned into exclusive groups [52].

Traditionally, calculating the eigenvectors or the singular vectors takes at least quadratic time [45]. Fortunately there are fast monte-carlo methods that calculate the decomposition of a submatrix sampled from the original large one according to a certain probability distribution [44], so that linear time clustering algorithms are possible using spectral methods. This becomes an important advantage for these algorithms since linear time complexity is a must for algorithms dealing with large datasets, which are ubiquitous nowadays.

Not only the singular vectors themselves can be used for clustering, projecting the input points to the subspace spanned by the top k singular vectors helps also. We denote this subspace the spectral space. If the mixture of Gaussian model is used to describe the data, it is recently proved that projecting to the spectral space can maintain the distance between the centers of Gaussian clouds and compress the radius of each cloud [109]. Effectively the Gaussians become more separated and more spherical after the decomposition. Therefore the clustering problem in the projected space would be easier
presumably. This is an interesting discovery because it means various algorithms can be used after a decomposition to improve the quality of a clustering, if the data is believed to come from a mixture of Gaussians.

In fact, a recent paper stacks the top $k$ eigenvectors of the input matrix $A$ together to form an intermediate matrix for the K-means algorithm to work on [61]. The rows of the intermediate matrix serve as the input points to a traditional K-means algorithm. Surprisingly, the hybrid algorithm yields better results than directly applying K-means to the 20 newsgroup data, evaluating by an adjusted Rand index. A detailed study on different combinations of existing techniques from spectral and combinatorial clustering algorithms show that mapping points into spectral space helps combinatorial techniques to find the perfect solution when the number of classes and clusters are both smaller than 5 [110].

In short, spectral clustering is an active field that has gained attention recently. There are algorithms in this field that show promise, although most experiments are small-scale, hand-crafted and lack systematic comparison with traditional favorites. We can do pure spectral clustering, which involves only the spectral properties of input, or we can devise hybrid algorithms, such as using k-means or other algorithms in the spectral space.

In this thesis, we focus on both pure and hybrid spectral methods. The first algorithm we consider optimizes a minimum-cut based objective function by using eigenvectors to partition a graph. The second algorithm projects input points to the spectral space and then applies distance-based clustering to the projected points. We hope the direct and
systematic comparison of these spectral methods with the iterative partitioning methods can help future spectral algorithm designers to focus their efforts accordingly based on our findings.
Chapter 3 Comparison Framework

In this chapter we describe the methodology we choose to compare clustering algorithms. We run the algorithms on labeled datasets so that the clusters produced by the algorithms can be compared with the labeled classes in the datasets. Using labeled classes avoids the tricky problem of defining the true clusters and therefore has wider spread of usage.

However even with the class labels we still have to determine the degree to which the clusters match the classes so that we can know which algorithms produce better quality clusters. In previous reported studies people have usually used a single evaluation index to calculate the match. We raise the question of whether a single index is enough. The rankings of algorithms could change if using different evaluation indices. We choose three indices from different backgrounds to evaluate and give a detailed analysis on the behaviors of the three indices on data.

Comparing algorithms could be rather ad hoc. There are plenty of datasets that these algorithms can run on. Chances are there are some datasets for each algorithm to excel. Therefore it does not suffice to run algorithms on certain datasets and conclude. It is
important to summarize the properties of different datasets and make predictions on when these algorithms would excel. To achieve this we need to fully test the algorithms on a wide spectrum of data. To supply the data we propose a data generative model, which extends the traditional generative model in the literature, and gives fuller control of the data characteristics. We describe the model in detail in this chapter.

Another source of our labeled data is realistic document collections we find on the Web. Most of them are articles from newspapers, with categories labeled by humans. They are of moderate sizes, with thousands of documents and tens of thousands of words per collection. We give more detailed description of the characteristics on these datasets in this chapter.

3.1 Synthetic Data

In this subsection we give rudimentary introduction to multivariate Gaussians. We describe the generative model to be used to create the synthetic datasets. We then explain the experimental setup.

3.1.1 Data Generative Model

To control the data characteristics for the comparison of the algorithms, we develop a data generation model that extends the mixture of Gaussians model. Unlike previous studies we control parameters of the model that correspond to data characteristics. We use the notion of separation to represent the level of difficulty to cluster so as to
thoroughly test the algorithm behaviors. We devise a method to place the component Gaussians of the mixture in the space to satisfy the separation requirement. The scale of our data sets resembles those in reality.

First we describe the mixture of Gaussians model. Then we move on to the details of generating a single cluster from a Gaussian distribution. We include a brief introduction to the multivariate normal distribution to clarify the notation and facilitate the discussion. Most of the introduction comes from the textbook by Duda and Hart [36].

3.1.1.1 Mixture of Gaussians

We choose the mixture of Gaussians model because of its simplicity and wide usage [35, 74, 105]. A mixture of Gaussians $G_1, G_2, \ldots G_k$ with non-negative mixing weights $w_1, w_2, \ldots w_k$, where $\sum_i w_i = 1$, is the distribution in which a sample is produced by first picking a component Gaussian – the ith one is picked with probability $w_i$ – and then producing a sample from that Gaussian.

“Data characteristic” is a general term, which may vary across fields and applications. We choose the characteristics that are intuitive and easy to control in our experiments, hoping to shed light on the relationship between objectives and certain data characteristics. The three data characteristics chosen are: (1) shape of the cluster; (2) volume of the cluster; and (3) size of the clusters.

The size of a cluster is how many points there are in the Gaussian cloud. It depends on the mixing weights of a mixture. We distinguish two situations: all clusters with the
same size, and each cluster with a different size. The mixing weights, when cluster sizes are not the same, are generated by randomly picking cluster sizes from 0 to the total number of points in a dataset and then normalizing the sizes by the total sum of all the generated sizes. When clusters are of the same size, the mixing weights are fixed, not generated randomly.

The details to control the other two factors, shape and volume, are in the subsection 3.1.1.3.

3.1.1.2 Multivariate Normal Distribution

The general multivariate normal density is

\[
p(\bar{x}) = \frac{1}{(2\pi)^{d/2}|\Sigma|^{1/2}} \exp \left[ -\frac{1}{2}(\bar{x} - \bar{\mu})' \Sigma^{-1}(\bar{x} - \bar{\mu}) \right],
\]

where \( \bar{x} \) is a d-dimension column vector, \( \bar{\mu} \) is the d-dimension mean vector, \( \Sigma \) is the \( d \times d \) covariance matrix and \( |\Sigma| \) is the determinant of the covariance matrix. For simplicity, we often write the density as \( N(\bar{\mu}, \Sigma) \). The multivariate normal density is completely specified by \( d + \frac{d(d + 1)}{2} \) parameters, the elements of the mean vector \( \mu \) and the independent elements of the covariance matrix \( \Sigma \). Formally,

\[
\bar{\mu} = E[\bar{x}]
\]

and

\[
\Sigma = E[(\bar{x} - \bar{\mu})(\bar{x} - \bar{\mu})']
\]
where the expected value of a vector or a matrix is found by taking the expected values of its components.

The covariance matrix $\Sigma$ is symmetric and positive semi-definite. We restrict our attention to strictly positive covariance matrix, i.e., $|\Sigma| > 0$. The diagonal element $\sigma_{ii}$ is the variance of $x_i$, and the off-diagonal element $\sigma_{ij}$ is the covariance of $x_i$ and $x_j$.

If $x_i$ and $x_j$ are statistically independent, $\sigma_{ij} = 0$.

Samples drawn from a normal population tend to form a single cloud or cluster. The center of the cluster is determined by the mean vector, and the shape of the cluster is determined by the covariance matrix.

The quantity

$$r^2 = (\bar{x} - \bar{\mu})^T \Sigma^{-1} (\bar{x} - \bar{\mu})$$

is called the squared Mahalanobis distance from $\bar{x}$ to $\bar{\mu}$. Thus the contours of constant density are hyperellipsoids of constant Mahalanobis distance to $\bar{\mu}$. The principal axes of these hyperellipsoids are given by the eigenvectors of $\Sigma$, the eigenvalues determining the lengths of these axes.

It can be shown that the volume of the hyperellipsoid corresponding to a Mahalanobis distance $r$ is given by

$$V = V_d |\Sigma|^{1/2} r^d,$$

where $V_d$ is the volume of a d-dimensional unit hypersphere:
Thus, for a given dimensionality, the scatter of the samples varies directly with $\sqrt{\Sigma}$.

### 3.1.1.3 Data Characteristics of a Single Gaussian

The shape of a Gaussian is determined by its covariance matrix [35]. If the covariance matrix is the identity matrix or a multiple of the identity matrix, the resulting Gaussian is spherical. Any positive definite matrix yields a non-spherical Gaussian. We obtain a random positive definite matrix by multiplying a full-rank random matrix with its transpose. A full-rank random matrix of any dimension can be generated by a standard Matlab routine, which generates according to a uniform distribution [101].

The volume of a Gaussian indicates the space the cloud occupies and is in direct proportion to the square root of the determinant of the covariance matrix [35]. However, the determinant of randomly generated covariance matrix is not stable. At times the Matlab routine we called to calculate the determinant returns the value of infinity, causing troubles in later computation. The reason could be that the generated matrices have very small values, therefore eliciting overflow problems while calculating the determinant.
We resort to using the largest eigenvalue of the covariance matrix to control the volume of the Gaussians. It happens the eigenvectors of the covariance matrix determine the orientation of the Gaussians in space. The corresponding eigenvalues controls the degree of scatter along these vectors. Therefore the volume of a Gaussian cloud responds to the magnitude of the largest eigenvalue of the covariance matrix. We find researchers also employ the same workaround in classification literature [9].

We distinguish between two scenarios: all Gaussians with the same volume, and each Gaussian with a different volume. When the volumes can vary, we randomly pick a number from 1 to 5, using the same random generator in Matlab, to be the largest eigenvalue of the covariance matrix for a Gaussian cloud. The choice of these numbers is rather arbitrary, as it describes roughly the relative degree of the scatter. When all Gaussian clouds have the same volume, we fix the largest eigenvalue to be 1, the unit volume.

3.1.1.4 Separation

The notion of separation comes from theoretical papers on learning mixture of Gaussians. A mixture of Gaussians is easiest to learn when the Gaussians do not overlap too much. Therefore the degree to which Gaussians are overlapping can indicate the level of difficulty for finding the true clusters. We take the following definition from Dasgupta [26].
**Definition** Two Gaussians $N(\mu_1; \sigma^2 I_n)$ and $N(\mu_2; \sigma^2 I_n)$ are considered $c$-separated if

$$\|\mu_1 - \mu_2\| \geq c \sigma \sqrt{n}.$$ More generally, Gaussians $N(\mu_1; \Sigma_1)$ and $N(\mu_2; \Sigma_2)$ in $\mathbb{R}^n$ are $c$-separated if

$$\|\mu_1 - \mu_2\| \geq c \sqrt{n \max(\lambda_{\max}(\Sigma_1), \lambda_{\max}(\Sigma_2))},$$

where $\lambda_{\max}(\Sigma)$ is shorthand for the largest eigenvalue of $\Sigma$. A mixture of Gaussians is $c$-separated if its component Gaussians are pair-wise $c$-separated.

A 2-separated mixture corresponds roughly to almost completely separated Gaussians, whereas a mixture that is 1- or 0.5-separated contains Gaussians which overlap significantly. The larger the separation, the easier to cluster.

In our experiments we generate both mean vectors and co-variance matrices for each Gaussian. The co-variance matrices will be generated according to the type of Gaussians we want, either spherical Gaussians or non-spherical Gaussians. The mean vectors, i.e., the center of Gaussians, will be generated and placed in $\mathbb{R}^n$ at a given separation level. These data sets will serve as input to the clustering algorithms being compared. We record the clustering results so that we can compare the labeling by the algorithm with the original generated labels.

Given $k$ and $c$, there are endless possibilities for a mixture being $c$-separated. For example, we could place the center of Gaussians on a straight line with distance between the adjacent centers satisfying the separation requirement. This would be easier for a clustering algorithm than some more compact placement of Gaussians.

Intuitively we seek a “spherical” placement of the component Gaussians. The simplest case would be an axis-aligned version where each Gaussian center is on an axis. Other
placements then can be achieved by rotation of the axis. The first center is always at the origin. Each of the following centers is placed at a distance \( D \) away from the origin on an axis. The \( i \)th mean vector has the form \( \mu_i = [0 \ldots D \ldots 0] \), where \( D \) is at the \( i \)th position of the vector \( \mu_i \). The distance \( D \) satisfies the following equation:

\[
D = \|\mu_i - \mu_0\| = c \cdot \sqrt{\max(\lambda_{\text{max}}(\Sigma_i), \lambda_{\text{max}}(\Sigma_0))} \cdot d,
\]

where \( d \) is the dimension of a point.

So each Gaussian is \( c \)-separated with the first Gaussian. It is easy to prove any pair of Gaussian is at least \( c \)-separated. Therefore the mixture is \( c \)-separated.

It would be interesting to explore the influences from different placement on the outcome of clustering algorithms. However we do not pursue that line of work for the time being.

### 3.1.2 Experimental Setup

Because we control three factors of a Gaussian cluster, the shape, volume and size of a cluster, we end up with eight cases to test. For each case, ten input files are generated. Evaluation indices are averaged over the ten files to reflect the trend. A round of files is a set of eight files, one for each of the eight cases. Since we are going to average evaluation index values over rounds, we keep all the random parameters for a round fixed, such as the mixing weights for different sized clusters and norms of covariance matrices for different volume clusters.

We investigate the quality of clustering at 5 degrees of separation. They are 0.25, 0.5, 0.75, 1.0 and 2.0. All files contain 1000 points that belong to 20 clusters. All points in a
dataset have the same dimension. This dimension can vary. However, experiments show that trends are similar for different dimensions, such as 20, 50 and 100 dimensions. Therefore we only show the results for 20-dimension points here.

To summarize, we have 5 (number of separations) x 1 (number of dimensions) x 10 (number of rounds) x 8 (number of cases) = 400 data input files.

3.1.3 Win-Lose Relationship

With the generated datasets, we are going to run algorithms on them and compare the quality of the resulting clusters. The evaluation indices we are going to use are introduced in later parts of this chapter. However, given evaluation index values for two algorithms on all the synthetic datasets, there is still a problem on how we determine which algorithm is better.

In general, we would like to aggregate the win-lose information for the algorithms from all datasets. Specifically, for two algorithms, we determine a winner for each dataset. We count the number of wins for an algorithm over all the datasets. The number is then divided by the total number of datasets and presented as the percentage of win for the particular algorithm.

Given two index values of two algorithms on a single dataset, determining who is the winner can be rather tricky. We go with the naive solution, which compares the two index values and if one is larger than the other, then the algorithm with the larger value is declared winner. If two values are the same, then it is a tie. There can be other more
complicated schemes to solve the problem. We explain two other options below. However, it is not clear there are any benefits coming from using more sophisticated solutions. Therefore, we stick with the naïve solution.

Consider the fact that for every case we investigate, ten datasets are generated. Therefore for each case, there is an average index value and a standard deviation, coming from the index values for each of the ten datasets for a given algorithm. Taken into account the standard deviation for the index values in a case, given a specific dataset, it is hard to determine how much difference between the two index values is needed to declare one algorithm wins and the other loses. For example, if the average index value for a case for both algorithms is 0.15 and the standard deviation is 0.04, one algorithm scores a 0.17 and the other scores a 0.14 on the same dataset, is the difference between the two values significant so that the first algorithm wins? Intuitively, if the difference between the two values is larger than the standard deviation, we could declare a winner. Otherwise, it would be a tie. However, the problem is that in our situation, we have two standard deviations for the two index values. It is not clear which standard deviation we should use.

The other solution tries to solve this problem by finding the overlapping range of index values for the two algorithms. If the two values fall into the overlapping region, we declare a tie. Otherwise, we declare the larger value to win. Given a data file, suppose Algorithm A has an average AveA and standard deviation SDA, and Algorithm B has an average AveB and standard deviation SDB, the overlapping region is defined as
We show the illustration for the definition in Figure 3.1. The intuition is that given a value from the overlapping region, it is hard to tell which algorithm produces that value. The overlapping region represents the set of index values that could come from both algorithms.

Figure 3.1 Intuitions for the Definition of Overlapping Region
The idea of using overlapping regions is not the same as declaring win only if difference between values exceeds one of the standard deviations. If one of the values falls into the overlapping region while the other is outside, we would declare a win even if two values could be very close. Another shortcoming for this idea is a lot of ties when applying to the synthetic data. Roughly there are at least 30% ties when we compare algorithms using the overlapping regions. It is not that ties are not good. In fact, the two algorithms could potentially produce similar quality of clusters. If the algorithms are true ties, we would expect any one algorithm wins and loses here and there. This would be different than the situation that one algorithm wins a small amount every single time. Even if the two algorithms are true ties, the information on when and how much it wins is still useful when we have to choose from the two.

3.2 Real Data

We download 6 document datasets from the Cluto Project [21]. These datasets are originally from the TREC collection [106]. Authors of Cluto have constructed and preprocessed these datasets. We describe their construction and preprocessing here for completeness. For all datasets, a stop-list is applied to remove common words, and all words are stemmed using Porter’s suffix-stripping algorithm. Moreover, any term that occurs in fewer than two documents is eliminated.

The fbis dataset is from the Foreign Broadcast Information Service data of TREC-5, and the classes correspond to the categorization used in that collection. Datasets tr31 and
tr41 are derived from TREC-5, TREC-6, and TREC-7 collections. The classes of these datasets correspond to the documents that were judged relevant to particular queries.

The datasets re0 and re1 are from Reuters-21578 text categorization test collection Distribution 1.0 [73]. For each dataset, authors of CLUTO selected documents that have a single label. Finally, the dataset wap is from the WebACE project [53]. Each document corresponds to a web page listed in the subject hierarchy of Yahoo! [2].

Table 3.1 Summary of Real Datasets

<table>
<thead>
<tr>
<th>Data</th>
<th>Source</th>
<th># of docs</th>
<th># of terms</th>
<th># of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fbis</td>
<td>TREC</td>
<td>2463</td>
<td>12674</td>
<td>17</td>
</tr>
<tr>
<td>Tr31</td>
<td>TREC</td>
<td>927</td>
<td>10128</td>
<td>7</td>
</tr>
<tr>
<td>Tr41</td>
<td>TREC</td>
<td>878</td>
<td>7454</td>
<td>10</td>
</tr>
<tr>
<td>Re0</td>
<td>Reuters-21578</td>
<td>1504</td>
<td>2886</td>
<td>13</td>
</tr>
<tr>
<td>Re1</td>
<td>Reuters-21578</td>
<td>1657</td>
<td>3758</td>
<td>25</td>
</tr>
<tr>
<td>Wap</td>
<td>WebACE</td>
<td>1560</td>
<td>8460</td>
<td>20</td>
</tr>
</tbody>
</table>

We investigate the data characteristics of the real datasets in our study. For the purpose of obtaining characteristics that can be related to the generative model, we assume that a real dataset is a mixture of Gaussians, with each class corresponds to a single Gaussian distribution. Documents for each class are samples drawn from the underlying Gaussian distribution. Similar assumptions can be found in the literature of topic identification and tracking [5, 87, 93].

We calculate the separation between classes and class size distributions for these datasets. We test some of the higher dimension Gaussian properties to show anecdotal evidence that these classes conform to those properties and therefore support our choice of the Gaussian model.
3.2.1 Separation

For each pair of classes in a dataset, we calculate the centroid of both classes and define the class radius to be the distance from the centroid to the furthest point in the class. The separation between the two classes is then calculated as the ratio of the distance between the two class centroids to the maximum class radius of the two classes.

This is an approximation to the true separation because the class radius as calculated is an estimation on the true radius of the class, which is the largest eigenvalue of the covariance matrix of the underlying Gaussian distribution. The reasons are two-fold. On the one hand, there may be outliers for each class. On the other hand, given the high dimensionality of our dataset, we do not have enough data points for the class to take shape. The centroid of insufficient data may not be close to the center of the underlying distribution.

We show the minimum and maximum pair-wise class separations in Table 3.2. By our definition the separation of a clustering is the minimum separation of the pair-wise separation. However we feel it gives a better idea of the datasets by showing the other extreme of the maximum pair-wise separation. The median pair-wise separation for each dataset is also included in Table 3.2.
Table 3.2 Separations for Real Datasets

<table>
<thead>
<tr>
<th></th>
<th>Min Separation</th>
<th>Max Separation</th>
<th>Median Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re0</td>
<td>0.2373</td>
<td>0.7689</td>
<td>0.5543</td>
</tr>
<tr>
<td>Re1</td>
<td>0.2783</td>
<td>0.7598</td>
<td>0.5370</td>
</tr>
<tr>
<td>Tr31</td>
<td>0.3246</td>
<td>0.8053</td>
<td>0.4574</td>
</tr>
<tr>
<td>Tr41</td>
<td>0.2871</td>
<td>0.7039</td>
<td>0.5312</td>
</tr>
<tr>
<td>Wap</td>
<td>0.2147</td>
<td>0.6524</td>
<td>0.4031</td>
</tr>
<tr>
<td>Fbis</td>
<td>0.2666</td>
<td>0.6901</td>
<td>0.4894</td>
</tr>
</tbody>
</table>

3.2.2 Class Sizes

In Table 3.3 we show the sizes of each class in a dataset. Note all datasets contain classes with different sizes.

Table 3.3 Class Sizes for Real Datasets

<table>
<thead>
<tr>
<th></th>
<th>Re0</th>
<th>Re1</th>
<th>Tr31</th>
<th>Tr41</th>
<th>Wap</th>
<th>Fbis</th>
</tr>
</thead>
<tbody>
<tr>
<td># of classes</td>
<td>13</td>
<td>25</td>
<td>7</td>
<td>10</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td># of docs</td>
<td>1504</td>
<td>1657</td>
<td>927</td>
<td>878</td>
<td>1560</td>
<td>2463</td>
</tr>
<tr>
<td>Class 0</td>
<td>608</td>
<td>371</td>
<td>352</td>
<td>243</td>
<td>341</td>
<td>506</td>
</tr>
<tr>
<td>Class 1</td>
<td>319</td>
<td>330</td>
<td>227</td>
<td>174</td>
<td>196</td>
<td>387</td>
</tr>
<tr>
<td>Class 2</td>
<td>219</td>
<td>137</td>
<td>151</td>
<td>162</td>
<td>168</td>
<td>358</td>
</tr>
<tr>
<td>Class 3</td>
<td>80</td>
<td>106</td>
<td>111</td>
<td>95</td>
<td>130</td>
<td>190</td>
</tr>
<tr>
<td>Class 4</td>
<td>60</td>
<td>99</td>
<td>63</td>
<td>83</td>
<td>97</td>
<td>139</td>
</tr>
<tr>
<td>Class 5</td>
<td>42</td>
<td>87</td>
<td>21</td>
<td>35</td>
<td>91</td>
<td>125</td>
</tr>
<tr>
<td>Class 6</td>
<td>39</td>
<td>60</td>
<td>2</td>
<td>33</td>
<td>91</td>
<td>121</td>
</tr>
<tr>
<td>Class 7</td>
<td>38</td>
<td>50</td>
<td>26</td>
<td>76</td>
<td>119</td>
<td></td>
</tr>
<tr>
<td>Class 8</td>
<td>37</td>
<td>48</td>
<td>18</td>
<td>65</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td>Class 9</td>
<td>20</td>
<td>42</td>
<td>9</td>
<td>54</td>
<td>92</td>
<td></td>
</tr>
<tr>
<td>Class 10</td>
<td>16</td>
<td>37</td>
<td></td>
<td>44</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>Class 11</td>
<td>15</td>
<td>32</td>
<td></td>
<td>40</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>Class 12</td>
<td>11</td>
<td>31</td>
<td></td>
<td>37</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Class 13</td>
<td>31</td>
<td></td>
<td></td>
<td>35</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Class 14</td>
<td>27</td>
<td></td>
<td></td>
<td>33</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Class 15</td>
<td>20</td>
<td></td>
<td></td>
<td>18</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>Class 16</td>
<td>20</td>
<td></td>
<td></td>
<td>15</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Class 17</td>
<td></td>
<td>19</td>
<td></td>
<td></td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>
Properties of High Dimension Gaussians

The expected squared distance from a point to the center, drawn from a Gaussian distribution \( N(\mu, \sigma I) \), is \( \sigma^2 d \), where \( d \) is the dimension of a point [35]. According to the law of large numbers, with high probability, the distances of a large number of points to the center fall tightly around this expectation. This implies the mass of a high-dimension Gaussian concentrates within a thin shell around its radius. This is a property very easy to test. We draw a sphere with a certain radius around the center of a class and count how many points fall into this sphere.

In Table 3.4 we give the percentage of points within each class to be inside a sphere with a radius three quarters of the maximum radius of the class and with the same center.

Table 3.4 Percentage of Points within Sphere with Three Quarters of the Max Radius

<table>
<thead>
<tr>
<th></th>
<th>Re0</th>
<th>Re1</th>
<th>Tr31</th>
<th>Tr41</th>
<th>Wap</th>
<th>Fbis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0749</td>
</tr>
<tr>
<td>Class 2</td>
<td>0</td>
<td>0</td>
<td>0.0794</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 4</td>
<td>0.0333</td>
<td>0.0101</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 6</td>
<td>0.1538</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Class 7</td>
<td>0.0789</td>
<td>0</td>
<td>0</td>
<td>0.0769</td>
<td>0</td>
<td>0.4873</td>
</tr>
<tr>
<td>Class 8</td>
<td>0.0810</td>
<td>0.4375</td>
<td>0.0555</td>
<td>0</td>
<td>0</td>
<td>0.0106</td>
</tr>
</tbody>
</table>
In Table 3.5 we show the percentage of points for each class that falls into 90% of maximum class radius.

Table 3.5 Percentage of Points within Sphere with nine-tenths Maximum Radius

<table>
<thead>
<tr>
<th>Class</th>
<th>Re0</th>
<th>Re1</th>
<th>Tr31</th>
<th>Tr41</th>
<th>Wap</th>
<th>Fbis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 0</td>
<td>0.1217</td>
<td>0.0053</td>
<td>0.0085</td>
<td>0</td>
<td>0</td>
<td>0.4347</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.0062</td>
<td>0.0090</td>
<td>0.0792</td>
<td>0.1609</td>
<td>0</td>
<td>0.7519</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.0319</td>
<td>0.3178</td>
<td>0.0555</td>
<td>0.0654</td>
<td>0.0083</td>
<td></td>
</tr>
<tr>
<td>Class 3</td>
<td>0.075</td>
<td>0.2612</td>
<td>0.1473</td>
<td>0.0538</td>
<td>0.4578</td>
<td></td>
</tr>
<tr>
<td>Class 4</td>
<td>0.7166</td>
<td>0.7575</td>
<td>0.3809</td>
<td>0.4819</td>
<td>0</td>
<td>0.7266</td>
</tr>
<tr>
<td>Class 5</td>
<td>0.3809</td>
<td>0.5862</td>
<td>0.3333</td>
<td>0.6</td>
<td>0</td>
<td>0.384</td>
</tr>
<tr>
<td>Class 6</td>
<td>0.4545</td>
<td>0</td>
<td>0.6969</td>
<td>0</td>
<td>0.6280</td>
<td></td>
</tr>
<tr>
<td>Class 7</td>
<td>0.7894</td>
<td>0</td>
<td>0.8076</td>
<td>0.1578</td>
<td>0.8655</td>
<td></td>
</tr>
<tr>
<td>Class 8</td>
<td>0.6216</td>
<td>0.875</td>
<td>0.7222</td>
<td>0.4615</td>
<td>0.6063</td>
<td></td>
</tr>
<tr>
<td>Class 9</td>
<td>0.75</td>
<td>0.1666</td>
<td>0.5555</td>
<td>0.3418</td>
<td>0.4565</td>
<td></td>
</tr>
<tr>
<td>Class 10</td>
<td>0.5625</td>
<td>0.3783</td>
<td>0.4153</td>
<td>0.4153</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 11</td>
<td>0.9333</td>
<td>0.25</td>
<td>0.675</td>
<td>0.5208</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 12</td>
<td>0.4545</td>
<td>0.4193</td>
<td>0.0810</td>
<td>0.2608</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 13</td>
<td>0.4516</td>
<td>0</td>
<td>0</td>
<td>0.1086</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 14</td>
<td>0</td>
<td>0</td>
<td>0.0606</td>
<td>0.7173</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 15</td>
<td>0.45</td>
<td>0</td>
<td>0.0555</td>
<td>0.3023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 16</td>
<td>0.45</td>
<td>0</td>
<td>0.1578</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In Table 3.4 there are three classes, in three datasets respectively, at least 40% of whose data points fall into the test sphere. Meanwhile in Table 3.5 37 classes, out of 92 classes, have at least 40% of their data points falling into the test sphere. From Table 3.4 and Table 3.5 we can see the clouds that constitute the classes in real datasets are indeed almost hollow in the center, because even for a sphere with three-quarters of the maximum radius there are almost no points inside it. On the contrary, significant portions of the points are included, when the radius of the test sphere increases to ninety percent of the maximum radius.

### 3.3 Evaluation Indices

We focus on external evaluation indices in our work. In this section, we describe three evaluation indices from different background and analyze their behaviors on random cluster labels and algorithm rankings. Of the three evaluation indices we recommend the use of a single index to present the experimental results.
3.3.1 Contingency Tables

All external indices in the literature are derived from the contingency table. A contingency table $H$ is a $n \times n$ matrix, with entry $h(c, k)$ indicating the number of objects belonging to cluster $k$ with class label $c$. If the rows or columns of the contingency table are summed together, they are called the marginal tables, that is,

$$
\left\{ h(k) = \sum_{c} h(c, k) \right\} \text{ and } \left\{ h(c) = \sum_{k} h(c, k) \right\}.
$$

A further reduction is represented by the $2 \times 2$ contingency table $A = \left\{ a_{ij} \mid i, j \in \{0, 1\} \right\}$. The meanings of the components of this table are:

- $a_{00}$ -- number of pairs of objects in the same class and same cluster
- $a_{01}$ -- number of pairs of objects in the same class but not the same cluster
- $a_{10}$ -- number of pairs of objects in the same cluster but not the same class
- $a_{11}$ -- number of pairs of objects not in the same cluster and not in the same class

3.3.2 Hubert’s $\Gamma$

Hubert’s $\Gamma$ is chosen in our study because it represents a family of evaluation indices in the traditional cluster analysis literature [58]. All indices of this family are based on the $2 \times 2$ contingency table. We give a brief description of the family in this subsection. The definitions for these indices are given in Table 3.6.
The Rand index is most popular in the traditional literature [34, 58]. It counts the number of pairs of objects that are placed correctly, which includes both $a_{00}$ and $a_{11}$, and then normalizes the count by the total number of pairs. However this index does not scale in terms of the number of clusters because $a_{11}$ increases as the number of clusters increases, causing the index to approach 1.

There are many indices that modify the Rand index, for example, the corrected Rand [58].

$$\text{Corrected Rand} = \frac{\text{Rand} - E(\text{Rand})}{\text{Max}(\text{Rand}) - E(\text{Rand})}$$

The corrected Rand normalizes the Rand index by subtracting the expected value of the Rand index under a particular null distribution, and then dividing by the maximum possible Rand index minus the expected value. The resulting index ranges from zero to one. However, it is hard to agree on which null distribution to use. For example, there is the random label hypothesis, which assumes all permutations of the labels are equally likely. Some people use the assumption of fixing the sum of the rows and columns in a contingency table and selecting the partition randomly, because it is simpler and easier to calculate than the more general random label hypothesis. Even if a null distribution is picked, the calculation of the expected value is error-prone. In fact the corrected Rand takes more than one form because people calculate their expectations differently.

Other external indices include the Fowlkes and Mallows, Jaccard and the $\Gamma$ statistic [58]. They try to normalize the entry $a_{00}$ differently, therefore do not have the problem of approaching 1. The Fowlkes and Mallows, the $\Gamma$ statistic and the Rand index are linear
functions of each other. Please see Table 3.6 for details. Of them we choose the $\Gamma$ statistic as the representative of the family because of its more intuitive mathematical interpretation.

Let $\{X(i, j)\}$ and $\{Y(i, j)\}$ be two $n \times n$ matrices. The raw Hubert’s $\Gamma$ statistic is the point correlation between the two matrices.

$$\Gamma_{raw} = \sum_i \sum_j X(i, j)Y(i, j)$$

If $m_x$ and $m_y$ denote the means and $s_x$ and $s_y$ denote the standard deviation of the entries of matrices $X$ and $Y$, the normalized $\Gamma$ statistic is

$$\Gamma = \left(\frac{1}{M}\sum_i \sum_j [X(i, j) - m_x][Y(i, j) - m_y]\right) / sxsy$$

where $M = n^2$ is the number of entries in the double sum and the moments are given by

$$m_x = \frac{1}{M}\sum_i \sum_j X(i, j), \quad s_x^2 = \frac{1}{M}\sum_i \sum_j [X(i, j) - m_x]^2$$

$$m_y \text{ and } s_y \text{ take similar form.}$$

If both $s_x$ and $s_y$ are zero, the normalized $\Gamma$ statistic is 1 because that indicates both matrices are constant. However, if one of the matrices is constant, the normalized $\Gamma$ statistic is undefined.

The $\Gamma$ statistic measures the degree of linear correspondence between the entries of $X$ and $Y$. The normalized $\Gamma$ is always between -1 and 1. Larger value of $\Gamma$ suggests that the two matrices agree with each other more.
When applying to measure the fit between cluster labels and class labels, X and Y are defined as below. Note they are symmetric matrices now.

\[
X(i, j) = \begin{cases} 
1, & \text{if objects } i \text{ and } j \text{ have the same class label} \\
0, & \text{otherwise}
\end{cases}
\]

\[
Y(i, j) = \begin{cases} 
1, & \text{if object } i \text{ and } j \text{ belong to the same cluster} \\
0, & \text{otherwise}
\end{cases}
\]

We can see the raw \( \Gamma \) under this case is the number of pairs that belong to both the same class and the same cluster. In the four-entry contingency table A, it is the entry \( a_{00} \). In the formula to calculate \( \Gamma \) statistic, if we write the moments in another way and take into account the symmetry of the matrices,

\[
m_x = m_1 / M, \quad m_y = m_2 / M
\]

\[
m_1 = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} X(i, j), \quad m_2 = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} Y(i, j)
\]

then

\[
m_1 = a_{00} + a_{01}, \quad m_2 = a_{00} + a_{10}
\]

\[
M = n(n-1)/2 = a_{00} + a_{01} + a_{10} + a_{11}
\]

These short hands are used in Table 3.6 to define the aforementioned external evaluation indices. Together with the definitions, we also show that the Rand, Fowlkes and Mallows and \( \Gamma \) statistic are linear functions of each other. Specifically, we define

\[
Z = \sum_c \sum_k h(c, k)^2
\]

Then the entries in the 2x2 contingency table can be expressed in terms of \( Z \).
\[ a_{oo} = \sum_{i} \sum_{j} \binom{h(c, k)}{2} = (1/2) \sum_{i} \sum_{j} h(c, k)^2 - (n/2) = (1/2)Z - (n/2) \]

\[ a_{oi} = \sum_{i} \binom{h(k)}{2} - \sum_{i} \sum_{j} \binom{h(c, k)}{2} = (1/2) \sum_{k} h(k)^2 - (1/2) \sum_{i} \sum_{j} h(c, k)^2 = (1/2) \sum_{k} h(k)^2 - (1/2)Z \]

\[ a_{io} = \sum_{i} \binom{h(c)}{2} - \sum_{i} \sum_{j} \binom{h(c, k)}{2} = (1/2) \sum_{c} h(c)^2 - (1/2) \sum_{i} \sum_{j} h(c, k)^2 = (1/2) \sum_{c} h(c)^2 - (1/2)Z \]

\[ a_{io} = \binom{n}{2} - a_{oo} - a_{oi} - a_{io} = \frac{n(n+1)}{2} - \frac{1}{2} \left[ \sum_{c} h(c)^2 + \sum_{k} h(k)^2 \right] \]

---

**Table 3.6 Definitions of Traditional External Evaluation Indices**

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rand</td>
<td>( \frac{a_{oo} + a_{oi}}{\binom{n}{2}} = 1 + \left[ Z - (1/2) \left( \sum_{c} h(c)^2 + \sum_{k} h(k)^2 \right) \right] / \binom{n}{2} )</td>
</tr>
<tr>
<td>Jaccard</td>
<td>( \frac{a_{oo}}{a_{oo} + a_{oi} + a_{io}} = (Z - n) / \left( \sum_{c} h(c)^2 + \sum_{k} h(k)^2 - Z - n \right) )</td>
</tr>
</tbody>
</table>
3.3.3 F-scores

The f-score measurement is more popular than the contingency-table based indices in recent classification and clustering literature [77, 89, 100, 119]. It is devised to combine two measures, precision and recall, into a single effectiveness measure when comparing the output of an algorithm to a priori structure. We choose it as a candidate because of its popularity.

F-score can be traced to the early days of information retrieval when the effectiveness of a retrieval system was measured by precision P and recall R [89]. The effectiveness measure E is

\[ E = \frac{(1 + \beta^2) \cdot PR}{\beta^2 P + R} \]

where \( \beta \) is a user-supplied parameter to indicate his/her preference between precision and recall. For the f-score, \( \beta = 1 \).
In the situation we consider precision to be the ‘purity’ of a cluster and recall to be the ‘encompassment’ of a cluster. Specifically for any class \( c \) and any cluster \( k \),

\[
\begin{align*}
    f(c, k) &= \frac{2 \cdot h(c, k) \cdot h(c, k)}{h(k) \cdot h(c)} + \frac{h(k) \cdot h(c, k)}{h(k) + h(c)}
\end{align*}
\]

This version of f-score attaches equal importance to the ‘purity’ and ‘encompassment’ of a cluster. It is easy to imagine other versions where a user can specify which aspect of a cluster is more important. F-score of a class is defined to be

\[
f(c) = \max_k f(c, k)
\]

F-score for a clustering of \( k \) clusters is defined to be

\[
f(solution) = \sum_c \frac{h(c)}{n} \cdot f(c)
\]

where \( n \) is the total number of objects to be clustered.

3.3.4 \( Q_0 \)

The third index we choose, \( Q_0 \), is a fairly new derivation by Byron Dom [32]. We have not seen any systematic application of the index yet. Basically it measures the conditional entropy between the cluster labels and the class labels. Put in another way, it determines how useful (in bits) the cluster labels are in encoding the class labels. From information theory, the expected per-symbol code length for the class labels given that
we know the associated cluster labels and their joint distribution $p(c,k)$ is given by the conditional entropy:

$$H(C | K) = - \sum_{c=1}^{C} \sum_{k=1}^{K} p(c,k) \log p(c | k)$$

The empirical conditional entropy estimates $H(C | K)$ using the contingency table $H$.

$$\tilde{H}(C | K) = - \sum_{c=1}^{C} \sum_{k=1}^{K} \frac{h(c,k)}{n} \log \frac{h(c,k)}{h(k)}$$

Conditional entropy has been used to measure the degree of association between variables and there are formulations using the idea to measure the distance between classes and clusters [7, 79, 99, 113]. However Dom argues in his paper that it is incomplete in the sense that to realize the code length given by the empirical conditional entropy the decoder must know $H$. Therefore we have to have a scheme for encoding $H$, and the code length for $H$ should be added to the empirical conditional entropy.

The quality measure is the entire encoding cost per object as below.

$$Q(C, K) = \tilde{H}(C | K) + \frac{1}{n} \sum_{k=1}^{K} \log \left( \frac{h(k) + |C| - 1}{|C| - 1} \right)$$

The normalized form is calculated by the following equation.

$$Q_0(C, K) = \frac{\max_K \left[ Q(C, K) \right] - Q(C, K)}{\max_K \left[ Q(C, K) \right] - \min_K \left[ Q(C, K) \right]}$$

The minimum value of $Q(C, K)$ occurs when the clustering recovers exactly the original structure.
\[
\min_K [Q(C, K)] = \frac{1}{n} \sum_{c=1}^{k} \log \left( \frac{h(c) + |C| - 1}{|C| - 1} \right)
\]

However \( \max_K [Q(C, K)] \) depends on details of the contingency table \( H \). A tight upper bound is given below,

\[
\max_K [Q(C, K)] = H(C) + \log |C|
\]

where \( H(C) \) is the marginal contingency table.

In summary, the measure \( Q_0 \) we calculate is as follows.

\[
Q_0(C, K) = \frac{H(C) + \log |C| - Q(C, K)}{H(C) + \log |C| - \frac{1}{n} \sum_{c=1}^{k} \log \left( \frac{h(c) + |C| - 1}{|C| - 1} \right)}
\]

3.3.5 Comparison of Evaluation Indices

In this subsection we would like to investigate the properties of these evaluation indices, such as what their expected value are given random cluster labels. We would also like to know if these indices give different rankings of algorithms. If they give similar rankings then using one of them to evaluate is good enough. Otherwise if they give drastically different rankings, it is evident that using a single index to evaluate is not appropriate. In such situations, it is better to have multiple indices to vote for the best algorithm.
3.3.5.1 Index Values under Random Cluster Labels

Given fixed class labels and the number of clusters desired, we generate random cluster labels for each point. We want to know the expected value for each measure under these random cluster labels. A clustering algorithm should result in evaluation values larger than those of the random cluster labels to do a good job.

The algorithm to calculate expected index values on random clusterings are as follows.

- Fix class labels for each object.
- Random permute the n objects.
- Generate k-1 random numbers to chop the n objects into k clusters.
- Calculate the evaluation index on the clustering.

We tried on two families of class sizes. In one family all classes have equal sizes. In the other family each class has arbitrary sizes.

We generate ten sets of class labels for each family. For each set of class labels, one hundred sets of random cluster labels are generated and index values are calculated. Therefore we collect one thousand index values for each measure for each family. The statistics of these are listed in Table 3.7.

Table 3.7 Expected Values of Indices for Random Clusters

<table>
<thead>
<tr>
<th></th>
<th>Same size class</th>
<th>Different size class</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-score</td>
<td>0.1158±0.0038</td>
<td>0.1213±0.0042</td>
</tr>
<tr>
<td>Hubert’s Γ</td>
<td>0.0008±0.0013</td>
<td>0.0004±0.0014</td>
</tr>
<tr>
<td>Q₀</td>
<td>0.4766±0.0040</td>
<td>0.4857±0.0043</td>
</tr>
</tbody>
</table>
Note the $\Gamma$ measure shows signs of converging to zero. The reason for its large standard deviation is that its value range for random cluster labels is drastic. While many values are around 0.001, others may go as low as 0.0001, therefore making the standard deviation very large. The $Q_0$ measure roughly converges to 0.5 for the random cluster labels. While being an intuitive number for random cases, the value limits the usable range of the measure. In fact, the measure does not have as large a range of values to distinguish between good and better clustering.

3.3.5.2 Disagreement on Algorithm Ranking

One interesting topic is to see if the algorithm rankings induced by these measures differ. We study the difference in ranking for two of our algorithms: k-means and min-max cut with greedy. For the time being we only care for the ranking between algorithms and therefore spare the details of these algorithms, which appear in the following chapter.

For each generated dataset, we count the ranking of the two algorithms by all three measures: $f$-score, Hubert’s $\Gamma$ and $Q_0$. If the ranking is the same then we say the three measures agree. If the ranking is not the same, the measures disagree. One of the measures is the cause for this disagreement. We break down the disagreement by separation of data sets in Table 3.8.
Table 3.8 Disagreement in Algorithm Rankings (Two Algorithms, Three Indices)

<table>
<thead>
<tr>
<th>Separation</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of data files</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>480</td>
</tr>
<tr>
<td>Total disagreement</td>
<td>29%</td>
<td>9%</td>
<td>7%</td>
<td>4%</td>
<td>8%</td>
<td>25%</td>
<td>14%</td>
</tr>
<tr>
<td>F disagree</td>
<td>16%</td>
<td>5%</td>
<td>6%</td>
<td>1%</td>
<td>4%</td>
<td>24%</td>
<td>9%</td>
</tr>
<tr>
<td>Γ disagree</td>
<td>4%</td>
<td>1%</td>
<td>1%</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
<td>2%</td>
</tr>
<tr>
<td>Q_0 disagree</td>
<td>9%</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
<td>4%</td>
<td>1%</td>
<td>3%</td>
</tr>
</tbody>
</table>

F-score is the measure that causes disagreement most. It disagrees with the other two measures on at least 25% of the input files when the separation of the file is either very small (0.25) or very large (3.0). Note the clustering is of poor quality when the separation is 0.25 and the resulting clusters are of relatively high quality when the separation is high. The actual differences of cluster quality for these cases are relatively small and therefore cause the ranking of them to be more susceptible to variations.

3.3.5.3 Distribution of Measure Values

Intuitively we want a measure that responds to the change of quality of clusters linearly, given a definition of cluster quality. In Figure 3.2, we give different curves to illustrate our point. In these figures, the x-axis represents the quality of clusters, with zero indicating the worst quality and one the best quality. The y-axis denotes the value of a measure, ranging from zero to one. In the figure on the left, the measure value makes a steep jump when the cluster quality is close to perfect. Therefore only nearly perfect clusters would be considered good clusters while some clusters with middle range quality would end up indistinguishable from the ones with poor quality. In the middle
figure, a similar situation happens, except that this time the clusters with middle range quality are mingled with clusters with good quality.

![Figure 3.2 Meausre Distribution Illustration](image)

Ideally we like to have a measure with a value distribution similar to the one on the right in Figure 3.2. The distribution has the property of responsiveness. The measure responds to the change of cluster quality. Clusters with different degree of quality have different measure values. It also has the property of stability. A small change in the cluster quality results in a small change in the measure value.

Given the three external indices we study, we are able to plot in three dimensions the distribution of measure values for two of them: f-score and Hubert’s $\Gamma$. The $Q_0$ measure has too complicate a form to plot in three dimensions.

We plot the f-score distribution using the precision $P$ and the recall $R$ as the x and y axis. The z-axis represents the f-score value. Using precision and recall to rewrite the formula of f-score, we get

$$f = \frac{2P \cdot R}{P + R}$$
Note both precision and recall values range from zero to one. So does the f-score. The plot is in Figure 3.3. We observe the distribution of f-score in the space of precision and recall is rather smooth and satisfies the properties of both responsiveness and stability.

The measure Hubert’s $\Gamma$ is based on the four entries of a 2x2 contingency table. To plot it out in three dimension, we have to fix some entries so that to observe the distribution.
The formula of Hubert’s $\Gamma$ is

\[
\frac{Ma_{00} - m_1 \cdot m_2}{\sqrt{m_1 \cdot m_2 (M - m_1)(M - m_2)}}
\]

\[
m_1 = a_{00} + a_{11},\quad m_2 = a_{00} + a_{01}
\]

In particular, we fix the total number of pairs ($M$) and let $a_{01}$ and $a_{10}$ be identical. Therefore $a_{00}$, the number of pairs that are in the same class and same cluster, and $a_{01}$, the number of pairs that are in the same class but not the same cluster, are the two free variables. We think this scheme allows the degree of matching between classes and clusters to change and therefore depicts a reasonable snapshot of the distribution of Hubert’s $\Gamma$.

Fix $M$ at 200, we have the plot in Figure 3.4. The black flat surface to the right is the zeros since not all parts of the grid is reachable by the 2x2 contingency table.
In Figure 3.5, we show the same plot but in a different angle. In summary, the
distribution of Hubert’s $\Gamma$ usually satisfies the properties of responsiveness and stability.
3.3.5.4 Conclusion

From the above analysis of the three evaluation indices, we observe the disagreement on algorithm rankings happens for very small and very large separations most of the time. In our experiments we focus on the comparison among algorithms and analyze algorithmic behaviors for a selected range of separation values. We start from very small separation, such as 0.25, to show the starting point of the algorithms on very difficult datasets. The main analysis focuses on the middle range of separation values, such as 0.5, 0.75 and 1.0. Therefore we feel it appropriate to use a single index to evaluate the algorithms under investigation. Of the three evaluation indices we choose
to present all our experimental results in f-score. The reasons are two fold. On the one hand the other two measures have some peculiar properties that may affect the evaluation. For example, the $\Gamma$ measure is converging to zero for random cases with large variations, suggesting large dynamic range for harder cases. Both the $\Gamma$ and $Q_0$ measure have a limited usable range, which is roughly half of the full range, because under random cases they converge to the middle point of the full range. On the other hand the f-score measure is the most popular choice among the current practitioners. Moreover, the distribution of the f-score measure satisfies our intuition of the properties of a good measure: responsiveness and stability. Therefore in this thesis we present our experimental study of the comparison of clustering algorithms using a single evaluation index: the f-score.
Chapter 4 Objective Functions and Optimization

Approaches

In this chapter we investigate the behaviors of objective functions under different optimization approaches. We describe the objective functions and optimization approaches in our study. Two objectives, sum-of-squares and min-max cut, are chosen because of their claimed behavioral discrepancy in response to cluster shapes. Greedy is the baseline search strategy chosen because of its popularity. Kernighan-Lin is studied because it searches more exhaustively than greedy and runs in reasonable time. These objective functions and optimization approaches combine into four different algorithms. We run these algorithms on both synthetic and real data sets to compare their performance in terms of both efficiency and effectiveness.

We show that the objective sum-of-squares performs well under greedy, and Kernighan-Lin can improve the quality of clusters produced by sum-of-squares significantly. However the quality of clusters produced by min-max cut does not improve under Kernighan-Lin comparing with under greedy. As a result the winning margin of min-max cut over sum-of-squares in the different-sized clusters disappears when upgrading from greedy to Kernighan-Lin. We speculate the reason is that greedy can do such a
good job of optimizing the objective of min-max cut that there is not much room for Kernighan-Lin to improve.

We conclude that the algorithm with the best quality of clusters out of the four is sum-of-squares with Kernighan-Lin, which is also the longest-running one. In contrast, the algorithm of k-means can produce clusters of 95% of the best quality achievable among the four algorithms in running time an order of magnitude faster comparing with the algorithm with the best quality. The findings are contrary to the belief that k-means sacrifices quality for speed.

4.1 K-means

There are two types of clustering algorithms: hierarchical and partitional [58]. The hierarchical methods build a tree of nested partitions either top-down or bottom-up. Partitional clustering algorithms seek a flat partition of data to optimize a certain criterion, which we call an objective function. People have long argued in the literature that partitional algorithms are sacrificing quality of clusters compared with the hierarchical algorithms [58]. However, hierarchical methods cannot be widely applied to large data sets because of their quadratic time complexity. Such data sets are ubiquitous since the Web age.

The partitional algorithm we focus on is the k-means algorithm. K-means is arguably the most popular partitional algorithm because of its linear time complexity and ease of implementation [78]. New algorithms have been proposed for finding high-quality flat
clusterings in linear time [4, 15, 49, 52, 55, 82, 92, 98, 116], but they are more difficult to implement and have not become widely used. Therefore we investigate methods to improve the quality of clusters produced by the basic k-means algorithm.

4.2 Objective Functions

K-means uses the objective of minimizing the sum of squared distance to centers, which is referred to as sum-of-squares in the literature. Sum-of-squares has long suffered criticism that it favors spherical clusters [51, 58]. There are other objective functions in the literature, such as max-diameter and average pair-wise distance, which more or less draw the same criticism [58]. Recently many clustering algorithms using minimum-cut based objective functions have been proposed; they show moderate sign of success in terms of quality [30, 64, 95, 96]. The minimum-cut based objective does not show any preference in terms of the shape of a cluster, and therefore we choose it to compare with the sum-of-squares objective function. The work of Zhao and Karypis supports our choice of sum-of-squares and min-max cut as competitors [119]. In their study they show that sum-of-squares wins by small margins over min-max cut when used as a subroutine in a bisecting hierarchical technique.

4.2.1 Sum-of-Squares

The sum-of-squares, which is used as the objective function for both K-means and Ward’s method [37], is chosen because algorithms with this objective have been
reported in the literature to yield the best quality clusters [12, 70, 80, 119]. Given a set
C of data points, represented by d-dimensional vectors \( \vec{p}_i, i \in [0,n] \), the sum of square
criterion is defined as

\[
\sum_{i=0}^{n-1} \text{dist}(\vec{p}_i, \bar{c})^2, \quad \bar{c} = \frac{\sum_{i=0}^{n-1} \vec{p}_i}{n}.
\]

Distance between two vectors is the Euclidean distance. Note that the center is not
necessarily among the given input points. The objective aggregates the distance from
each point to the cluster center.

When there are k clusters, the objective to minimize is

\[
\sum_{j=1}^{k} \sum_{i \in C_j} \text{dist}(\vec{p}_i, \bar{c}_j), \quad \bar{c}_j = \frac{\sum_{i \in C_j} \vec{p}_i}{|C_j|}.
\]

We seek a partition of the input points such that the sum of the distances between every
point and its cluster center is minimized.

4.2.2 Min-max Cut

The second objective chosen is from the family of the minimum-cut based objectives
because they are believed not to favor a specific shape. The family includes normalized
cut [96], conductance [63] and min-max cut [30]. In our preliminary experiments both
normalized cut and conductance perform relatively worse than min-max cut in terms of
the quality of the resulting clusters. We present experimental evidence in the next
section. Based on the empirical results, we choose the min-max cut as the best representative of this family.

To define the objectives of the cut-based family, we treat the input data points as a graph $G=(V, E)$, where $V$ is the set of all input points $p_i$, and $E$ is the set of edges connecting each pair of points. Each edge carries a weight which indicates the similarity between the two points. The closer in terms of Euclidean distance, the more similar they are. Weight $w(a, b)$ is calculated as $1 - \frac{\text{dist}(p_a, p_b)}{\max \text{dist}(p_i, p_j)}$. A cut divides the node set $V$ into two subsets: $A$ and $B$.

The min-max cut is defined as follows.

$$\text{min-max cut } (A, B) = \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i,j \in A} w(i,j)} + \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i,j \in B} w(i,j)}$$

In the case when there are more than 2 clusters, the min-max cut objective we minimize is

$$\text{min-max cut } (\{C_t : t=1...k\}) = \sum_t \frac{\sum_{i \in C_t, j \in V-C_t} w(i, j)}{\sum_{i,j \in C_t} w(i,j)}$$

The normalized cut is similar to the min-max cut, except in the denominator, the sum of weights from nodes inside the cluster to the outside world substitute the sum of weights for pairs of nodes inside a single cluster.
normalized cut \((A, B) = \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i \in A} w(i, j)} + \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i \in B} w(i, j)}\)

Instead of a two-term definition, the conductance uses the minimum of the two denominator terms in the definition of normalized cut.

\[\text{conductance } (A, B) = \frac{\sum_{i \in A, j \in B} w(i, j)}{\min(\sum_{i \in A, j \in V} w(i, j), \sum_{i \in B, j \in V} w(i, j))}\]

The definitions of both conductance and normalized cut when the number of clusters exceeds two follow the same format of the definition for more-than-two-cluster min-max cut.

4.2.2.1 Comparisons between Cut-based Objectives

In this section we present the experimental evidence that min-max cut is the best objective of the cut-based objective family. We use two optimization approaches to optimize the two objectives: greedy and Kernighan-Lin. The details of these optimization approaches can be found in the next section. For the time being we would like to know which objective, normalized cut or min-max cut, gives the best quality of clusters given an optimization approach.

In Table 4.1 and Table 4.2, we present the average f-scores for the two algorithms: min-max cut with greedy and normalized cut with greedy, using the synthetic datasets. We observe the algorithm min-max cut with greedy wins over normalized cut with greedy.

In Table 4.3 and Table 4.4, the comparison is between the two algorithms: min-max cut
with Kernighan-Lin and normalized cut with Kernighan-Lin. Although the Kernighan-Lin approach helps normalized cut to improve the quality of clusters in the non-spherical category, the algorithm min-max cut with Kernighan-Lin still wins over normalized cut with Kernighan-Lin most of the time. Therefore we choose min-max cut as the representative of the cut-based objective family.

Table 4.1 Average F-scores for Min-max Cut with Grd and Normalized Cut with Grd

<table>
<thead>
<tr>
<th>Greedy</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same</td>
<td>Mcut</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
</tr>
<tr>
<td>Volume</td>
<td>ncut</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.73±0.05</td>
</tr>
<tr>
<td>Size</td>
<td>ncut</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.13±0.01</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.22±0.05</td>
<td>0.63±0.12</td>
<td>0.91±0.02</td>
<td>0.98±0.01</td>
</tr>
<tr>
<td>Volume</td>
<td>ncut</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.24±0.05</td>
<td>0.57±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td>Size</td>
<td>ncut</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same</td>
<td>Mcut</td>
<td>0.73±0.04</td>
<td>0.99±0.00</td>
<td>0.99±0.01</td>
<td>0.96±0.02</td>
</tr>
<tr>
<td>Volume</td>
<td>ncut</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.98±0.02</td>
<td>0.97±0.03</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.68±0.04</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
<td>0.79±0.04</td>
</tr>
<tr>
<td>Size</td>
<td>ncut</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.81±0.36</td>
<td>1.00±0.01</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.84±0.06</td>
<td>0.99±0.00</td>
<td>0.98±0.02</td>
<td>0.91±0.03</td>
</tr>
<tr>
<td>Volume</td>
<td>ncut</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.53±0.46</td>
<td>0.94±0.09</td>
</tr>
<tr>
<td>Diff</td>
<td>Mcut</td>
<td>0.70±0.05</td>
<td>0.76±0.04</td>
<td>0.79±0.04</td>
<td>0.78±0.05</td>
</tr>
<tr>
<td>Size</td>
<td>ncut</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.78±0.36</td>
<td>0.92±0.23</td>
</tr>
</tbody>
</table>

Table 4.2 Percentage of Win for Min-max Cut with Grd and Normalized Cut with Grd

<table>
<thead>
<tr>
<th></th>
<th>Min-max Cut</th>
<th>Normalized Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>87%</td>
<td>13%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>52%</td>
<td>48%</td>
</tr>
<tr>
<td>Same volume</td>
<td>66%</td>
<td>34%</td>
</tr>
<tr>
<td>Different volume</td>
<td>72%</td>
<td>28%</td>
</tr>
<tr>
<td>Same size</td>
<td>73%</td>
<td>27%</td>
</tr>
<tr>
<td>Different size</td>
<td>66%</td>
<td>34%</td>
</tr>
</tbody>
</table>
From Table 4.1, we observe the f-scores for normalized cut exhibit two trends. First, they are extremely low even when the separation increases to 1.0 for the spherical datasets. Secondly, when the f-scores do increase, they have large standard deviation, like those numbers for non-spherical datasets with separation 0.75. The reason is that the normalized cut objective value does not match with class structure. Specifically, the final objective values for normalized cut keep dropping when the separation increases. However, the lower objective values do not necessarily lead to higher f-scores. In fact, a small difference in objective values can correspond to drastically different f-scores. That accounts for the large standard deviation in higher separation cases because even when the ending objective values for ten rounds are similar, they result in f-scores at two extremes. We do not consider this is a feature of the normalized cut. Therefore, even as it can outperform min-max cut for separation 2.0 and above cases, the min-max cut has a consistent performance, especially for the middle range of separations, which are the most encountered situations in real-world datasets.
Table 4.3 Average F-scores for Min-max Cut and Normalized Cut with Kernighan-Lin

<table>
<thead>
<tr>
<th>KL</th>
<th>Sphere</th>
<th>Same Size</th>
<th></th>
<th></th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mcut</td>
<td>ncut</td>
<td>Mcut</td>
<td>ncut</td>
<td>Mcut</td>
<td>ncut</td>
<td>Mcut</td>
<td>ncut</td>
</tr>
<tr>
<td>Diff Volume</td>
<td></td>
<td>0.25</td>
<td>0.5</td>
<td>0.75</td>
<td>1.0</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Size</td>
<td></td>
<td>0.15±0.01</td>
<td>0.40±0.03</td>
<td>0.85±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different Size</td>
<td></td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.74±0.05</td>
<td>0.79±0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td></td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.13±0.01</td>
<td>1.00±0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different Size</td>
<td></td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.64±0.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td>0.20±0.04</td>
<td>0.60±0.13</td>
<td>0.91±0.01</td>
<td>0.98±0.00</td>
<td>0.99±0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Size</td>
<td></td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different Size</td>
<td></td>
<td>0.22±0.04</td>
<td>0.55±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
<td>0.79±0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td></td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.12±0.01</td>
<td>0.13±0.01</td>
<td>0.82±0.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different Size</td>
<td></td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td>0.10±0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 Percentage of Win for Min-max Cut and Normalized Cut with Kernighan-Lin

<table>
<thead>
<tr>
<th></th>
<th>Min-max Cut</th>
<th>Normalized Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>83%</td>
<td>17%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>39%</td>
<td>61%</td>
</tr>
<tr>
<td>Same volume</td>
<td>59%</td>
<td>41%</td>
</tr>
<tr>
<td>Different volume</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>Same size</td>
<td>63%</td>
<td>37%</td>
</tr>
<tr>
<td>Different size</td>
<td>60%</td>
<td>40%</td>
</tr>
</tbody>
</table>

4.3 Optimization Approaches

Once an objective function is defined, we can search the solution space exhaustively for the best possible objective value. Unfortunately this is not practical even for very small
input size. Many search heuristics appear to the rescue. These heuristics differ both in the exhaustiveness of their searches and their search trajectories in the solution space.

K-means algorithm uses a greedy optimization procedure. It searches by always moving from a candidate solution to a better candidate solution, and therefore tends to get stuck at local optima. The other extreme in heuristics is simulated annealing, which accepts random worse moves hoping to get out of local optima [66]. However simulated annealing is slow and requires significant parameter tuning. Kernighan-Lin is somewhere in the middle of the spectrum defined in terms of both the quality of the local optima and time complexity. The approach has been shown to out-perform simulated annealing in partitioning graphs with some structure [59]. Therefore we compare Kernighan-Lin to the greedy approach and reveal how much quality can be gained by the substitution.

Both greedy and Kernighan-Lin approaches have two stages: initial configuration and refinement. The initial assignment stage produces a starting configuration of k clusters for the refinement stage to work on. In our implementation the two approaches share the same initial configuration stage. The refinement stages of both approaches consider moving an object from one cluster to another and determining whether this is a “better move”, i.e., the objective value is better, or a “worse move”. The two approaches differ in whether to go on searching when encountering worse moves. The greedy approach only accepts better moves. If there are no better moves, the procedure terminates. Kernighan-Lin is a procedure that accepts some worse moves when refining clusters, in the hope that eventually the objective function is improved.
We supply the algorithms with the desired number of clusters, which in our case is the number of classes given by the classified datasets. Therefore we are studying the algorithmic behavior when the algorithm produces the same number of clusters as the classes. The question of determining how many clusters in a data set is important and interesting. However it is beyond the scope of this thesis.

4.3.1 Greedy

The greedy approach starts with an initial configuration stage [119]. There are different ways to obtain an initial configuration. We choose a simple version, which first picks \( k \) seed points uniformly randomly from the input data set. Then the remaining points are assigned to the seed point with the closest distance. The refinement stage consists of several passes. Each pass considers each point in the data set in random order and determines if moving it to any other cluster will improve the objective. If an improvement exists the point is moved to the cluster that will result in the largest improvement in the objective function. Cluster centers are updated after each move. The refinement terminates as soon as no point is moved. The algorithm is greedy in the sense that it only moves those points that will improve the objective.

We include the pseudo-code of the greedy approach as follows.

1. Random pick \( k \) points from input. Call them seeds.
2. Assign every point to its closest seed.
3. Calculate the centers of all clusters.
4. Randomly iterate through all input points. For each point \( p_k \),
4.1 Calculate its distance to every cluster center.

4.2 Record the closest center.

4.3 If \( p_k \) is not in the cluster whose center it is closest to, move the point there.

4.4 Recalculate the centers of all clusters.

5. Repeat Step 4 until no point needs moving.

4.3.2 Kernighan-Lin

The Kernighan-Lin approach shares the same initial configuration stage with the greedy approach. They differ in the refinement strategy. The refinement stage of Kernighan-Lin also consists of several passes [65]. In each pass, every point is moved exactly once, to the cluster that achieves the best possible change of the objective value. For each pass, the algorithm keeps a record of the so-far best objective and its configuration, which is returned at the end of each pass. The algorithm also keeps track of the current objective and configuration. The best objective is not necessarily the same as the current objective because a point is moved to the destination cluster that results in the best possible change, even if the change is worsening the current objective value. In other words the refinement accepts certain worse moves. If the temporary dip does lead to objectives better than the best objective encountered so far, the records are updated. Otherwise the best objective remains the same. The refinement ends when a pass finishes with no better objective than the last pass.
The Kernighan-Lin approach explores more solution space than the greedy approach because it sometimes searches down-hill in the hope to climb higher than the previous local peak. In contrast the greedy approach is a strict hill-climbing procedure and hence its tendency to stuck at local optima. Meanwhile the Kernighan-Lin approach exhibits a certain degree of flexibility of getting out of local optima.

The pseudo-code of the Kernighan-Lin approach is as follows.

1. Randomly pick k points from input. Call them seeds.
2. Assign every point to its closest seed.
3. Calculate the objective value for the current clusters and assign it to cur_best_value. Record the configuration in best_config and cur_config.
4. Repeat until the change between the best objectives from two consecutive executions of this outer loop is smaller than a threshold (the threshold is currently 0.0001).
   (1) Label each point free.
   (2) While there are free points
      (i) Calculate the new objective values for each free point to move to cluster j, \( j \in [1..k] \) from cur_config.
      (ii) Choose the free point with best new objective values to move. Store the resulting objective value in cur_candidate_value. Record the move in cur_config. Tag the point not free.
      (iii) If cur_candidate_value is better than cur_best_value, update cur_best_value with cur_candidate_value and best_config with cur_config.
5. The result clusters are recorded in best_config. The resulting objective value is stored in cur_best_value.
Note the version of Kernighan-Lin approach we use in our experiments updates the current configuration after checking all the free points at the time being and choosing the point with the most gain. Therefore every update takes $O(nk)$ calculations of the objective functions, where $n$ is the number of points and $k$ is the number of clusters. There is an alternate version that calculates $O(k)$ times of objective functions for Step 5. For every update of current configuration, the algorithm checks each free point and determines which cluster it moves to if a better objective is available. The latter version does not search the solution space as exhaustively as the version we use, but it runs in shorter time and might be a choice if time is a concern for some applications.

4.3.3 Random Starts

The initial configuration stage of both optimization approaches asks for random seeds to start a clustering. Sometimes seeds are good: when they are close to the centers of underlying classes. Sometimes they are bad because they cluster together and subsequent movements cannot help much. This invites questions such as whether the poor quality of an algorithm is due to bad seeds, instead of the objective function or the optimization approach. To compensate for the randomness of seeds, we repeat the same algorithm on the same dataset ten times. Each time a different set of random seeds is chosen and the objective function value of the final clustering is recorded. Of the ten runs, the one run with the best ending objective values is picked to be the final output.
This is a standard practice reported in the literature. We hope the repetition can do justice to the algorithms.

The number ten is used in the literature without much justification [119]. Since we are comparing our findings with those in the literature, we use ten random starts in our main experiments to be more directly comparable to other reported results. However we are left with the question of how many runs are necessary so that we can have confidence that the resulting objective value is close to the optimal objective value of clusterings from all possible seeds.

In this section we investigate the appropriate number of random starts as to obtain fair quality of clusters. If the optimal value for ten random starts is close enough to the optimal value of all possible starts, we are confident in using the result from ten runs to represent the behavior of an algorithm. Otherwise it would be a good idea to try more runs.

To answer this question, we have the algorithms running a hundred runs on the same dataset and record the objective values achieved for these runs. The range between minimum and maximum objective value is then divided equally into ten intervals and a histogram is calculated. The first count details how many objective values falls into the range whose width is ten percent of the total range from minimum to maximum, starting from minimum value of the hundred runs. It gives an idea of how often the objectives ends up within close proximity to the minimum of a hundred runs. If the first count is 10 or more, that means the probability of getting an ending objective value close to the
minimum is roughly 0.1. Therefore we have a fair chance of getting a good enough value by repeating ten different random starts.

In Figure 4.1 we show an aggregated histogram of ending objective values for the 400 synthetic data files, using the algorithm sum-of-squares with greedy. For each data file a histogram of ending objective values for the hundred runs is calculated. We average the counts in the individual histograms respectively. The idea is to treat each range between minimum and maximum objective values of a hundred runs on a single data file as a unit range. Therefore the counts can be added together. In Figure 4.1, the x-axis represents this unit range, where zero means the minimum objective achieved during a hundred runs and one indicates the maximum in the same hundred runs. An interval of this unit range represents a certain percentage of total distance away from the minimum value. The y-axis shows the number of ending objectives that falls into the corresponding range of values. Note all data points in Figure 4.1 should add up to 100.
In Figure 4.1 the first count represents the number of objective values that fall within ten percent of the minimum value for a hundred runs. We observe the first count is about 9. Unfortunately the standard deviation is as high as 7.0013. To know if significant outliers cause the large variances, we check into the individual 400 first counts. Of the 400 first counts, 135 values are below half the average, that is, roughly 4.5, while 85 are larger than the average by at least a half, that is, roughly 13.5.

In Figure 4.2 we show the distribution for the 400 first counts. At one extreme of the 400 synthetic data files, out of a hundred random starts, 47 runs end up within ten percent of the minimum objective. At the other extreme, only 1 run out of 100 random
starts produces an ending objective within the same neighborhood of the minimum. The x-axis represents the first counts, that is, the number of ending objectives to fall within ten percent of the minimum ending objective of a hundred runs, for the algorithm sum-of-squares with greedy. The range from the minimum count to the maximum count is divided equally into ten intervals. The y-axis gives the number of first counts that falls into that interval. This is a histogram of the individual first counts that constitute the first data point in Figure 4.1. Note the sum of the data points in Figure 4.2 is 400.

We show the distribution to investigate how the number of ending objectives that fall within ten percent of the minimum, distributes around its average. Understanding the distribution can help answer the question how many random starts are needed to have a fair chance to obtain a good enough ending objective for a certain algorithm.
The average number of ending objectives to fall into ten percent within the minimum for 400 synthetic data files is 8.86, which is the second bucket in Figure 4.2. The first and second data point in Figure 4.2 represents the files whose number of ending objectives that are within ten percent of the minimum is less than 10, out of a hundred runs. Approximately 300 files are behind these two points.

This leads us to believe that ten sets of random seeds are not enough for us to have confidence in the closeness of the minimum of ten runs to the minimum of a hundred runs for the algorithm sum-of-squares with greedy. In fact for roughly 170 files, less than five ending objectives, out of a hundred values, end up within ten percent of the
optimum. Chances are the best objective of ten runs is more than ten percent away from the minimum of a hundred runs. If twenty runs are employed, at least for half the datasets, there is a fair chance to obtain a close enough representative.

One drawback of the above analysis is by stretching every range between minimum and maximum values to a unit range we are penalizing the data files whose ranges between minimum and maximum ending objective values are small. On the other hand, it is very hard to introduce absolute threshold in terms of an objective value, because the objective of sum-of-squares on these data files has a wide range.

We have presented our analysis for the algorithm of sum-of-squares with greedy. However for the other three iterative algorithms, similar analyses draw the same conclusion. For example, for the algorithm sum-of-squares with Kernighan-Lin, we present the aggregated histogram in Figure 4.3 and the distribution of the first counts in Figure 4.4.
Figure 4.3 Average Histogram of Ending Objectives for A Hundred Runs—SOS w/ KL
From Figure 4.4 we observe on 150 synthetic data files, less than 10 ending objectives, out of a hundred runs, fall into ten percent of the minimum value. There are similar plots for the two algorithms using the min-max cut objective. They resemble the plots in Figure 4.3 and 4.4 and therefore we spare the redundancy of showing them.

Note we have made two assumptions in the above reasoning. First we assume the optimal objective value can be achieved by many random trials. In this case we simulate the minimum objective value from all possible random starts by the minimum of a hundred runs. The second assumption is that the objective values achieved from separate random seeds are independent of each other. That is to say the appearance of a value does not affect the appearance of another value. Therefore if ten times out of a
hundred a value is close to the optimum of a hundred runs, once out of ten a value is
close to the optimum of a hundred runs.

We realize the time constraint facing most users of clustering algorithms may prohibit
running many runs may not be feasible. At least in this case people should be aware that
the clusterings obtained from these iterative algorithms may be not close to the best
achievable.

4.4 Two Objectives Compared under Same Optimization

In this section we detail the comparison of the cluster quality between the two
objectives by using the same optimization approach. By doing this we examine whether
the relative performance using different objectives changes when the optimization
approaches change. In all the tables in this chapter, each entry contains two numbers.
The one before the ± sign is the average while the number after the sign is the standard
deviation. The average is taken over ten input files for the same case. Please refer to
Chapter 3 for the explanation on the details of the construction of the datasets. For the
four iterative clustering algorithms under investigation, for each input file, ten sets of
random starts are generated. The output from an input file is the run with the best
objective value out of the ten random starts.

4.4.1 Sum-of-Squares vs. Min-max Cut, Greedy
In Table 4.5 we show the average f-scores for the algorithms sum-of-squares with greedy and min-max cut with greedy.

Table 4.5 Average F-scores for Sum-of-Squares and Min-max Cut under Greedy

<table>
<thead>
<tr>
<th>Greedy</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere Same Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sos</td>
<td>0.15±0.00</td>
<td>0.36±0.04</td>
<td>0.83±0.01</td>
<td>0.93±0.04</td>
<td>0.94±0.04</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
</tr>
<tr>
<td>Diff Size</td>
<td>0.15±0.01</td>
<td>0.41±0.03</td>
<td>0.79±0.03</td>
<td>0.90±0.04</td>
<td>0.92±0.02</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.73±0.05</td>
<td>0.79±0.04</td>
</tr>
<tr>
<td>Diff Volume</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sos</td>
<td>0.20±0.03</td>
<td>0.57±0.13</td>
<td>0.86±0.04</td>
<td>0.93±0.04</td>
<td>0.93±0.04</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.22±0.05</td>
<td>0.63±0.12</td>
<td>0.91±0.02</td>
<td>0.98±0.01</td>
<td>0.99±0.00</td>
</tr>
<tr>
<td>Diff Size</td>
<td>0.24±0.05</td>
<td>0.59±0.11</td>
<td>0.82±0.06</td>
<td>0.91±0.04</td>
<td>0.92±0.05</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.24±0.05</td>
<td>0.57±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
<td>0.78±0.05</td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sos</td>
<td>0.70±0.05</td>
<td>0.94±0.04</td>
<td>0.91±0.07</td>
<td>0.90±0.04</td>
<td>0.89±0.05</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.73±0.04</td>
<td>0.99±0.00</td>
<td>0.99±0.01</td>
<td>0.96±0.02</td>
<td>0.91±0.03</td>
</tr>
<tr>
<td>Diff Size</td>
<td>0.67±0.05</td>
<td>0.88±0.05</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.87±0.06</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.68±0.04</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
<td>0.79±0.04</td>
<td>0.79±0.06</td>
</tr>
<tr>
<td>Diff Volume</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sos</td>
<td>0.75±0.09</td>
<td>0.92±0.06</td>
<td>0.88±0.09</td>
<td>0.92±0.04</td>
<td>0.88±0.06</td>
</tr>
<tr>
<td>Mcut</td>
<td>0.84±0.06</td>
<td>0.99±0.00</td>
<td>0.98±0.02</td>
<td>0.91±0.03</td>
<td>0.88±0.04</td>
</tr>
</tbody>
</table>

We summarize the win-lose findings in Table 4.6.

Table 4.6 Percentage of Win for Greedy

<table>
<thead>
<tr>
<th></th>
<th>Sum-of-squares</th>
<th>Min-max cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>43%</td>
<td>57%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>59%</td>
<td>41%</td>
</tr>
<tr>
<td>Same volume</td>
<td>49%</td>
<td>51%</td>
</tr>
<tr>
<td>Different volume</td>
<td>53%</td>
<td>47%</td>
</tr>
<tr>
<td>Same size</td>
<td>19%</td>
<td>81%</td>
</tr>
<tr>
<td>Different size</td>
<td>83%</td>
<td>17%</td>
</tr>
</tbody>
</table>

From the table we observe that under the greedy approach, sum-of-squares and min-max cut produces clusters with comparable quality in four out of six categories. If
classes have same sizes, min-max cut wins overwhelmingly. However if classes have
different sizes, sum-of-squares wins by a large margin.

4.4.2 Sum-of-Squares vs. Min-max Cut, Kernighan-Lin

In Table 4.7 we show the f-scores for the two algorithms sum-of-squares with
Kernighan-Lin and min-max cut with Kernighan-Lin.

Table 4.7 Average F-scores for Sum-of-Squares and Min-max Cut under Kernighan-Lin

<table>
<thead>
<tr>
<th>KL</th>
<th>Same Size</th>
<th>Same Size</th>
<th>Same Size</th>
<th>Same Size</th>
<th>Same Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>sos</td>
<td>mcut</td>
<td>sos</td>
<td>mcut</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15±0.01</td>
<td>0.15±0.01</td>
<td>0.16±0.01</td>
<td>0.16±0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.45±0.05</td>
<td>0.40±0.03</td>
<td>0.46±0.03</td>
<td>0.42±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.84±0.01</td>
<td>0.85±0.01</td>
<td>0.81±0.03</td>
<td>0.69±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96±0.01</td>
<td>0.97±0.00</td>
<td>0.91±0.03</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.98±0.03</td>
<td>0.99±0.00</td>
<td>0.91±0.04</td>
<td>0.79±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.16±0.01</td>
<td>0.16±0.01</td>
<td>0.22±0.04</td>
<td>0.22±0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.46±0.03</td>
<td>0.42±0.03</td>
<td>0.64±0.11</td>
<td>0.55±0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.81±0.03</td>
<td>0.86±0.03</td>
<td>0.91±0.01</td>
<td>0.72±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91±0.03</td>
<td>0.96±0.04</td>
<td>0.98±0.00</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91±0.04</td>
<td>0.95±0.05</td>
<td>0.99±0.01</td>
<td>0.79±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.22±0.04</td>
<td>0.20±0.04</td>
<td>0.61±0.10</td>
<td>0.55±0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.64±0.11</td>
<td>0.60±0.13</td>
<td>0.84±0.05</td>
<td>0.72±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.86±0.03</td>
<td>0.91±0.01</td>
<td>0.92±0.05</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96±0.04</td>
<td>0.98±0.00</td>
<td>0.99±0.01</td>
<td>0.79±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
<td>0.79±0.05</td>
</tr>
</tbody>
</table>

In Table 4.8 we summarize the win-lose comparison between the two algorithms.
Table 4.8 Percentage of Win for Kernighan-Lin

<table>
<thead>
<tr>
<th></th>
<th>SOS</th>
<th>MCUT</th>
<th>Tie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>52%</td>
<td>36%</td>
<td>12%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>40%</td>
<td>41%</td>
<td>19%</td>
</tr>
<tr>
<td>Same volume</td>
<td>43%</td>
<td>40%</td>
<td>17%</td>
</tr>
<tr>
<td>Diff volume</td>
<td>50%</td>
<td>38%</td>
<td>12%</td>
</tr>
<tr>
<td>Same size</td>
<td>39%</td>
<td>31%</td>
<td>30%</td>
</tr>
<tr>
<td>Diff size</td>
<td>54%</td>
<td>46%</td>
<td>0%</td>
</tr>
</tbody>
</table>

From these two tables we find under the Kernighan-Lin approach, sum-of-squares wins over min-max cut, sometimes by large margin, sometimes by smaller margins, in all except one category, which is the non-spherical case. The performance difference between the two objectives in the size categories disappears. Instead, sum-of-squares wins in both the same-size and different-size cases. Also there are many ties in contrast to under the greedy approach, where there are no ties at all.

4.5 Two Objectives Compared under Different Optimization

In this subsection we compare the performance of a single objective under two optimizations. We hope this can help understand how each objective responds to the change of optimization approach.

4.5.1 Sum-of-Squares, Greedy vs. KL

In Table 4.9 we describe the f-scores of the two algorithms, sum-of-squares with Greedy and sum-of-squares with KL, on the synthetic datasets.
Table 4.9 Average F-scores for Sum-of-Squares under Greedy and Kernighan-Lin

<table>
<thead>
<tr>
<th>Sos</th>
<th>Same Volume</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Same Size</td>
<td>Grd 0.15±0.00</td>
<td>0.36±0.04</td>
<td>0.83±0.01</td>
<td>0.93±0.04</td>
<td>0.94±0.04</td>
</tr>
<tr>
<td></td>
<td>KL 0.15±0.01</td>
<td>0.45±0.05</td>
<td>0.84±0.01</td>
<td>0.96±0.01</td>
<td>0.98±0.03</td>
<td></td>
</tr>
<tr>
<td>Diff Size</td>
<td>Grd 0.15±0.01</td>
<td>0.41±0.03</td>
<td>0.79±0.03</td>
<td>0.90±0.04</td>
<td>0.92±0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL 0.16±0.01</td>
<td>0.46±0.03</td>
<td>0.81±0.03</td>
<td>0.91±0.03</td>
<td>0.91±0.04</td>
<td></td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Same Size</td>
<td>Grd 0.20±0.03</td>
<td>0.57±0.13</td>
<td>0.86±0.04</td>
<td>0.93±0.04</td>
<td>0.93±0.04</td>
</tr>
<tr>
<td></td>
<td>KL 0.22±0.04</td>
<td>0.64±0.11</td>
<td>0.86±0.03</td>
<td>0.96±0.04</td>
<td>0.95±0.05</td>
<td></td>
</tr>
<tr>
<td>Diff Size</td>
<td>Grd 0.24±0.05</td>
<td>0.59±0.11</td>
<td>0.82±0.06</td>
<td>0.91±0.04</td>
<td>0.92±0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL 0.25±0.05</td>
<td>0.61±0.10</td>
<td>0.84±0.05</td>
<td>0.92±0.05</td>
<td>0.92±0.04</td>
<td></td>
</tr>
<tr>
<td>Non-sphere</td>
<td>Same Volume</td>
<td>Grd 0.70±0.05</td>
<td>0.94±0.04</td>
<td>0.91±0.07</td>
<td>0.90±0.04</td>
<td>0.89±0.05</td>
</tr>
<tr>
<td></td>
<td>KL 0.72±0.05</td>
<td>1.00±0.01</td>
<td>1.00±0.00</td>
<td>1.00±0.00</td>
<td>0.98±0.03</td>
<td></td>
</tr>
<tr>
<td>Diff Size</td>
<td>Grd 0.67±0.05</td>
<td>0.88±0.05</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.87±0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL 0.69±0.07</td>
<td>0.92±0.04</td>
<td>0.96±0.02</td>
<td>0.94±0.03</td>
<td>0.91±0.03</td>
<td></td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Same Size</td>
<td>Grd 0.75±0.09</td>
<td>0.92±0.06</td>
<td>0.88±0.09</td>
<td>0.92±0.04</td>
<td>0.88±0.06</td>
</tr>
<tr>
<td></td>
<td>KL 0.79±0.10</td>
<td>0.99±0.02</td>
<td>0.96±0.07</td>
<td>0.95±0.08</td>
<td>0.93±0.06</td>
<td></td>
</tr>
<tr>
<td>Diff Size</td>
<td>Grd 0.73±0.09</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.88±0.04</td>
<td>0.88±0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>KL 0.74±0.10</td>
<td>0.93±0.06</td>
<td>0.94±0.03</td>
<td>0.92±0.03</td>
<td>0.91±0.04</td>
<td></td>
</tr>
</tbody>
</table>

In Table 4.10 we give the win-lose comparison between the two algorithms.

Table 4.10 Percentage of Win for SOS w/ Grd and SOS w/ KL

<table>
<thead>
<tr>
<th></th>
<th>SOS with Greedy</th>
<th>SOS with KL</th>
<th>Tie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>26%</td>
<td>73%</td>
<td>1%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>14%</td>
<td>83%</td>
<td>3%</td>
</tr>
<tr>
<td>Same Volume</td>
<td>18%</td>
<td>80%</td>
<td>2%</td>
</tr>
<tr>
<td>Different Volume</td>
<td>22%</td>
<td>75%</td>
<td>3%</td>
</tr>
<tr>
<td>Same Size</td>
<td>16%</td>
<td>80%</td>
<td>4%</td>
</tr>
<tr>
<td>Different Size</td>
<td>24%</td>
<td>76%</td>
<td>0%</td>
</tr>
</tbody>
</table>

The objective sum-of-squares responds well to the change to a more exhaustive search strategy from the greedy approach to the Kernighan-Lin approach. The quality of
clusters benefits from the change. The algorithm of sum-of-squares with Kernighan-Lin consistently wins over the algorithm of sum-of-squares with greedy by a large margin.

4.5.2 Min-max Cut, Greedy vs KL

In Table 4.11 we detail the performance of the two algorithms, min-max cut with greedy and min-max cut with Kernighan-Lin.

Table 4.11 Average F-scores for Min-max Cut under Greedy and KL

<table>
<thead>
<tr>
<th>Mcut</th>
<th>Same Volume</th>
<th>Same Size</th>
<th>Grd</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>KL</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Diff</td>
<td>Size</td>
<td>Grd</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
<td>KL</td>
<td>0.15±0.01</td>
<td>0.40±0.03</td>
<td>0.85±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
</tr>
<tr>
<td>Non-sphere</td>
<td>Diff</td>
<td>Same Volume</td>
<td>Size</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.73±0.05</td>
<td>0.79±0.04</td>
<td>Diff</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.74±0.05</td>
<td>0.79±0.05</td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td>Diff</td>
<td>Size</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
<td>Diff</td>
<td>0.15±0.01</td>
<td>0.40±0.03</td>
<td>0.85±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
</tr>
</tbody>
</table>

In Table 4.12 we present the win-lose comparison between the two algorithms.

Table 4.12 Percentage of Win for MCUT w/ Grd and MCUT w/ KL

<table>
<thead>
<tr>
<th>Mcut</th>
<th>Mcut with Greedy</th>
<th>Mcut with Kernighan-Lin</th>
<th>Tie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>52%</td>
<td>36%</td>
<td>12%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>40%</td>
<td>41%</td>
<td>19%</td>
</tr>
<tr>
<td>Same Volume</td>
<td>43%</td>
<td>40%</td>
<td>17%</td>
</tr>
<tr>
<td>Different Volume</td>
<td>50%</td>
<td>38%</td>
<td>12%</td>
</tr>
<tr>
<td>Same Size</td>
<td>39%</td>
<td>31%</td>
<td>30%</td>
</tr>
<tr>
<td>-----------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Different Size</td>
<td>54%</td>
<td>47%</td>
<td>0%</td>
</tr>
</tbody>
</table>

When applying the Kernighan-Lin approach to the objective min-max cut, no big improvement in cluster quality happens. In fact, not only there are many ties, in five out of six categories, the algorithm min-max cut with greedy wins over the supposedly better algorithm min-max cut with Kernighan-Lin. In contrast to the big improvement happening to the sum-of-squares objective, changing to a more exhaustive search does not help produce better local optima at all. We consider the reasons behind this behavior in section 4.7.

4.6 Four Algorithms Comparison

So far we have presented pair-wise comparisons between these algorithms, focusing on the effects of the objective functions or the optimization approaches. To give a clearer picture of the four algorithms we detail the performance of the four algorithms head-to-head in this subsection.

4.6.1 Sum-of-Squares, KL vs Min-max Cut, Greedy

From the aforementioned sections we conclude that in terms of performance sum-of-squares with Kernighan-Lin wins over sum-of-squares with greedy. We also conclude that the performance of the two algorithms with min-max cut objective is roughly the same. Min-max cut with greedy is slightly better in terms of the winning percentage.
Therefore to know the winner of the four algorithms in terms of quality, we present the comparison between sum-of-squares with Kernighan-Lin and min-max cut with greedy.

In Table 4.13 we give the average F-scores for the two algorithms on the synthetic datasets.

Table 4.13 Average F-scores for SOS w/ KL and MCUT with Grd

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Same Vol</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same Size</td>
<td>SOS/kl</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15±0.01</td>
<td>0.45±0.05</td>
<td>0.84±0.01</td>
<td>0.96±0.01</td>
<td>0.98±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
</tr>
<tr>
<td></td>
<td>Diff Size</td>
<td>SOS/kl</td>
<td>0.16±0.01</td>
<td>0.46±0.03</td>
<td>0.81±0.03</td>
<td>0.91±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.73±0.05</td>
</tr>
<tr>
<td></td>
<td>Diff Vol</td>
<td>Same Size</td>
<td>0.22±0.04</td>
<td>0.64±0.11</td>
<td>0.86±0.03</td>
<td>0.96±0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOS/kl</td>
<td>0.25±0.05</td>
<td>0.61±0.10</td>
<td>0.84±0.05</td>
<td>0.92±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.24±0.05</td>
<td>0.57±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td>Non-sphere</td>
<td>Same Vol</td>
<td>Same Size</td>
<td>0.72±0.05</td>
<td>1.00±0.01</td>
<td>1.00±0.00</td>
<td>1.00±0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOS/kl</td>
<td>0.73±0.04</td>
<td>0.99±0.00</td>
<td>0.99±0.01</td>
<td>0.96±0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.69±0.07</td>
<td>0.92±0.04</td>
<td>0.96±0.02</td>
<td>0.94±0.03</td>
</tr>
<tr>
<td></td>
<td>Diff Size</td>
<td>SOS/kl</td>
<td>0.68±0.04</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
<td>0.79±0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.79±0.10</td>
<td>0.99±0.02</td>
<td>0.96±0.07</td>
<td>0.95±0.08</td>
</tr>
<tr>
<td></td>
<td>Diff Vol</td>
<td>Same Size</td>
<td>0.74±0.10</td>
<td>0.93±0.06</td>
<td>0.94±0.03</td>
<td>0.92±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOS/kl</td>
<td>0.70±0.05</td>
<td>0.76±0.04</td>
<td>0.79±0.04</td>
<td>0.78±0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mcut/grd</td>
<td>0.74±0.10</td>
<td>0.93±0.06</td>
<td>0.94±0.03</td>
<td>0.92±0.03</td>
</tr>
</tbody>
</table>

In Table 4.14 we list the win-lose comparison between the two algorithms.

Table 4.14 Percentage of Win for SOS w/ KL and Mcut w/ Grd

<table>
<thead>
<tr>
<th></th>
<th>SOS with KL</th>
<th>Mcut with Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>66%</td>
<td>34%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>85%</td>
<td>15%</td>
</tr>
<tr>
<td>Same Volume</td>
<td>80%</td>
<td>20%</td>
</tr>
<tr>
<td>Different Volume</td>
<td>72%</td>
<td>28%</td>
</tr>
<tr>
<td>Same Size</td>
<td>59%</td>
<td>41%</td>
</tr>
<tr>
<td>Different Size</td>
<td>93%</td>
<td>7%</td>
</tr>
</tbody>
</table>
From the two tables we conclude the sum-of-squares with Kernighan-Lin beats min-max cut with greedy consistently in all categories. The algorithm with the best cluster quality out of the four candidates is the sum-of-squares with Kernighan-Lin. We had expected the min-max cut with greedy would win over sum-of-squares with greedy because the cut objective is claimed not to favor any cluster shapes and half our synthetic data is non-spherical. The second expectation we had was a more exhaustive search would yield better quality and therefore the min-max cut with Kernighan-Lin should come out as the winner. Both expectations are wrong.

4.6.2 Four algorithms on real data

Besides synthetic datasets, we also apply the four algorithms to the real datasets downloaded from the Web. Please refer to Chapter 3 for details of these datasets. The f-scores for these algorithms on real datasets are in Table 4.15. In Table 4.16 we list the difference between f-scores for two algorithms, whose names are shown at the first row of the table.

Table 4.15 F-scores for Four Algorithms on Real Datasets

<table>
<thead>
<tr>
<th></th>
<th>Re0</th>
<th>Re1</th>
<th>Tr31</th>
<th>Tr41</th>
<th>Wap</th>
<th>Fbis</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOS with Greedy</td>
<td>0.496</td>
<td>0.483</td>
<td>0.697</td>
<td>0.644</td>
<td>0.455</td>
<td>0.549</td>
</tr>
<tr>
<td>Mcut with Greedy</td>
<td>0.397</td>
<td>0.436</td>
<td>0.593</td>
<td>0.687</td>
<td>0.501</td>
<td>0.522</td>
</tr>
<tr>
<td>SOS with KL</td>
<td>0.454</td>
<td>0.491</td>
<td>0.694</td>
<td>0.730</td>
<td>0.519</td>
<td>0.608</td>
</tr>
<tr>
<td>Mcut with KL</td>
<td>0.428</td>
<td>0.442</td>
<td>0.568</td>
<td>0.692</td>
<td>0.519</td>
<td>0.500</td>
</tr>
</tbody>
</table>
Table 4.16 Algorithm Improvements

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Re0</td>
<td>-0.099</td>
<td>-0.026</td>
<td>-0.042</td>
<td>0.031</td>
</tr>
<tr>
<td>Re1</td>
<td>-0.047</td>
<td>-0.049</td>
<td>0.008</td>
<td>0.006</td>
</tr>
<tr>
<td>Tr31</td>
<td>-0.104</td>
<td>-0.126</td>
<td>-0.003</td>
<td>-0.025</td>
</tr>
<tr>
<td>Tr41</td>
<td>0.043</td>
<td>-0.038</td>
<td>0.086</td>
<td>0.005</td>
</tr>
<tr>
<td>Wap</td>
<td>0.046</td>
<td>0</td>
<td>0.064</td>
<td>0.018</td>
</tr>
<tr>
<td>Fbis</td>
<td>-0.027</td>
<td>-0.108</td>
<td>0.059</td>
<td>-0.022</td>
</tr>
</tbody>
</table>

For the algorithms using the greedy approach, on four out of six datasets, sum-of-squares produces better f-scores than min-max cut. On the remaining two datasets, tr41 and wap, min-max cut yields clusters with better quality. When applying the Kernighan-Lin algorithms, sum-of-squares consistently outperforms min-max cut, except that on one dataset, they score the same.

Comparing optimization approaches, the Kernighan-Lin approach can improve sum-of-squares over greedy on four datasets, while on the other two, re0 and tr31, greedy with sum-of-squares has better f-scores. For the objective min-max cut, again, on four datasets, the Kernighan-Lin approach can improve on greedy, while on datasets tr31 and fbis, greedy wins over Kernighan-Lin.

We consider such findings confirm the following three observations on the synthetic datasets. First, the sum-of-squares with greedy algorithm outperforms min-max cut with greedy, because the datasets consist of classes with different sizes. Secondly, sum-of-squares with Kernighan-Lin improves comparing to sum-of-squares with greedy, because Kernighan-Lin helps sum-of-squares. Thirdly, sum-of-squares with Kernighan-Lin...
Lin wins over min-max cut Kernighan-Lin, making sum-of-squares with Kernighan-Lin the best performing algorithm out of the four, in terms of cluster quality. The difference between algorithmic behavior on real and synthetic datasets happens when min-max cut with Kernighan-Lin improves on min-max cut with greedy on four datasets. Previously, we observe the Kernighan-Lin approach cannot improve min-max cut much. However, on real datasets, the f-scores for min-max cut with Kernighan-Lin are better than min-max cut with greedy.

4.7 Observations

4.7.1 KL cannot improve min-max cut much

We observe from Table 4.11 and Table 4.12 that Kernighan-Lin does not improve the objective min-max cut, making its winning margin over sum-of-squares in same-sized classes under greedy disappear. Meanwhile the same Kernighan-Lin approach helps sum-of-squares improve cluster quality. We propose the following possible reasons: The initial assignment stage used by both optimization approaches is favoring the greedy approach because it creates the initial clusters by assigning input points to the closest cluster center. We call this scheme the seeded assignment scheme. The greedy optimization is closing in on the optimum value of the min-max cut objective of the graph and therefore the better optimization approach cannot further improve it.
We implement a random initial assignment for both approaches. We randomly shuffle the order of the input points and chop up the sequence into initial clusters by using randomly generated indices as the cluster boundaries. We do not see a difference in the behaviors of min-max cut objectives for either greedy or Kernighan-Lin. We present the f-scores for the two algorithms, min-max cut with greedy and min-max cut with Kernighan-Lin, using the random initial assignment, in Table 4.17.

Table 4.17 F-scores for Min-max cut Algorithms Using Random Initial Assignment

<table>
<thead>
<tr>
<th>Mcut</th>
<th>Same Volume</th>
<th>Same Size</th>
<th>Diff Size</th>
<th>Same Volume</th>
<th>Same Size</th>
<th>Diff Size</th>
<th>Same Volume</th>
<th>Same Size</th>
<th>Diff Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Grd</td>
<td>0.15±0.01</td>
<td>0.40±0.03</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.70±0.04</td>
</tr>
<tr>
<td></td>
<td>KL</td>
<td>0.15±0.01</td>
<td>0.37±0.04</td>
<td>0.85±0.01</td>
<td>0.97±0.00</td>
<td>0.99±0.00</td>
<td>0.16±0.01</td>
<td>0.43±0.03</td>
<td>0.70±0.05</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Grd</td>
<td>0.21±0.04</td>
<td>0.63±0.12</td>
<td>0.91±0.01</td>
<td>0.98±0.00</td>
<td>0.99±0.00</td>
<td>0.21±0.04</td>
<td>0.62±0.14</td>
<td>0.91±0.02</td>
</tr>
<tr>
<td></td>
<td>KL</td>
<td>0.21±0.04</td>
<td>0.62±0.14</td>
<td>0.91±0.02</td>
<td>0.98±0.00</td>
<td>0.99±0.00</td>
<td>0.23±0.04</td>
<td>0.57±0.06</td>
<td>0.72±0.05</td>
</tr>
<tr>
<td>Non-sphere</td>
<td>Grd</td>
<td>0.70±0.03</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.72±0.03</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
</tr>
<tr>
<td></td>
<td>KL</td>
<td>0.72±0.03</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.99±0.00</td>
<td>0.67±0.05</td>
<td>0.76±0.05</td>
<td>0.77±0.04</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Grd</td>
<td>0.67±0.05</td>
<td>0.75±0.05</td>
<td>0.78±0.04</td>
<td>0.79±0.03</td>
<td>0.83±0.03</td>
<td>0.67±0.05</td>
<td>0.75±0.05</td>
<td>0.78±0.04</td>
</tr>
<tr>
<td></td>
<td>KL</td>
<td>0.81±0.06</td>
<td>0.99±0.00</td>
<td>1.00±0.00</td>
<td>1.00±0.00</td>
<td>0.99±0.02</td>
<td>0.69±0.05</td>
<td>0.76±0.04</td>
<td>0.78±0.04</td>
</tr>
<tr>
<td></td>
<td>KL</td>
<td>0.70±0.05</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
<td>0.78±0.04</td>
<td>0.81±0.06</td>
<td>0.70±0.05</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
</tr>
</tbody>
</table>

We can see in Table 4.17 that Kernighan-Lin makes little improvement on the cut objective comparing with the greedy approach under this random initial assignment. Therefore we conclude the initial assignment is not the reason that Kernighan-Lin cannot improve min-max cut.
It is not practical to calculate the minimum min-max cut of a given graph because the calculation would be exponential in terms of the number of nodes in a graph. Note this optimum value is different from the optimum f-score. An optimum objective value does not necessarily lead to optimum f-scores. If the optimal min-max cut value is unknown, we cannot confirm the second speculation.

Instead we resort to check the improvement between the ending objectives and the starting objectives. If min-max cut values are improved more significantly than the sum-of-squares for the greedy approach, it offers supporting evidence that the cut objective is reaching its optimum even using a naïve optimization such as greedy.

To measure this improvement, the two algorithms have to start from a common initial assignment. We did not ensure this in previous experiments. However for this experiment we rerun the algorithms and make sure the two approaches start from the same initial clusters and therefore the same starting objective function values. The initial clusters are produced using the seeded assignment scheme.

We calculate the improvement as a ratio of the gain of the objective values to the starting objectives. This time we define a category as a combination of shape, volume, size and separation. There are 40 categories in total. Note the category here has a different definition than the category defined in previous parts of this chapter. We add all the improvement for a given category and average them. Each algorithm runs 10 times on each data file to compensate for the randomness of initial assignment. It is the range of an optimization to search that we are investigating. Therefore we add the
percentage gain of each of these runs, instead of adding only the gain from the run with best objective.

In Figure 4.5 we show the percentage gain for each objective and each optimization approach.

![Figure 4.5 Percentage Gain for Each Objective and Optimization](image)

We observe that for the mcut objective, the greedy approach improves the objective significantly more than the sum-of-squares objective. Although Kernighan-Lin continues to improve the sum-of-squares objective, it does little to change the cut objective for the better.

In Figure 4.6 we show the difference between the improvement percentages for the two approaches for both objectives. The figure reinforces of the idea that Kernighan-Lin is
not improving the min-max cut. Only this time the conclusion is coming from experiments when both approaches start from the same initial assignment.

![Graph showing the difference between percentage gain for Grd and KL using common starts.](image)

**Figure 4.6 Added Percentage Gain for Grd and KL Using Common Starts**

### 4.7.2 Efficiency

We did not implement the algorithms for efficiency; therefore the running times we have observed give only a rough comparison. The experiments have been run on a Pentium IV 1.4Ghz with 1Gb memory. The algorithms are implemented in Java. We report the running time that each algorithm uses to produce the results for all 400 files. Sum-of-squares with greedy finishes in approximately two minutes. Min-max cut with
either greedy or Kernighan-Lin stops around 15 minutes. Sum-of-squares with Kernighan-Lin finishes in roughly two hours. The Kernighan-Lin approach adds extra cost to each iteration compared with greedy. However it is the speed of convergence for each pass that dominates the total execution time. It takes longer for sum-of-squares to converge under Kernighan-Lin compared with min-max cut, making sum-of-squares with Kernighan-Lin the longest running algorithm of the four.

4.7.3 Conclusions on comparisons of algorithms

We draw a dominance graph in terms of quality for the four algorithms based on the comparisons. An up arrow means the algorithm at the arrowhead dominates the one at the end of the arrow. The double curves indicate the two algorithms have roughly comparable quality of clusters.

![Dominance Graph For Four Algorithms](image)

Figure 4.7 Dominance Graph For Four Algorithms

The winner of the four algorithms is sum-of-squares with Kernighan-Lin in terms of quality. The algorithm sum-of-squares with greedy ties with the min-max cut with greedy because they roughly have similar quality of clusters in both shape and volume categories. Moreover, sum-of-squares with greedy wins in the different sized category and min-max cut with greedy wins in the same-sized category. Given the fact that most
real-world datasets have different sized classes, we consider the algorithm sum-of-squares with greedy the runner up of the four. Note the algorithm sum-of-squares with greedy is actually a version of the clustering algorithm K-means.

To understand the relative quality gain for each algorithm, we aggregate the relative quality of the four algorithms on each synthetic dataset and calculate their average and standard deviations in Table 4.18. The relative quality of an algorithm is defined to be the ratio of the f-score for this algorithm to the maximum f-score of the four algorithms on the same dataset.

Table 4.18 Average Relative Quality and Standard Deviation of Four Candidate Algorithms

<table>
<thead>
<tr>
<th></th>
<th>Sos-grd</th>
<th>Sos-kl</th>
<th>Mcut-grd</th>
<th>Mcut-kl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ave/standard deviation</td>
<td>0.934±0.060</td>
<td>0.983±0.034</td>
<td>0.918±0.077</td>
<td>0.912±0.076</td>
</tr>
</tbody>
</table>

Numbers in Table 4.18 roughly match the dominance graph drawn before based on the comparisons in last section. The only difference is between sum-of-squares with greedy and min-max cut with greedy. The relative quality of the later is smaller than the previous. However, we declare they roughly equal in the dominance graph, considering the fact that the min-max cut with greedy and the sum-of-squares with greedy win overwhelmingly in the same-sized cases and different-sized cases respectively.

K-means is a popular clustering algorithm due to its linear time complexity and easy implementation. However people have long believed that it sacrifices quality for speed. In our study, we vary the components of the k-means algorithm by substituting another
objective and another optimization approach. It turns out k-means ends up as the runner up in terms of cluster quality out of the four algorithms. Additionally, k-means is the fastest running one out of the four. It produces 95% of the quality from the best algorithm while runs an order of magnitude faster. We conclude that k-means is a rather good algorithm, both in its fast running times and in the quality of resulting clusters. It produces clusters with at least comparable quality to the min-max cut alternative, but with shorter running time.

When higher cluster quality is desired, we can resort to the algorithm sum-of-squares with Kernighan-Lin. With significant longer running time, the algorithm can find clusters of better quality than the K-means.

If we have the knowledge on the structure of the given datasets, such as they contain classes of the same size, the algorithm min-max cut with greedy can be applied to obtain better clusters than the traditional K-means. Other than this scenario, the min-max cut objective does not show any evidence to justify paying the cost of its longer running time.
Chapter 5 Objective Functions and Data Characteristics

In this chapter we investigate the behaviors of objective functions in response to data characteristics. We focus on the two objective functions, sum-of-squares and min-max cut, introduced in the last chapter. In previous literature the sum-of-squares has had a reputation for favoring spherical clusters while the min-max cut has been thought to be shape independent [64, 116]. The sum-of-squares has also been criticized for splitting the large clusters in situations where there are different sized clusters [50, 51, 64]. For datasets with non-spherical clusters with different sizes, one would have expected the min-max cut to excel. In fact in our study under these conditions the sum-of-squares performs better than the min-max cut.

In fact we discover a distinguished feature of min-max cut: it works well with same size clusters but miserably with different sized clusters. The objective, under both optimization approaches, produces consistently lower f-scores for datasets with different sized classes than those for datasets with same sized classes. We give detailed analysis of this behavior. Another interesting phenomenon we observe is that even for
datasets with same sized clusters, min-max cut with greedy wins by the least percentage in the category of non-spherical clusters, comparing to sum-of-squares with greedy.

“Data characteristics” is a general term, which has varied definitions across application domains. In our study we choose to define them in the most intuitive and controllable way, hoping to shed light on relationships between objective functions and data characteristics. By studying the relationships we hope to identify certain features of the objective functions such that these findings can be used to predict the winning algorithm for previously unseen datasets.

5.1 Data Characteristics Recap

We have described the data generative model in Chapter 3. For the ease of discussion we summarize the key points here. In the mixture of Gaussian model, we control three factors of a Gaussian: its shape, volume and size.

The shape of a Gaussian can be spherical or non-spherical. It is determined by the covariance matrix of the model. If identity matrix is used the Gaussian cloud is spherical. If a positive definite matrix is supplied, the resulting Gaussian is non-spherical.

The volume of a Gaussian is controlled by the largest eigenvalue of the covariance matrix. In our study the volume comes from a fixed range of positive integers.

The size of a Gaussian is the number of points in the cloud while the volume of the Gaussian is the space it takes up. The size of each cluster for our collection of clusters
containing 1000 points is controlled by the mixing weights of the mixture model. If clusters have the same size, the mixing weights are fixed. When clusters are of different sizes, the mixing weights are generated uniformly randomly for different sized clusters.

We have presented the experimental results in Chapter 4. However for the sake of easy reading, we replicate the necessary tables here to illustrate the behaviors on which we are focusing.

Table 4.1 F-scores for Sum-of-Squares with Greedy and Min-max Cut with Greedy

<table>
<thead>
<tr>
<th>Greedy</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td>Sos</td>
<td>0.15±0.00</td>
<td>0.36±0.04</td>
<td>0.83±0.01</td>
<td>0.93±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.15±0.01</td>
<td>0.39±0.04</td>
<td>0.86±0.01</td>
<td>0.97±0.00</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Sos</td>
<td>0.15±0.01</td>
<td>0.41±0.03</td>
<td>0.79±0.03</td>
<td>0.90±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.16±0.01</td>
<td>0.42±0.03</td>
<td>0.69±0.05</td>
<td>0.73±0.05</td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td>Sos</td>
<td>0.20±0.03</td>
<td>0.57±0.13</td>
<td>0.86±0.04</td>
<td>0.93±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.22±0.05</td>
<td>0.63±0.12</td>
<td>0.91±0.02</td>
<td>0.98±0.01</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Sos</td>
<td>0.24±0.05</td>
<td>0.59±0.11</td>
<td>0.82±0.06</td>
<td>0.91±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.24±0.05</td>
<td>0.57±0.07</td>
<td>0.72±0.05</td>
<td>0.74±0.05</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Sos</td>
<td>0.70±0.05</td>
<td>0.94±0.04</td>
<td>0.91±0.07</td>
<td>0.90±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.73±0.04</td>
<td>0.99±0.00</td>
<td>0.99±0.01</td>
<td>0.96±0.02</td>
</tr>
<tr>
<td>Non-sphere</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same Volume</td>
<td>Sos</td>
<td>0.67±0.05</td>
<td>0.88±0.05</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.68±0.04</td>
<td>0.76±0.05</td>
<td>0.78±0.04</td>
<td>0.79±0.04</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Sos</td>
<td>0.75±0.09</td>
<td>0.92±0.06</td>
<td>0.88±0.09</td>
<td>0.92±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.84±0.06</td>
<td>0.99±0.00</td>
<td>0.98±0.02</td>
<td>0.91±0.03</td>
</tr>
<tr>
<td>Diff Volume</td>
<td>Sos</td>
<td>0.73±0.09</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.88±0.04</td>
</tr>
<tr>
<td></td>
<td>Mcut</td>
<td>0.70±0.05</td>
<td>0.76±0.04</td>
<td>0.79±0.04</td>
<td>0.78±0.05</td>
</tr>
</tbody>
</table>

Table 4.2 Percentage of Win for Greedy

<table>
<thead>
<tr>
<th></th>
<th>SOS</th>
<th>MCUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>43%</td>
<td>57%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>59%</td>
<td>41%</td>
</tr>
<tr>
<td>Same volume</td>
<td>49%</td>
<td>51%</td>
</tr>
<tr>
<td>Diff volume</td>
<td>53%</td>
<td>47%</td>
</tr>
<tr>
<td>Same size</td>
<td>19%</td>
<td>81%</td>
</tr>
<tr>
<td>Diff size</td>
<td>83%</td>
<td>17%</td>
</tr>
</tbody>
</table>
5.2 The Size Factor

From Table 4.1 and Table 4.2 it is clear that for different sized clusters the min-max cut objective does not do a good job in terms of the f-score measure. To illustrate the behaviors of the objectives in respond to the size factor, we divide all synthetic datasets into two groups: datasets with same-sized clusters and those with different-sized clusters. The datasets in these two groups can be matched in pairs: a pair of datasets shares the same remaining data characteristic factors (shape and volume), in the same round and the same separation. There is an f-score associated with each dataset. Therefore for an algorithm, there are 200 pairs of f-scores. The contrast between a pair of f-scores illustrates the different behavior of the algorithm in respond to the size factor. The pairs are sorted in ascending order of the f-scores for the same-sized cluster. We plot the sorted pairs of f-scores for the algorithm min-max cut with greedy in Figure 5.1.
We observe in Figure 5.1 the min-max cut greedy algorithm produces better results 80% of the time on same-sized datasets. The f-scores for same-sized clusters, running the min-max cut with greedy algorithm, can reach close to 1. In contrast, the f-scores for different-sized clusters, for the same algorithm, stay around 0.8 in the end.

For purpose of comparison, we show in Figure 5.2 the same plot, but with the algorithm sum-of-squares with greedy. From Figure 5.2, we observe there is not consistent superiority of better quality clusters for same sized datasets over different sized datasets. The f-scores for different sized datasets fluctuate around the curve for same sized
datasets. At the end of the curve, for roughly 20% of all datasets, the f-scores for same-size datasets approach the perfect score while the f-scores for different-sized classes lag behind.
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Figure 5.2 Contrast Between Same and Different Size Datasets, SOS w/ Grd

In Figure 5.3 we show the same plot for the contrasting algorithmic behavior between same and different sized datasets for the min-max cut with Kernighan-Lin algorithm. Correspondingly, the plot for the algorithm sum-of-squares with Kernighan-Lin is shown in Figure 5.4.
Figure 5.3 Contrast Between Same and Different Sized Datasets, MCUT w/ KL
The curve in Figure 5.3 looks almost identical with that in Figure 5.1, because substituting Kernighan-Lin does not result in much difference compared with using greedy with min-max cut. For the algorithm sum-of-squares with Kernighan-Lin, there are around 70 datasets, an increase from Figure 5.2, for which f-scores for different sized datasets are lower than those for same sized datasets. However, the gap is not as large as the gap between f-scores for min-max cut on same and different sized datasets.

It is clear from the previous four figures that the difference in the behavior of the objective min-max cut is more extreme in responding to the class sizes. In this section we analyze the reasons why this is happening.
We conduct the following experiment to further understand the behaviors of these two objective functions. For each generated data set, we calculate the values of both objectives for the underlying classes and designate this value the class value. We compare the objective values that the optimization approaches achieve with the class values for the same data set. In Figure 5.5 and Figure 5.6 we compare the class values and the optimized values for min-max cut, plotted in ascending order of class values. We report curves of min-max cut for same-sized and different-sized classes in separate figures to highlight that the behaviors are quite different. In these two figures we only plot the comparison between greedy optimization values and the class values.

We make the following conclusions from our data. For same-sized classes, the optimization values for min-max cut under greedy are close to the class values. Even though producing the same objective values as the class values does not necessarily lead to the perfect f-score, the f-scores for these same-sized datasets are relatively good, indicating the underlying class structure has been recovered well, which in turn means the definition of the objective min-max cut captures the essential properties of the underlying structures.
For different-sized classes the class values are in fact higher than and far from the optimization values. This indicates even when the optimization approach does a very good job to minimize the min-max cut and produces ending objective values well below the class value, the resulting clusters are not close to the labeled classes, reflected by the poor f-scores. Therefore under these situations optimizing min-max cut cannot produce the original structure of the dataset because the better the ending objective value, the further away from the class values. This is strong evidence that min-max cut is not a
suitable objective function to be chosen to capture the properties of the class structure of data with different-sized classes.

We did not show figures for sum-of-squares because there is no behavior difference for same-sized versus different-sized classes. Most of the optimization values for sum-of-squares are larger than their corresponding class values. However there are datasets whose class values are higher than optimization values, suggesting the objective sum-of-squares occasionally does not capture the class structures either.

Figure 5.6 Greedy vs Class Values, MCUT, Different-sized Classes
5.3 The Shape Factor

We would like to study how the two objectives respond to the shape of classes in this section. We could compare the winning percentages of the two objectives in the two categories of synthetic datasets: spherical and non-spherical. However, the datasets in both categories include both same-sized and different-sized classes. The objective min-max cut does so poorly on the datasets that have different-sized classes that it loses no matter what the shapes of the classes are. Therefore we focus on the datasets with same-sized classes to calculate the winning percentages of both objectives and list the results using the greedy optimization approach in Table 5.1.

Table 5.1 Percentage of Win, Grd, Same-size Classes

<table>
<thead>
<tr>
<th></th>
<th>SOS</th>
<th>MCUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>8%</td>
<td>92%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>30%</td>
<td>70%</td>
</tr>
<tr>
<td>Same volume</td>
<td>18%</td>
<td>82%</td>
</tr>
<tr>
<td>Diff volume</td>
<td>20%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Under the greedy approach, the objective min-max cut wins with large margins. However, looking into the margin numbers, we realize min-max cut actually has its least winning margin in the category of datasets with non-spherical classes. This is an interesting observation. The minimum-cut based objectives are favored because they are believed to be shape independent. If min-max cut does not favor any shapes, it should give comparable performance in both spherical and non-spherical categories, if the rest of the factors are the same. If sum-of-squares were to produce clusters of comparable
quality in both spherical and non-spherical datasets, the winning margin for min-max cut for the two categories of spherical and non-spherical would be roughly the same. Moreover, the sum-of-squares objective is believed to favor spherical shapes and therefore we would expect it produces clusters with lesser quality for non-spherical datasets, comparing with the quality of clusters for spherical datasets. If the claim is true, the winning margin for min-max cut in the non-spherical category should actually go up. Therefore it is intriguing why the min-max cut would have the least winning margin in the category of non-spherical datasets.

This leads us to suspect some aforementioned beliefs may not be true. We further investigate the responses of the objectives to the shape factor by directly comparing performance on spherical versus non-spherical datasets in similar fashion to our comparisons for the size factor in last section.

In short, we divide the synthetic datasets into two groups: those with spherical classes and those with non-spherical classes. We match one dataset from a group with one from the other group. The pair of datasets has the same data characteristics except for the shapes of their classes. An f-score is associated with each dataset. We sort the pairs of f-scores according to ascending order of the f-score of the spherical dataset in the pair. We plot the pairs of curves for all the four algorithms in Figure 5.7 to Figure 5.10.
Figure 5.7 Contrast between Spherical and Nonspherical Datasets, SOS with Greedy
Figure 5.8 Contrast between Spherical and Non-spherical Datasets, MCUT with Greedy
Figure 5.9 Contrast between Spherical and Non-spherical Datasets, SOS with KL
Figure 5.10 Contrast between Spherical and Non-spherical Datasets, MCUT with KL

Note in all four figures, Figure 5.7 to Figure 5.10, initially the f-scores for non-spherical datasets are much better than those for spherical datasets. The reason is that the definition of separation we use from theoretical literature is not reflecting the same level of clustering difficulty for spherical and non-spherical classes. We discuss this problem in detail in the next section.

After the initial superiority, the f-scores for non-spherical datasets drop below those for spherical datasets in all four figures. We cannot discern any peculiarities in the algorithmic behaviors of the two objectives in response to the shape factor for this
experiment, except in Figure 5.9, where the discrepancy between f-scores for spherical and non-spherical datasets is smaller at the end of the curves than those in the other three figures. All in all, non-spherical classes are harder to optimize than spherical classes. It is true that the sum-of-squares objective produces lesser quality clusters when classes are of non-spherical shapes. However, it is also true for the min-max cut objective. Therefore we cannot conclude that min-max cut is a shape-independent objective as claimed in previous literature.

In Table 5.2, we count the number of times that the f-score for the spherical dataset is higher than the f-score for the non-spherical datasets. The first row gives the number for all the 200 pairs of datasets, while the other five rows give the breakdown of the counts for each separation. There are 40 pairs of datasets in each separation.

Table 5.2 Number of Times F-Score for Spherical Datasets Larger Than F-Score for Non-spherical Dataset

<table>
<thead>
<tr>
<th>Separation</th>
<th>SOS+Grd</th>
<th>SOS+KL</th>
<th>MCUT+Grd</th>
<th>MCUT+KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>All 200 Pairs of Datasets</td>
<td>68/200</td>
<td>33/200</td>
<td>50/200</td>
<td>45/200</td>
</tr>
<tr>
<td>Separation 0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Separation 0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Separation 0.75</td>
<td>8/40</td>
<td>1/40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Separation 1.00</td>
<td>31/40</td>
<td>9/40</td>
<td>20/40</td>
<td>19/40</td>
</tr>
<tr>
<td>Separation 2.00</td>
<td>29/40</td>
<td>23/40</td>
<td>30/40</td>
<td>26/40</td>
</tr>
</tbody>
</table>

Looking at the times when f-scores for spherical datasets are higher for the objective min-max cut, we observe that the number of times increases from separation 1.0 to separation 2.0. In fact, both algorithms, min-max cut with greedy and min-max cut with Kernighan-Lin, have higher f-scores for spherical datasets for roughly half of all the
datasets in separation 1.0. However, the number of higher f-scores for spherical datasets increases to roughly three quarters of all the datasets in separation 2.0. This indicates the objective min-max cut handles spherical datasets better than non-spherical ones for the well-separated situations. Therefore, our study does not support the shape-independency claim of the min-max cut objective.

The algorithm sum-of-squares with greedy, that is, k-means, does give better f-scores for spherical datasets, at the roughly three-quarter of times for both separation 1.0 and 2.0. This conforms to the criticism for the k-means algorithm. However, for separation 1.0, the algorithm sum-of-squares with Kernighan-Lin gives better performance on non-spherical datasets than spherical ones. This is in contrast to the belief that sum-of-squares favors spherical shapes. In contrast, it implies given good optimization approach, the objective sum-of-squares can work with both spherical and non-spherical shapes of clusters.

5.4 Alternative Definition of Separation

In Table 4.1 we note that the f-scores for the non-spherical cases are higher than those of the spherical cases. This is due to the fact that this particular definition of separation does not reflect the same level of difficulty for clustering for spherical and non-spherical cases. This happens because the separation is defined to be the ratio of distance between two centers and the longest radius of the two ellipsoids. In fact given the same separation, two spherical clusters with the same radius are overlapping while
two non-spherical clusters could be well separated, as illustrated in Figure 5.11. This explains the jump in f-scores for the non-spherical cases and also the smaller jump for the different volume cases in Table 4.1.

Separation = 1.0

Figure 5.11 Same Separations for Spherical and Non-spherical Cases

We introduce Alternate Separation as a different, potentially more accurate indicator of clustering difficulty. Alternate Separation takes into account the maximum diameter of the input data set.

Definition: Given one cluster of d-dimensional points S. Let D(S) denote the diameter of S, which is the maximum distance between any two points in S. Let $S_1 \cup S_2$ represent the union of two clusters S1 and S2. The Alternate Separation for the two clusters is

$$\frac{\min(D(S_1), D(S_2))}{D(S_1 \cup S_2)}$$
The Alternate Separation of k clusters is the maximum pair-wise Alternate Separation of all possible pairs.

Note in contrast to the separation previously defined, the smaller an Alternate Separation is, the more separated the two clusters are. The Alternate Separation has a range from zero to one, while the previous definition of separation ranges from zero to positive infinity.

We define the Alternate Separation to see if it can help represent the same level of difficulty for both spherical and non-spherical clusters. In Table 5.3 we summarize the average f-scores and their standard deviations for spherical and non-spherical synthetic datasets. Observe the difference in f-scores for spherical and non-spherical datasets on the four iterative algorithms in separation 0.25 and 0.5. There are smaller gaps in f-scores in separation 0.75 too. For larger separations of 1.0 and 2.0, the gap disappears into small variations.
Table 5.3 Average F-scores and Standard Deviations for Spherical and Non-spherical datasets Using Old Separation

<table>
<thead>
<tr>
<th>Separation</th>
<th>Category</th>
<th># of datasets</th>
<th>SOS/Grd</th>
<th>SOS/KL</th>
<th>MCUT/Grd</th>
<th>MCUT/KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>Spherical</td>
<td>40</td>
<td>0.18±0.05</td>
<td>0.20±0.05</td>
<td>0.19±0.05</td>
<td>0.18±0.04</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>40</td>
<td>0.71±0.08</td>
<td>0.74±0.08</td>
<td>0.74±0.08</td>
<td>0.73±0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>Spherical</td>
<td>40</td>
<td>0.48±0.13</td>
<td>0.54±0.11</td>
<td>0.50±0.12</td>
<td>0.49±0.11</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>40</td>
<td>0.90±0.06</td>
<td>0.96±0.04</td>
<td>0.88±0.12</td>
<td>0.88±0.12</td>
</tr>
<tr>
<td>0.75</td>
<td>Spherical</td>
<td>40</td>
<td>0.82±0.05</td>
<td>0.84±0.04</td>
<td>0.80±0.10</td>
<td>0.80±0.10</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>40</td>
<td>0.89±0.07</td>
<td>0.96±0.04</td>
<td>0.89±0.10</td>
<td>0.88±0.11</td>
</tr>
<tr>
<td>1.0</td>
<td>Spherical</td>
<td>40</td>
<td>0.92±0.04</td>
<td>0.94±0.04</td>
<td>0.86±0.12</td>
<td>0.86±0.12</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>40</td>
<td>0.90±0.04</td>
<td>0.95±0.05</td>
<td>0.86±0.09</td>
<td>0.87±0.07</td>
</tr>
<tr>
<td>2.0</td>
<td>Spherical</td>
<td>40</td>
<td>0.92±0.04</td>
<td>0.94±0.05</td>
<td>0.89±0.11</td>
<td>0.89±0.11</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>40</td>
<td>0.88±0.06</td>
<td>0.93±0.05</td>
<td>0.84±0.07</td>
<td>0.84±0.06</td>
</tr>
</tbody>
</table>

Alternatively, we calculate the Alternate Separation for each of the synthetic datasets and regroup these datasets by the Alternate Separation. We find the minimum and maximum Alternate Separation for these datasets and divide the range equally into five buckets. Every dataset is assigned to one of the buckets. For each bucket, we separate the datasets into spherical and non-spherical datasets and calculate the average and standard deviation of the f-scores for the two subgroups. In Table 5.4 we give the statistics for the four algorithms respectively. In this table each bucket corresponds to a certain range of Alternate Separation values, with Bucket 0 corresponds to the smallest range. Note in the Alternate Separation definition, the smaller the value, the more separated the clusters are. We observe for the first four buckets the gap in f-scores for
spherical and non-spherical datasets is small, roughly the same level as the gap observed in Table 5.3 for larger separations. The last bucket, which represents those datasets that are not well separated, displays large standard deviations.

Table 5.4 Average and Standard Deviation for Spherical and Non-spherical Subgroups within a Alternate Separation Bucket

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bucket 0</td>
<td>Spherical</td>
<td>0</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>38</td>
<td>0.88±0.06</td>
<td>0.93±0.05</td>
<td>0.84±0.07</td>
<td>0.84±0.07</td>
</tr>
<tr>
<td>Bucket 1</td>
<td>Spherical</td>
<td>2</td>
<td>0.92±0.02</td>
<td>0.94±0.01</td>
<td>0.85±0.03</td>
<td>0.86±0.01</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>7</td>
<td>0.89±0.05</td>
<td>0.97±0.04</td>
<td>0.88±0.07</td>
<td>0.86±0.07</td>
</tr>
<tr>
<td>Bucket 2</td>
<td>Spherical</td>
<td>38</td>
<td>0.92±0.04</td>
<td>0.94±0.05</td>
<td>0.89±0.11</td>
<td>0.89±0.11</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>48</td>
<td>0.90±0.05</td>
<td>0.95±0.05</td>
<td>0.87±0.09</td>
<td>0.87±0.08</td>
</tr>
<tr>
<td>Bucket 3</td>
<td>Spherical</td>
<td>23</td>
<td>0.91±0.05</td>
<td>0.92±0.05</td>
<td>0.82±0.12</td>
<td>0.83±0.12</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>54</td>
<td>0.89±0.06</td>
<td>0.96±0.05</td>
<td>0.87±0.11</td>
<td>0.87±0.12</td>
</tr>
<tr>
<td>Bucket 4</td>
<td>Spherical</td>
<td>137</td>
<td>0.55±0.29</td>
<td>0.58±0.29</td>
<td>0.55±0.28</td>
<td>0.54±0.29</td>
</tr>
<tr>
<td></td>
<td>Non-spherical</td>
<td>53</td>
<td>0.76±0.11</td>
<td>0.79±0.12</td>
<td>0.78±0.11</td>
<td>0.77±0.11</td>
</tr>
</tbody>
</table>

Next we take the last bucket from Table 5.4, which consists of 190 datasets out of 400 and further divide these files into five buckets according to a finer level of distinction among Alternate Separations of the datasets. The statistics are presented in Table 5.5.
Table 5.5 Average and Standard Deviation for Spherical and Non-spherical Datasets for Last Bucket in Table 5.4

<table>
<thead>
<tr>
<th>Category</th>
<th># of datasets</th>
<th>SOS/Grd</th>
<th>SOS/KL</th>
<th>MCUT/Grd</th>
<th>MCUT/KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>23</td>
<td>0.88/0.07</td>
<td>0.90/0.06</td>
<td>0.84/0.12</td>
<td>0.84/0.12</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>7</td>
<td>0.95/0.04</td>
<td>0.98/0.02</td>
<td>0.93/0.11</td>
<td>0.93/0.10</td>
</tr>
<tr>
<td>Bucket 1</td>
<td>Spherical</td>
<td>21</td>
<td>0.83/0.11</td>
<td>0.84/0.10</td>
<td>0.80/0.14</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>10</td>
<td>0.81/0.11</td>
<td>0.97/0.04</td>
<td>0.84/0.12</td>
<td>0.78/0.12</td>
</tr>
<tr>
<td>Bucket 2</td>
<td>Spherical</td>
<td>23</td>
<td>0.71/0.15</td>
<td>0.74/0.13</td>
<td>0.73/0.15</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>23</td>
<td>0.73/0.08</td>
<td>0.75/0.10</td>
<td>0.76/0.09</td>
<td>0.76/0.09</td>
</tr>
<tr>
<td>Bucket 3</td>
<td>Spherical</td>
<td>21</td>
<td>0.49/0.18</td>
<td>0.53/0.16</td>
<td>0.49/0.15</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>13</td>
<td>0.68/0.05</td>
<td>0.72/0.05</td>
<td>0.72/0.06</td>
<td>0.72/0.06</td>
</tr>
<tr>
<td>Bucket 4</td>
<td>Spherical</td>
<td>49</td>
<td>0.23/0.10</td>
<td>0.25/0.12</td>
<td>0.24/0.10</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>0</td>
<td>N/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

In Table 5.5, the standard deviation of datasets in the same bucket is smaller than in Table 5.4, for spherical and non-spherical datasets respectively. Observe the first four buckets in Table 5.4 have relatively small standard deviation, with the last bucket, containing the most number of datasets, exhibiting large variances. When further dividing the last bucket, the standard deviation does become smaller. This leads us to conclude that the Alternate Separation has the effects of compressing the lower end and stretching the higher end of the old definition of separation.

The last bucket in Table 5.4 contains the bulk of separation 0.25 and 0.5 datasets. The rest of the datasets, which result in relatively concentrated f-scores, are distributed across the remaining Alternate Separation buckets. As a result, in four out of the five Alternate Separation buckets there are small gaps in contrast to only two out of five older separation buckets. This illustrates that changing the definition of separation can help smooth the f-score difference between spherical and non-spherical datasets.
The incentive to devise a new definition of separation is that under the old definition the non-spherical datasets have higher f-scores than spherical datasets when clusters are overlapping. With this new definition, we now revisit the discussion on the shape factor for the two objectives. We compare the average values for algorithms and objectives in Table 5.3, instead of the pair-wise counting in Table 5.2. The observations focus on the responses from two objectives to the shape factor.

The columns on sum-of-squares in Table 5.4 shows that except in the last bucket, f-scores for the objective sum-of-squares on spherical datasets are higher than non-spherical ones for the greedy approach. However, f-scores for non-spherical datasets are higher than spherical ones for the Kernighan-Lin approach. This supports the reputation of k-means (and our findings in Section 5.3) that it favors spherical shapes. Moreover, the same objective optimized by the Kernighan-Lin optimization approach reveals that the objective sum-of-squares can work well with non-spherical classes, which is observed in Section 5.3, too.

Looking at the objective min-max cut for Bucket 1 and 2, we observe for both optimization approaches, the f-scores for spherical datasets are for the most part no less than those for non-spherical datasets. This illustrates the point that min-max cut works relatively better with spherical shapes for larger separations in comparison to sum-of-squares.

However, if we compare the f-scores in Table 5.3 in alternate columns, the f-scores in the column of algorithms using sum-of-squares are higher than those in the column using min-max cut in both non-spherical and spherical datasets. This is in contrast with
the claim when algorithms using min-max cut are developed that they work better than the sum-of-squares. In fact, it supports our conclusion that k-means can produce clusters with fairly good quality.

This definition of Alternate Separation gives a more consistent indicator of clustering difficulty across spherical and non-spherical clusters for more separated datasets, at the cost of obliterating the differences in clustering difficulty for very hard situations. There could be other definitions. It would be nice to have both consistency across different shapes and high distinguishing powers in lower ends in a single definition. If such a definition exists, it would be a better choice for future theoretical and experimental analysis.
Chapter 6 Spectral Clustering Algorithms

In this chapter, we introduce two spectral clustering algorithms. The first one is called Spectral Cut algorithm, which is developed in computer vision to help image segmentation. We compare the algorithm with the k-means algorithm from previous chapter and show the reason that the Spectral Cut is not as good.

The second algorithm is called Cookie Cutter, which is a practical version of an existing algorithm specified for a provable guarantee of correctness. We modify the original algorithm so that it can work with real-world datasets. We show by systematic evaluation that Cookie Cutter can find the perfect solution when classes are well separated, in contrast to the iterative clustering algorithms such as k-means, which tends to be trapped in a neighborhood of the initial seeds.

Moreover, we examine the role of the singular value decomposition (SVD) used in the middle of Cookie Cutter. The algorithm has two main components: SVD and distance-based clustering. We conclude that SVD makes learning of mixture of Gaussians more efficient to achieve a provable approximation. However, we are not gaining much quality improvement from it. Instead, it makes Cookie Cutter runs in a speed that is not
acceptable in practice. Removing the SVD from the algorithm and applying the
distance-based clustering directly gives all the benefits of Cookie Cutter without the
slow speed.

6.1 Spectral Cut Algorithm

The first spectral algorithm we consider seeks to optimize a minimum-cut based
objective by spectral methods. It is heavily cited in the recent literature and shows
evidence of good performance in the area of image segmentation. We apply the
algorithm with minor modifications to the synthetic datasets and compare its
performance with the iterative clustering algorithms in previous chapters. In this section
we describe the algorithm, including its background and implementation details. The
original algorithm can be found in this paper [96].

Given a set of points $S$ in $\mathbb{R}^d$, we can treat points as nodes $V$ in a graph and label an edge
between two nodes with the similarity value as its weight. The problem of finding
clusters is then equivalent to find partitions in the graph $G(V, E, W)$. The Spectral Cut
algorithm seeks to optimize the objective of normalized cut, described and compared to
min-max cut in Chapter 4, by partitioning the graph $G$ using the second smallest
eigenvector of a generalized eigenvalue system, which is based on $W$.

By choosing to optimize the normalized cut, the algorithm can simultaneously optimize
both the within-cluster associations and the separations between clusters. The
algorithms we studied in the previous chapters start with a so-so solution and try to
improve the solution by iterative refinement. In contrast, the Spectral Cut algorithm takes a top-down approach: starting from the whole graph, using the second smallest eigenvector to partition the graph into two parts and recursively partition the resulting two sub-graphs until a stopping condition is satisfied.

Note that the top-down approach produces a hierarchy of the input dataset. The root node of a hierarchy contains all data points. Every time a partition is found, two resulting sets of data points are the two children of the partitioned node. The final partition consists of the leaves of the hierarchy. In some area of research, such as psychology, a hierarchy is the goal of clustering [12, 34, 40]. However, we study the final partition to investigate the cluster quality, and do not utilize the hierarchy that comes with the graph partition algorithms.

6.1.1 Original Algorithm

Given a set of points $S$ in $\mathbb{R}^d$, the points can be viewed as nodes $V$ in a graph $G$. We can associate a weight $w(i, j)$ with every edge. The set of edges is represented by $E$. The weights are recorded in a $n \times n$ matrix $W$. A graph $G=(V, E)$ can be partitioned into two disjoint sets $A$ and $B$: $A \cup B = V$, $A \cap B = \emptyset$. The normalized cut is defined as

$$Ncut(A, B) = \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i \in A, j \in V} w(i, j)} + \frac{\sum_{i \in A, j \in B} w(i, j)}{\sum_{i \in B, j \in V} w(i, j)}$$

We define another measure for total normalized association within groups for a given partition.
\[ N_{assoc}(A, B) = \frac{\sum_{i \in A, j \in \mathcal{V}} w(i, j)}{\sum_{i \in A} w(i)} + \frac{\sum_{i \in B, j \in \mathcal{V}} w(i, j)}{\sum_{i \in B} w(i)} \]

The normalized cut describes the degree of similarity between the two groups of the partition, while the normalized association reflects how tightly on average nodes within a group are connected. The difference between normalized cut and min-max cut lies at the denominators in the definition. The min-max cut uses the total weights within a group to normalize the weights across the cut. On the contrary in normalized cut, the total weights from nodes in a group to every node in the graph are used. The advantage of defining the normalized cut this way is that it relates to the normalized association naturally. In fact,

\[ \text{Ncut}(A, B) = 2 - N_{assoc}(A, B) \]

Therefore, minimizing the across-group similarity and maximizing the within-group association can be satisfied simultaneously. An algorithm that optimizes the normalized cut can optimize the normalized association at the same time.

In Chapter 4 we compared the objective of the normalized cut with the min-max cut using hill-climbing algorithms and concluded the min-max cut yields better results. In this chapter we optimize the normalized cut using spectral techniques instead of the greedy approach studied in the previous chapters. Changing to another optimization approach may help to give better results even though we use an inferior objective: the normalized cut.
Given a partition of a graph $G$ into two sets of nodes $A$ and $B$, we can define an indicator $n$-dimension vector $\bar{x}: x_i = 1$ if node $i$ is in $A$ and $x_i = -1$ otherwise.

Let $\bar{d}$ represent the total weights from each node to all other nodes.

$$d_i = \sum_j w(i, j)$$

Let $D$ be a $n \times n$ diagonal matrix with $\bar{d}$ on its diagonal. Let $W$ be $n \times n$ symmetrical matrix with $w(i, j)$ being the weight between node $i$ and node $j$. The problem to solve is given $D$ and $W$, find the indicator vector $\bar{x}$ to minimize $Ncut(\bar{x})$.

It can be shown that [96]

$$\min_x \ Ncut(\bar{x}) = \min_y \ \frac{\bar{y}^T (D - W) \bar{y}}{\bar{y}^T D \bar{y}}$$

with the condition $y_i \in \{1, -b\}$, $b = \frac{\sum_{i, x_i > 0} d_i}{\sum_{i, x_i < 0} d_i}$ and $\bar{y}^T D \bar{1} = 0$, $\bar{1} = [1 \ 1 \ 1 \ldots 1]^T$. The above right hand side is the expression of Rayleigh Quotient. If $\bar{y}$ is relaxed to take on real values, solving the right hand side is equivalent to solve the following generalized eigenvalue system

$$(D - W) \bar{y} = \lambda D \bar{y}$$

The smallest eigenvalue of the system is zero and the corresponding eigenvector is $\bar{1}$. Therefore the eigenvector corresponding to the second smallest eigenvalue is the real valued solution to the normalized cut problem. We call this eigenvector the second
smallest eigenvector from this point on. The above generalized eigenvalue system can be transformed into a standard one.

\[ D^{\frac{1}{2}} (D - W) D^{\frac{1}{2}} \bar{z} = \lambda \bar{z} \]

where

\[ \bar{z} = D^{\frac{1}{2}} \bar{y} \]

Before the relaxation, the sign of each component of \( y \) indicates to which partition the corresponding node belongs. However, by relaxing to take on real values, it is not easy to find the partition from the solution vector. It is not a basic sign test any more because there is a neighborhood of candidate positions around zero. If we sort the nodes in the order of their corresponding components in the second smallest eigenvector, nodes are partitioned based on their components being less than or greater than a neighboring dividing node. The heuristic solution is to check the nodes to see at which dividing node the normalized cut objective takes the minimum value. The partition happens at the node where minimum normalized cut value is achieved. Usually, it happens near the value zero. In the original paper, they checked every five nodes [96]. In our implementation, we calculate the normalized cut value for every node.

The algorithm starts from the whole graph and partition the graph into two parts. Then the two parts are recursively partitioned. The algorithm stops if a stopping condition is met. We modify the stopping condition of the original algorithm. Originally, the algorithm stops if the normalized cut value is below a threshold value. However, the number of clusters is hard to determine using this stopping method. Since we compare
this algorithm with the iterative ones, which are given the desired number of clusters, we control the Spectral Cut algorithm also by the number of partitions it creates, that is, the number of clusters it finds.

Specifically, we maintain a partition queue. Initially there is the whole graph as the only partition in the queue. We pop the head of the queue and bi-partition it into two parts. The two parts are then inserted at the tail of the queue. Once the number of partitions in the queue reaches our pre-specified number of clusters, the algorithm stops. We feel the modification brings easy control to the algorithm, while not affecting the quality of clusters it can find.

The pseudo-code for the Spectral Cut algorithm is as follows.

Empty the partition queue;
Enter the entire graph into the partition queue;

While number of partitions in queue not reach desired number
   Current graph is the head of the queue;
   Calculate the weight matrix $W$ and the degree matrix $D$ of the current graph;
   Calculate the second smallest eigenvector $\xi$ of the matrix $D^{-\frac{1}{2}}(D - W)D^{-\frac{1}{2}}$ and transform $\xi$ back to $y$;
   Sort the components of the vector $y$ in ascending order;
   For every component
      Calculate the normalized cut value if splitting the nodes of the graph at this point
   End For
Record the position where the minimum normalized cut value is;

Split the nodes at that position: every node before that position in the sorted \( y \) belongs to one group, while every node after that position belongs to another group;

Enter the two sub-graphs into the partition queue;

End While

Clusters are in the partition queue.

6.1.2 Results on Synthetic Data

We implemented the algorithm in Matlab and therefore used the subroutines provided by Matlab to calculate the eigenvectors of a given matrix. We applied the algorithm to the synthetic datasets; the f-scores are listed in Table 6.1, together with the f-scores for k-means for the purpose of comparison. From Table 6.1 we observe the spectral cut algorithm cannot produce clusters matching in quality of those produced by k-means. Especially for the more separated cases, the spectral cut algorithm can only yield clusters with f-scores as high as 0.6, where the k-means can find clusters with f-score as high as 0.9.
Table 6.1 Average F-scores for K-means and Spectral Cut Algorithms on Synthetic Datasets

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Vol</th>
<th>k-means</th>
<th>Spec-cut</th>
<th>k-means</th>
<th>Spec-cut</th>
<th>k-means</th>
<th>Spec-cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>0.5</td>
<td>0.75</td>
<td>1.0</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Same</td>
<td>0.15±0.00</td>
<td>0.36±0.04</td>
<td>0.83±0.01</td>
<td>0.93±0.04</td>
<td>0.94±0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.14±0.01</td>
<td>0.25±0.01</td>
<td>0.40±0.02</td>
<td>0.47±0.02</td>
<td>0.60±0.05</td>
<td></td>
</tr>
<tr>
<td>Diff</td>
<td>Same</td>
<td>0.15±0.01</td>
<td>0.41±0.03</td>
<td>0.79±0.03</td>
<td>0.90±0.04</td>
<td>0.92±0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.15±0.01</td>
<td>0.27±0.01</td>
<td>0.42±0.05</td>
<td>0.44±0.03</td>
<td>0.46±0.03</td>
<td></td>
</tr>
<tr>
<td>Diff</td>
<td>Same</td>
<td>0.20±0.03</td>
<td>0.57±0.13</td>
<td>0.86±0.04</td>
<td>0.93±0.04</td>
<td>0.93±0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.17±0.02</td>
<td>0.33±0.06</td>
<td>0.43±0.07</td>
<td>0.47±0.06</td>
<td>0.52±0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diff</td>
<td>0.24±0.05</td>
<td>0.59±0.11</td>
<td>0.82±0.06</td>
<td>0.91±0.04</td>
<td>0.92±0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.19±0.03</td>
<td>0.36±0.05</td>
<td>0.43±0.04</td>
<td>0.45±0.03</td>
<td>0.48±0.03</td>
<td></td>
</tr>
<tr>
<td>Non-sphere</td>
<td>Same</td>
<td>0.70±0.05</td>
<td>0.94±0.04</td>
<td>0.91±0.07</td>
<td>0.90±0.04</td>
<td>0.89±0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.26±0.01</td>
<td>0.46±0.02</td>
<td>0.53±0.02</td>
<td>0.73±0.04</td>
<td>0.79±0.04</td>
<td></td>
</tr>
<tr>
<td>Diff</td>
<td>Same</td>
<td>0.67±0.05</td>
<td>0.88±0.05</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.87±0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.27±0.02</td>
<td>0.47±0.02</td>
<td>0.51±0.05</td>
<td>0.58±0.06</td>
<td>0.51±0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diff</td>
<td>0.73±0.09</td>
<td>0.92±0.06</td>
<td>0.88±0.09</td>
<td>0.92±0.04</td>
<td>0.88±0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.30±0.02</td>
<td>0.44±0.03</td>
<td>0.57±0.08</td>
<td>0.61±0.13</td>
<td>0.55±0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diff</td>
<td>0.73±0.09</td>
<td>0.87±0.06</td>
<td>0.89±0.05</td>
<td>0.88±0.04</td>
<td>0.88±0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>0.37±0.04</td>
<td>0.50±0.04</td>
<td>0.57±0.06</td>
<td>0.56±0.10</td>
<td>0.58±0.10</td>
<td></td>
</tr>
</tbody>
</table>

One reason for the relatively poor performance of the Spectral Cut algorithm is the fluctuations of the components of the eigenvector. To illustrate the point, we show the second smallest eigenvector for the spherical, same-volume, same-size dataset with separation 2.0, with components’ values plotted in sorted order.
From Figure 6.1 we show the fluctuations of the components. For a human reader, it is relatively easy to discern the 20 clusters roughly by grouping components with similar values into segments. For a computer, it has to sort the components first and looking for a cutting point. Inside a single class, the component values can take a large range. For example, points from the two classes, whose component values are closest to zero in Figure 6.1, are easily mingled with each other. It is not unusual for a few points in a class to get cut off. The errors from each cut accumulate and lead to the relatively poor quality of the final clusters.

The original spectral cut algorithm shows promise in image segmentation. However, we observe the original paper only shows a few images to demonstrate the effects of
segmentation. It is probably hard to evaluate the segmentation because of its subjectivity.

6.2 Cookie Cutter Algorithm

The second spectral algorithm we choose to compare was recently developed to have provably good performance in a theoretical model. The original algorithm stands out because with high probability it finds the global optimum for the problem of learning a mixture of Gaussians, instead of a local optimum [109]. It improves the time complexity of a previous algorithm with a provable guarantee to find a globally optimal solution for the problem of learning a mixture of Gaussians [109]. We have to change some details so that it can be implemented and applied to real datasets. The modified version, which we call Cookie Cutter, to separate from the original theoretical version, contains heuristic steps. However, we believe the Cookie Cutter algorithm, as a heuristic, is doing the right thing in essence, because of the asymptotic guarantee for the original algorithm. This section focuses on the implementation and application of the algorithm.

6.2.1 Problem Description

We repeat the definition of a mixture of Gaussians from Chapter 3. A mixture of Gaussians $N_1, N_2, \ldots, N_k$ with mixing weights $w_1, w_2, \ldots w_k$, where $\sum_i w_i = 1$ and $k$ is the number of Gaussians, is the distribution in which a sample is produced by first picking a
component Gaussian – the \( i \)th one is picked with probability \( w_i \) – and then producing a sample from that Gaussian. The problem of learning mixture of Gaussians is to reconstruct the component Gaussians and their mixing weights, given samples from the mixture distribution.

The density of a multivariate Gaussian distribution is

\[
N_{\mu, \Sigma}(\mathbf{x}) = \frac{1}{(2\pi)^{d/2} |\Sigma|^{1/2}} \exp \left[ -\frac{1}{2} (\mathbf{x} - \mu)^\top \Sigma^{-1} (\mathbf{x} - \mu) \right]
\]

Let \((w_1, N_1, w_2, N_2, \ldots, w_k, N_k)\) be a mixture of Gaussians in \( \mathbb{R}^d \). One can associate \( k \) numbers \((N_i(x))_{i=1,\ldots,k}\) with any point \( x \in \mathbb{R}^d \), corresponding to the probabilities of the point belonging to the component Gaussians. For any sample set \( S \subseteq \mathbb{R}^d \), this imposes a natural partition: each point \( x \in S \) is labeled with an integer \( l(x) \in \{1,\ldots,k\} \) indicating the distribution that assigns the highest probability to \( x \). Ties are broken arbitrarily. The likelihood of the sample set is

\[
\prod_{x \in S} N_{l(x)}(x)
\]

In other words, given a set \( S \) of \( n \) samples, each sample is described by a \( d \)-dimensional vector. The sample matrix \( M \) is defined as the \( d \times n \) matrix, where each column is a sample. We like to group the columns of the sample matrix \( M \) into groups such that the likelihood of the set \( S \) is maximized.

A related concept is the sample covariance matrix. This matrix helps explain the technique Principle Component Analysis, which shows up in later sections of this chapter. For the sake of description continuity, we define the matrix here. Given a
sample set $S$ of $n$ vectors $\tilde{x}_i$, $i \in [0..n-1]$, the sample mean is the vector $\tilde{q} = \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_i$.

Define a matrix $X$, whose columns are the vectors $\tilde{x}_i - \tilde{q}$, $i \in [0..n-1]$. The sample covariance matrix is the matrix $\frac{1}{n} X^T X$.

6.2.2 Original Algorithm

The original algorithm has two stages: (1) the projection stage; and (2) distance-based clustering stage. The projection stage projects the samples to the subspace defined by the top $k$ singular vectors of the sample matrix $M$. A distance-based clustering algorithm is then applied to these projected samples. The projection can increase the distance between the centers of component Gaussians while making their shapes more spherical [109]. Therefore the task of clustering becomes easier in the projected space.

Distance-based clustering finds a cluster by starting from a point and grouping all points with distance smaller than a threshold into the same cluster. The point to start with and the radius to include are two parameters provided by the algorithm. We give the name “Cookie Cutter” because the algorithm uses a template to cut off clusters. At this point the template is a hyper-sphere because of the starting point and the fixed radius.

The idea works because distance-based clustering assumes the distribution of inter-cluster pair-wise distances is separated from intra-cluster distances. Therefore a gap exists between the largest intra-cluster distance and the smallest inter-cluster distance. If Gaussians in the mixture are well separated, probing for the radius may yield the perfect
solution. In fact the theoretical analysis assumes a large separation and proves the correctness of distance-based clustering.

Assume $S$ is the sample set of $n$ points, $d$ is the dimension for each point and $k$ is the number of underlying Gaussians. In the algorithm, $\delta$ is the confidence parameter while $\epsilon$ is the accuracy parameter. Assume the minimum mixing weight of the sample set is $w_{\text{min}}$. The pseudo-code of the algorithm is as follows.

1. Project original sample set to the rank $k$ subspace spanned by the top $k$ right singular vectors. We still call this set $S$.

2. Let $R = \max_{x \in S} \min_{y \in S, y \neq x} \|x - y\|$. Discard all points from $S$ whose closest point lies at squared distance at most $3 \epsilon R^2$, where $\epsilon = \frac{d - k}{w_{\text{min}}} \cdot \epsilon$. The remaining point forms the set $S'$.

3. Let $x, w$ be the two closest points in $S'$, with $r = \|x - w\|^2$; Let $H$ be the set of all points at squared distance at most $l = r(1 + 8\sqrt{\frac{6 \ln \frac{n}{\delta}}{k}})$ from $x$.

4. Report $H$ as a Gaussian, and remove the points in $H$ from $S'$. Repeat Step (3) until there are no points left in $S'$.

5. Output all Gaussians learned in Step (4) with variance greater than $\frac{3 \epsilon R^2}{k}$.

6. Remove the points from step (5) from the original sample set $S$, and repeat Step (1) to (5) on the rest.

In plain English, after the projection of the sample set to its best rank $k$ subspace, the points that are close to each other are removed so that all the remaining points are from
Gaussians with large variance. Centered at the closest point pair, the algorithm sweeps away all points that are within the given radius and report it as a Gaussian candidate. The sweeping continues until no points are left. Then of all the Gaussian candidates found, those whose variances exceed a threshold are reported as Gaussians. The above process then is repeated on all the points not yet belonging to a reported Gaussian until all points are assigned to some Gaussian.

6.2.3 Modification

There are two constants in the algorithm. One is the threshold $3\varepsilon R^2$ to remove those points that belong to Gaussians with smaller variances. The other is the fixed radius $l$ the algorithm uses to gather a Gaussian candidate. The constant used to threshold candidate Gaussians is a function of the first constant. Vempala and Wang prove by calculating the constants by the formula they give that the algorithm can correctly identify all Gaussians within the original sample set given the accuracy and confidence parameters.

However the main problem is that the separation for Gaussians in their assumptions is too large to be practical. Given a common setting of clustering, such as 20 clusters, unit spherical Gaussians, the proof requires a sample complexity of more than 21 million points and the separation between clusters more than 300. Playing with accuracy and confidence parameters does not help much because the dominating terms have nothing to do with them. In fact, in calculating the sample complexity, there is a large constant
coefficient that multiplies 5000 with the ratio between the number of dimensions and the minimum mixing weight.

The same happens with the calculation of the aforementioned constants. Suppose we have 1000 points equally divided into 20 clusters. The points are distributed uniformly in a 2000-dimension space. Every point is normalized so the maximum distance between them is $\sqrt{2}$. Let the accuracy parameter $\varepsilon$ be 0.05. In order for the threshold $3\varepsilon R^2$ to be smaller than the maximum distance, the minimum pair-wise distance would be 0.0002. If the minimum pair-wise distance is larger than 0.0002, which is very likely in practice, all the points in the sample set would be removed in the first step of the algorithm. Therefore we have to find the constant empirically, instead of following their formula.

The second problem is that the algorithm does not specify the number of clusters it produces. In reality most applications want a fixed number of clusters or at least an algorithm should be capable of producing a desired number of clusters. Otherwise the application has to deal with whatever the clustering algorithm is able to produce.

We offer two modifications to adapt the algorithm to the real world. First of all we do not remove the points that are close to each other any more. In the original version, the points are removed so that the remaining points are from Gaussians with large variances. However, since we pick Gaussians with largest variances as the output, keeping those points that belong to small-variance clouds does not matter much. Practically speaking, we have one less parameter to tune for the algorithm. Secondly for any given $l$, a set of
clusters will be produced. The larger $l$ is, the fewer clusters there are. We know the parameter $l$ cannot be larger than the ratio of the maximum pair-wise distance to the minimum pair-wise distance. Thus we can binary-search the parameter space of $l$ and return the clustering that has the closest number of clusters to the desired number.

The pseudo-code for the Cookie Cutter algorithm is as follows. The sample set $S$ and the number of clusters $k$ are given.

1. Clear the set of result cluster list $res_list$.
2. All points in the sample set $S$.
3. Set minimum radius $min_R$ to minimum pair-wise distance in $S$.
4. Set maximum radius $max_R$ to maximum pair-wise distance is $S$.
5. Set $R$ to be the mid point between $min_R$ and $max_R$.
6. While $min_R < max_R$
   1. Clear the result cluster list $L$.
   2. While sample set $S$ not empty
      1. Create a sample matrix $M$ and calculate the top $k$ singular vectors of $M$.
      2. Project the points in $S$ into the subspace defined by the top $k$ singular vectors; call the set of projected points $S_p$.
      3. Clear the list of Gaussian candidates $C$.
      4. While $S_p$ is not empty
         1. Find the pair of points that are closest to each other in $S_p$.
         2. Start from one point of the pair, calculate the distances from every other point to it; every point with a distance
smaller than $R$ is included in the current Gaussian candidate $g_c$;

Put $g_c$ into list $C$;

Remove points in $g_c$ from $S_p$;

End While

Calculate the variance for each Gaussian candidate in $C$;

The candidate with the largest variance is the reported Gaussian $g$;

Add $g$ to list $L$;

Remove points in $g$ from $S$;

End While

Add the result list $L$ to the result list array $res_list$;

If the number of Gaussians in $L$ is smaller than $k$

max$_R$=R;

$R=(\text{min}_R+\text{max}_R)/2$;

Else if the number of Gaussians in $L$ is larger than $k$

min$_R$=R;

$R=(\text{min}_R+\text{max}_R)/2$;

Else if the number of Gaussians in $L$ is equal to $k$

Return $L$ as the result;

Break out of the outer while loop;

End If

End While

Search through $res_list$; Report the one list with the closest number of clusters to $k$ as the final clustering result. In the case there are two lists whose number of
clusters is at the same distance to $k$, the one with larger number of clusters will be returned.

### 6.2.4 Results with Synthetic Datasets

We count a win for an algorithm on an input file if the f-score evaluation index has a higher value for that algorithm than the other algorithm on the same input file. Please refer to Chapter 3 for details of the methodology to compare two algorithms. We calculate the percentage that each algorithm wins in small separation files in Table 6.2. The average f-scores and their standard deviations for the ten files per case in smaller separations are shown in Table 6.3. Note in Table 6.3, Cookie Cutter actually wins more than 10% of all the table entries. The discrepancy in the percentage wins between counting by category and by file is due to the large standard deviations of the f-scores for k-means.

**Table 6.2 Algorithm Comparison for Small Separations**

<table>
<thead>
<tr>
<th></th>
<th>k-means</th>
<th>Cookie cutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Win</td>
<td>90%</td>
<td>10%</td>
</tr>
</tbody>
</table>
Table 6.3 Average F-scores for K-means and Cookie Cutter on Synthetic Datasets

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Same Vol</th>
<th>Same Size</th>
<th>k-means</th>
<th>cookie</th>
<th>Diff Size</th>
<th>k-means</th>
<th>cookie</th>
<th>Diff Size</th>
<th>k-means</th>
<th>cookie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>Same Vol</td>
<td>Same Size</td>
<td>sep=0.25</td>
<td>sep=0.5</td>
<td>sep=0.75</td>
<td>sep=1.0</td>
<td>sep=2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>Diff Vol</td>
<td>Same Size</td>
<td>sep=0.25</td>
<td>sep=0.5</td>
<td>sep=0.75</td>
<td>sep=1.0</td>
<td>sep=2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>Diff Vol</td>
<td>Diff Size</td>
<td>sep=0.25</td>
<td>sep=0.5</td>
<td>sep=0.75</td>
<td>sep=1.0</td>
<td>sep=2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>Non-sphere</td>
<td>Same Vol</td>
<td>sep=0.25</td>
<td>sep=0.5</td>
<td>sep=0.75</td>
<td>sep=1.0</td>
<td>sep=2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sphere</td>
<td>Non-sphere</td>
<td>Diff Vol</td>
<td>sep=0.25</td>
<td>sep=0.5</td>
<td>sep=0.75</td>
<td>sep=1.0</td>
<td>sep=2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To illustrate the detailed behavioral change of the cookie cutter algorithm, we categorize the input datasets by their underlying separation and plot the histograms of f-scores for all the data files in a particular separation in Figure 6.1. For each separation, the histogram on the top is for all the data files while that underneath summarizes all the data files with spherical and same volume clusters. The total number of datasets for each histogram on the top is 80. There are 20 datasets for each histogram on the bottom. By excluding data files with potential different degree of separation, it makes the behavioral change of algorithms in response to the level of difficulty to cluster much
clearer. In these histograms the black bar represents k-means and the white bar is for cookie cutter.

1. Separation = 0.25
2. Separation = 0.5

Separation 0.5, K-means vs Cookie Cutter, All Datasets

Separation 0.5, K-means vs Cookie Cutter, Spherical and Same Volume
3. Separation=0.75

Separation 0.75, K-means vs Cookie Cutter, All Datasets

Separation 0.75, K-means vs Cookie Cutter, Spherical and Same Volume
4. Separation = 1.0

Separation 1.0, K-means vs Cookie Cutter, All Datasets

Separation 1.0, K-means vs Cookie Cutter, Spherical and Same Volume
5. Separation = 2.0

Separation 2.0, K-means vs Cookie Cutter, All Datasets

Separation 2.0, K-means vs Cookie Cutter, Spherical and Same Volume
We make three observations from these histograms. First of all, when the clusters are on top of each other, that is, the smallest separation with which we experiment, both algorithms are not doing very well. The black and white bars that represent the
distribution of f-scores scatter across the whole span of the x-axis (f-score). Secondly, when the separation gets larger and larger, initially k-means wins over cookie cutter clearly. In the histograms for separation 0.5, the distribution of scores for only the black bars narrows somewhat to exclude the lowest 30% of the range; for separations 0.75 and 1.0, the black bars appear in only the upper half of the range of white bars and in the upper 30% of the range overall. This indicates k-means produces consistently better f-scores on these datasets than cookie cutter. Thirdly, however, starting from separation 2.0, the white bars are moving to the right inside each histogram. This shows that cookie cutter is catching up in terms of the cluster quality.

By looking into the details of winning we realize the cookie cutter starts to win at separation 2.0, when the Gaussians are bordering on each other. This leads us to investigate the cases when separation is very large, ranging from 3.0 to 16.0, when the Gaussians are well separated in space. We illustrate our findings in Figure 6.2. Cookie cutter wins clearly over k-means for large separation files. In fact cookie cutter often finds the optimal solution while k-means cannot. The reason is that k-means explore a neighboring region of the initial seeds to locate local optima. The resulting clusters are not far from where it starts. When the Gaussians are spreading in space, the effect of seed trapping exaggerates, making k-means stuck with local optima.
6.2.5 Results with Real Datasets

Of the six real datasets we download, our implementation of Cookie Cutter can only finish running on one of them, that is, the dataset “re0”. The problem is that the algorithm requires a large amount of memory. It asks for repeated singular value decomposition, which consumes system resources quickly.

The cookie cutter behaves rather strangely on the “re0” dataset. First of all it cannot reach the desired number of clusters, which equals the number of classes in the data. Even if we run the algorithm long enough that the parameter space of possible radii to cut is exhausted in terms of machine precision, the number of clusters the algorithm can find remains rather large and therefore making the f-score very low. We also observe
that the number of clusters does not change after a certain radius. In the end the cookie
cutter produces 87 clusters on the dataset “re0”. Of these clusters most of them are very
small with less than 10 documents. Three out of 87 clusters have more than 100
documents. In Figure 6.3 we show the distribution of the sizes of the remaining 84
clusters.

![Figure 6.3 Distribution of the Sizes of Clusters Produced by Cookie Cutter on re0](image)

In Figure 6.4 we show the distribution of the precision values for these 87 clusters. The
definition of precision is the ratio between the number of documents belonging to a
class and the total number of documents in a cluster. The precision of a cluster is the
largest precision value over all classes existing in the cluster. In short the cookie cutter
produces lots of small clusters with high precision values.
Recall the distance-based clustering assumes a gap between inter-class and intra-class distances. If there is no gap, it would be hard to probe a suitable radius to produce desired number of clusters. In Figure 6.5 we plot a histogram of the inter-class and intra-class distances for all the separation 2.0 files in the generated data sets. The x-axis is the range from minimum pair-wise distance to maximum distance in a dataset. The range is divided into a hundred buckets. The y-axis is the fraction of distances that falls into each bucket. For each input file with separation 2.0, the histograms are added together and then averaged to produce the curve in Figure 6.5. In Figure 6.6 we plot the same inter-class and intra-class distances histogram for the dataset “re0”.

Figure 6.4 Distribution of Precision Values for Clusters by Cookie Cutter on re0
Figure 6.5 Histogram of Inter and Intra Cluster Distances for Separation 2.0 Datasets

Figure 6.6 Histogram of Inter and Intra Cluster Distances for dataset “re0”

Note in Figure 6.5 the curve of inter-class distances and the curve of intra-class distances peak at separate ends of the distance spectrum and therefore they do not overlap much. However in Figure 6.6, the real dataset “re0”, the two curves almost peak at the same point in the distance spectrum, the only difference being the magnitude.
From the analysis of the data characteristics in Chapter 3, the median separation between classes of the dataset “re0” is roughly 0.6, which implies overlapping classes and therefore the closeness between the peaks.

6.2.6 Dimension Reduction

The goal of dimension reduction is to reduce the dimensions of document vectors so that Cookie Cutter can process the real datasets. It is a pre-processing step in our experiments. The real datasets are processed once and for all. The algorithms are then applied to the dimension reduced versions of these datasets. We append “svd” and the dimensions the dataset is reduced to at the end of the original dataset name. For example, the name “re0.svd.500” indicates a dataset which comes from the dataset “re0”, with dimensions reduced to 500.

There are many dimension reduction approaches that can accomplish this goal [17, 25, 27, 31, 115]. Principle component analysis (PCA) is probably the most widely used technique [115]. It projects the original samples to the subspace spanned by the top $k$ principle components, that is, eigenvectors of the covariance matrix of the sample set, dropping the dimensions with smaller variances, noted by the smaller eigenvalues. We work with a document-term matrix, which is normally rectangular. Therefore we resort to use the singular value decomposition (SVD) to find the top k singular vectors, instead of the eigenvectors used in PCA.
Given a matrix $A$, the singular value decomposition calculates its singular values $\lambda_i$, left singular vectors $u_i$, and right singular vectors $v_i$, $i \in [0, \text{rank}(A)]$.

$$
A = \sum_i \lambda_i u_i v_i^T
$$

The columns of a document-term matrix $A$ represent documents and the rows represent the terms. An entry $A(i, j)$ counts the frequency of a term $i$ appearing in a document $j$. Each entry is then weighted by some weighting scheme. In our experiments we follow the literature tradition by applying the tf-idf scheme. The left and right vectors have several interpretations. For example, the left vectors can be viewed as the underlying concepts of the input corpus because each left vector is a column vector whose dimension is the number of terms in the corpus and the components indicate the degree to which each term participates in the concept. The right vectors can be described as the topics that are represented by combination of documents. Under this construction the right vectors can be interpreted as the approximation to the original document vectors.

We chop the dimensions of the right vectors to the desired number of reduced dimensions $r$. The chopped right vectors are used as the dimension reduced version of the original documents.

We give the histogram of inter and intra class distances for the reduced dataset “re0” in Figure 6.7, with dimensions reduced to 500 from 2886. We observe the dimension reduction moves the position of the peaks from the vicinity of the maximum pair-wise distance to the proximity of the minimum pair-wise distance. However, the two peaks for inter-class and intra-class pair-wise distances remain close. Also, the shape of the
distance distributions of the dimension reduced datasets remains similar to those of the
distance distributions for the original datasets. This helps to justify the idea of using
dimension-reduced datasets to simulate the algorithmic behaviors on the original
datasets.

Figure 6.7 Histogram of Inter and Intra Class Distances for Dimension Reduced Dataset
re0, Reduced Dimension = 500
It is not very clear to how many dimensions each dataset should reduce. In latent semantic indexing the rank of the approximation matrix is determined empirically. It is usually set to several hundreds. We choose to reduce to 500 dimensions for all the datasets. Knowing the arbitrariness of the choice we further reduce more drastically to 10 dimensions, to compare with the 500-dimension reduced dataset. The histogram of inter- and intra- class distances for the reduced dataset “re0” with 10 dimensions is shown in Figure 6.8. The two peaks for inter-class and intra-class distances remain close, but move to the right of the spectrum between minimum and maximum pair-wise distances.
Although we only show the histogram for the effects on the distance distribution for the dataset “re0”, for the other five real datasets, we observe similar effects as in Figure 6.7 and Figure 6.8.

We show the f-scores of both k-means and cookie cutter on the reduced real datasets in Table 6.4. It is not always possible for cookie cutter to produce the same number of clusters as there are classes for the reduced sets. Therefore the equilibrium number of clusters for cookie cutter, which is the number of clusters when cookie cutter stops, is also listed in the table. Specifically for two out of six reduced datasets (the reduced version of dataset “re0” and “re1”), cookie cutter cannot find the desired number of clusters. It happens for both reduced versions, suggesting some intrinsic characteristics of the datasets prevent the cookie cutter from converging.

Generally speaking the algorithms produce the best results in terms of quality on the original datasets. For the algorithm k-means, the quality is better with the original version on all but one dataset. Interestingly all algorithms reach better quality in the reduced version with only 10 dimensions per document than those with 500 dimensions for each document. It is tempting to argue that singular value decomposition reduces inherent noise in the original datasets and therefore leads to better quality in reduced datasets. However it cannot explain why clusters generated on the reduced version with 10 dimensions are not as good as those produced with the original version. It remains an open problem to explain the phenomenon.

It is clear in Table 6.4 that the cookie cutter algorithm does not generate as good clusters as the k-means on both sets of reduced datasets. Given the distance distributions
of these datasets it confirms our expectation that cookie cutter produces cluster of poor quality when there is no gap between the intra- and inter-class distance distributions.

Table 6.4 F-scores of Cookie Cutter and K-means for Reduced Datasets

<table>
<thead>
<tr>
<th>dataset name</th>
<th># of classes</th>
<th>k-means (f-scores)</th>
<th>cookie cutter</th>
<th>distance-based clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td># of clusters</td>
<td>f-scores</td>
</tr>
<tr>
<td>Re0</td>
<td>13</td>
<td>0.50</td>
<td>87</td>
<td>0.34</td>
</tr>
<tr>
<td>Re0.svd.500</td>
<td>13</td>
<td>0.32</td>
<td>59</td>
<td>0.33</td>
</tr>
<tr>
<td>Re0.svd.10</td>
<td>13</td>
<td>0.43</td>
<td>80</td>
<td>0.34</td>
</tr>
<tr>
<td>Re1</td>
<td>25</td>
<td>0.48</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Re1.svd.500</td>
<td>25</td>
<td>0.18</td>
<td>31</td>
<td>0.20</td>
</tr>
<tr>
<td>Re1.svd.10</td>
<td>25</td>
<td>0.44</td>
<td>33</td>
<td>0.20</td>
</tr>
<tr>
<td>Tr31</td>
<td>7</td>
<td>0.70</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Tr31.svd.500</td>
<td>7</td>
<td>0.33</td>
<td>9</td>
<td>0.38</td>
</tr>
<tr>
<td>Tr31.svd.10</td>
<td>7</td>
<td>0.55</td>
<td>7</td>
<td>0.43</td>
</tr>
<tr>
<td>Tr41</td>
<td>10</td>
<td>0.64</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Tr41.svd.500</td>
<td>10</td>
<td>0.26</td>
<td>13</td>
<td>0.29</td>
</tr>
<tr>
<td>Tr41.svd.10</td>
<td>10</td>
<td>0.72</td>
<td>10</td>
<td>0.50</td>
</tr>
<tr>
<td>Wap</td>
<td>20</td>
<td>0.46</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Wap.svd.500</td>
<td>20</td>
<td>0.16</td>
<td>26</td>
<td>0.17</td>
</tr>
<tr>
<td>Wap.svd.10</td>
<td>20</td>
<td>0.53</td>
<td>20</td>
<td>0.37</td>
</tr>
<tr>
<td>Fbis</td>
<td>17</td>
<td>0.55</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Fbis.svd.500</td>
<td>17</td>
<td>0.19</td>
<td>17</td>
<td>0.20</td>
</tr>
<tr>
<td>Fbis.svd.10</td>
<td>17</td>
<td>0.53</td>
<td>17</td>
<td>0.44</td>
</tr>
</tbody>
</table>

6.2.7 Speed up of Cookie Cutter – Distance-based Clustering

Cookie cutter is not a fast algorithm due to the repeated singular value decomposition. Note in our experiments, we use SVD in two separation contexts. Once, the SVD is used as a pre-processing step to reduce dimensions of real datasets that cannot run because of their sizes. The other use of SVD is within the main loop of Cookie Cutter:
before the points are grouped by a hyper-sphere with a fixed radius, they are projected into the spectral space. The usage of SVD for the second case happens every round of the cutting, therefore takes up a significant portion of the total running time. We discuss the possibility of removing this step in this section.

It is proved that using SVD to project to the spectral space can make learning of mixture of Gaussians more efficient to achieve a provable approximation. It is not clear how much quality we gain by using it. If the quality of directly applying distance-based clustering without SVD is acceptable, it makes sense to skip the repeated SVD to save time.

We apply the distance-based clustering directly to both the original and reduced datasets. Comparing with the quality of clusters produced by cookie cutter, the quality from directly applying distance-based clustering is almost as good. The difference in quality is small between cookie cutter and distance-based clustering on these real datasets.

Taking into account the distance distribution of indistinguishable inter and intra class distances for these datasets, it suggests the singular value decomposition does not help much when the mixture of Gaussians are not well separated. If for any reason cookie cutter is the preferred algorithm on this kind of data, distance-based clustering can be substituted because it finishes much faster with almost the same quality.

The above observations are based on Table 6.4, which details the quality of clusters for the algorithms k-means and cookie cutter on the real datasets and their variants. In Table 6.5 we apply the distance-based clustering algorithm directly on the synthetic datasets.
Table 6.5 Average F-scores for Cookie Cutter and Distance-based Clustering on Synthetic Data

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Same Vol</th>
<th>Same Size</th>
<th>Dist</th>
<th>Diff Size</th>
<th>Dist</th>
<th>Diff Size</th>
<th>Dist</th>
<th>Diff Size</th>
<th>Dist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>0.25</td>
<td>0.13±0.01</td>
<td>0.14±0.01</td>
<td>0.14±0.01</td>
<td>0.14±0.01</td>
<td>0.25±0.02</td>
<td>0.25±0.02</td>
<td>0.25±0.02</td>
<td>0.25±0.02</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.19±0.01</td>
<td>0.18±0.01</td>
<td>0.22±0.02</td>
<td>0.22±0.02</td>
<td>0.41±0.07</td>
<td>0.42±0.06</td>
<td>0.42±0.06</td>
<td>0.42±0.06</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.35±0.03</td>
<td>0.35±0.02</td>
<td>0.37±0.07</td>
<td>0.37±0.08</td>
<td>0.62±0.08</td>
<td>0.61±0.08</td>
<td>0.61±0.08</td>
<td>0.61±0.08</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.55±0.06</td>
<td>0.54±0.05</td>
<td>0.58±0.10</td>
<td>0.58±0.09</td>
<td>0.76±0.08</td>
<td>0.76±0.07</td>
<td>0.76±0.07</td>
<td>0.76±0.07</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.92±0.05</td>
<td>0.92±0.08</td>
<td>0.73±0.08</td>
<td>0.72±0.08</td>
<td>0.96±0.03</td>
<td>0.95±0.04</td>
<td>0.95±0.04</td>
<td>0.95±0.04</td>
</tr>
</tbody>
</table>

| Non-spherical | 0.25     | 0.13±0.01 | 0.14±0.01 | 0.14±0.01 | 0.14±0.01 | 0.25±0.02 | 0.25±0.02 | 0.25±0.02 | 0.25±0.02 |
|              | 0.5      | 0.19±0.01 | 0.18±0.01 | 0.22±0.02 | 0.22±0.02 | 0.41±0.07 | 0.42±0.06 | 0.42±0.06 | 0.42±0.06 |
|              | 0.75     | 0.35±0.03 | 0.35±0.02 | 0.37±0.07 | 0.37±0.08 | 0.62±0.08 | 0.61±0.08 | 0.61±0.08 | 0.61±0.08 |
|              | 1.0      | 0.55±0.06 | 0.54±0.05 | 0.58±0.10 | 0.58±0.09 | 0.76±0.08 | 0.76±0.07 | 0.76±0.07 | 0.76±0.07 |
|              | 2.0      | 0.92±0.05 | 0.92±0.08 | 0.73±0.08 | 0.72±0.08 | 0.96±0.03 | 0.95±0.04 | 0.95±0.04 | 0.95±0.04 |

Table 6.6 Win-Lose Relationship between Cookie Cutter and Distance-based Clustering

<table>
<thead>
<tr>
<th></th>
<th>Cookie cutter</th>
<th>Distance-based clustering</th>
<th>tie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>29%</td>
<td>24%</td>
<td>47%</td>
</tr>
<tr>
<td>Non-spherical</td>
<td>11%</td>
<td>5%</td>
<td>84%</td>
</tr>
<tr>
<td>Same volume</td>
<td>23%</td>
<td>16%</td>
<td>61%</td>
</tr>
<tr>
<td>Different volume</td>
<td>17%</td>
<td>13%</td>
<td>70%</td>
</tr>
<tr>
<td>Same size</td>
<td>18%</td>
<td>16%</td>
<td>66%</td>
</tr>
<tr>
<td>Different size</td>
<td>22%</td>
<td>14%</td>
<td>64%</td>
</tr>
</tbody>
</table>

We observe that between the algorithms cookie cutter and distance-based clustering, there are a large percentage of ties on synthetic datasets, indicating the distance-based clustering can produce clusters of comparable quality. Given the fact that distance-based clustering runs at least an order of magnitude faster than Cookie Cutter, we
consider distance-based clustering a more practical choice than Cookie Cutter. The SVD acts significantly in the theoretical proof by substituting $k$ for $n$ in a dominating term of the time complexity. However, it does not yield much gain in terms of the quality of clusters in reality.

6.3 Conclusion

We do not consider the Spectral Cut algorithm a serious competitor to other algorithms we present, because of its poor performance on the synthetic datasets. The Cookie Cutter algorithm, with the projection, is not attractive either, because of its long running time. The singular value decomposition helps to lower the theoretical lower bound for the worst case scenario, while not helping much in terms of the cluster quality in reality. However, distance-based clustering shows moderate promise based on our experiments. It produces clusters with roughly the same quality as the Cookie Cutter algorithm.
Chapter 7 Conclusion and Future Work

7.1 Contributions

In this thesis, we present a framework to compare clustering algorithms and evaluate six clustering algorithms using this framework. There are six major contributions in this work.

7.1.1 Comparison and Analysis of Three External Evaluation Indices

The first contribution involves comparison and analysis of three external evaluation indices. In the literature most papers use a single evaluation index to determine the ranking of algorithms. However, it is not clear whether the ranking would change if switching to another evaluation index. We choose three external evaluation indices, f-score, Hubert’s \( \Gamma \) and \( Q_0 \), from the area of text classification, information retrieval and information theory respectively, and compare their performance. We conduct three experiments to investigate the converging values for random cluster labels, the difference in rankings by the three indices for two algorithms, and the distribution of the index values. We are able to plot two indices, f-score and Hubert’s \( \Gamma \). They both satisfy
the requirements of responsiveness and stability. We discover that two of the indices, Hubert's $\Gamma$ and $Q_0$, converge to the middle of their value range. While it makes perfect sense, having only half the range to distinguish among good and better is not as good as a larger range. When we check the rankings of two algorithms by the three indices, most disagreement happen when the clusters are either too hard or too easy to find. Datasets in real life usually fall into the category of neither too hard nor too easy. Therefore, given the observations from the experiments, when using a single index, we recommend the use of f-score because of its larger usable range, acceptable value distribution and popularity in recent literature.

7.1.2 Comparative Investigation of Four Iterative Clustering Algorithms

Evaluation of clustering algorithms is a hard problem. We identify three components that can influence the quality of the clustering results: (1) objective functions; (2) optimization approaches; and (3) data characteristics. The objective functions and optimization approaches belong to the clustering algorithms. The objective function defines what a cluster is. Changing the objective function can affect the type of clusters found by an algorithm. The optimization approach determines the quality of the local optima found by the algorithm. If the objective function is defined to find clusters with similar data characteristics as those of the datasets, the output quality is good. Otherwise, if the objective function does not capture the characteristics well, the quality is unlikely to be good.
Our second contribution is the comparative investigation of four iterative clustering algorithms. We change the components of the popular k-means algorithm. The algorithms are sum-of-squares with greedy (k-means), sum-of-squares with Kernighan-Lin, min-max cut with greedy, and min-max cut with Kernighan-Lin. We use standard implementations of these algorithms, but explore their sensitivity as probabilistic algorithms.

The approach Kernighan-Lin, when applied to optimize sum-of-squares, improves the greedy results significantly. The algorithm sum-of-squares with Kernighan-Lin produces clusters with best quality of the four candidates. Meanwhile, in our experiments, k-means produces clusters with 95% of the quality achieved by the best algorithm, but with an order of magnitude faster running time. Therefore, we conclude that k-means is a viable option for large datasets, not only because of its time complexity but also its reasonably good quality.

When we substitute Kernighan-Lin for greedy when using the min-max cut objective, the resulting algorithm gives slightly worse quality of clusters. We show evidence that it is possible, due to the fact that greedy can optimize the objective min-max cut rather well that there is not much room for Kernighan-Lin to improve upon greedy. These two algorithms give 91% of the best quality achievable among four candidates with running times about seven times longer than k-means.
7.1.3 Comparison Between Sum-of-squares and Min-max Cut

Our third contribution is that we investigate the objective functions sum-of-squares and min-max cut by controlling the data characteristics of a generative model based on a mixture of Gaussians. We choose to control the shape, volume and size of a Gaussian cluster. We discover that the objective function min-max cut does not capture the essence of the class structure when classes are different sized. Therefore the algorithms with min-max cut lose overwhelmingly to algorithms optimizing sum-of-squares when presented with datasets with different sized classes.

The objective sum-of-squares is criticized for splitting large classes when classes have uneven sizes. In fact, algorithms with sum-of-squares win over algorithms with min-max cut in the category of different sized classes. The objective sum-of-squares may not be the best alternative to deal with different sized classes, however, in our experiments, it is at least better than a minimum-cut based objective in handling uneven sized classes.

Moreover, we observe that the objective min-max cut is not shape-independent. We choose a minimum-cut based objective because of its claim of not favoring a particular shape, in contrast to the criticism of sum-of-squares favoring spherical shapes. However, from our experiments, when classes are of the same size -- therefore the effect of the size factor is eliminated -- min-max cut with greedy wins the least in the category of non-spherical datasets comparing with sum-of-squares with greedy. Comparing the f-scores for spherical and non-spherical datasets of the four algorithms, we observe that the algorithms using min-max cut give better f-scores for spherical datasets when
classes are well separated. This indicates the min-max cut objective does not produce clusters with similar quality for different shaped classes.

The objective sum-of-squares are long known for its favoring spherical shapes. However, in our experiments, we discover while it is true that sum-of-squares with greedy favors spherical shapes, the same objective, when working with Kernighan-Lin, gives better f-scores for non-spherical datasets than spherical ones. This suggests the favoring is due to the poor quality of the local optima found by the greedy optimization, not necessarily the objective function itself.

7.1.4 Cookie Cutter

Our fourth contribution is that we implement a fairly new theoretical algorithm with a provably correct guarantee on the quality of clusters it finds and analyze its strengths and weaknesses when systematically applying to synthetic and (transformed) real datasets. The algorithm uses distance-based clustering in the projected space spanned by the top k singular vectors of the sample matrix. The projection allows better worst-case running time to be proven. When we apply the algorithm to datasets, we discover that the projection adds significantly long execution time while not gaining much in terms of the cluster quality, despite its prominent position in the theoretical analysis. The main reason is that the theoretical analysis assumes the classes are well separated. However, in real world datasets it is rarely the case. It happens that applying distance-based clustering directly to the original space can achieve comparable quality and therefore making the projection only necessary for the theoretical analysis.
7.1.5 Comparison Framework

Our fifth contribution is the framework we propose to compare clustering algorithms. Previously in the literature, there are similar studies that choose algorithms, run on some datasets, and evaluate by some standard. However our framework differs in the generative model and the consideration of multiple evaluation indices. Our generative model extends those in the literature because we can control data characteristics directly and explicitly. We test the algorithms on the full spectrum of the data characteristics of underlying classes. In addition to the systematic test on the synthetic datasets, we apply the algorithms to real world datasets and compare the conclusions to what we find in synthetic datasets. By tying the algorithms with data characteristics, our framework increases its prediction power because as long as the data characteristics remain the same, the algorithmic comparison conclusions can carry over to previously unseen datasets. This is the main difference between our framework and previous studies.

7.1.6 Separation and Alternate Separation

Our sixth contribution is the exploration of the notion of separation to capture clustering difficulty. We introduce separation to explore the full space of the data generative model. However, we have discovered the definition of separation borrowed from theoretical analysis is not the best choice because it does not indicate the same level of difficulty for Gaussians with different variances. Two non-spherical Gaussians can be
rather far away from each other even when the separation is only 1 because separation is defined on their longer axes and their longer axes could be parallel in space.

We define an alternative definition of separation that can alleviate the problem of different level of difficulty for Gaussians with different variances. The Alternate Separation between two classes is defined to be the ratio between the smaller class diameter to the diameter of the merged class. The larger the Alternate Separation, the more difficult the two classes to be clustered. The Alternate Separation of a clustering is the maximum pair-wise Alternate Separation of all clusters in the clustering. We compare f-scores of spherical and non-spherical datasets at similar alternate separations, and show the gap is small. Our experiments show that the Alternate Separation is not linearly related to the theoretical definition of separation, and it is a viable alternative for studying clustering difficulty.

7.2 Future Work

We have proposed a comparison framework to compare the cluster quality of clustering algorithms. We have investigated six clustering algorithms using this framework. There are many other clustering algorithms that are worth comparing with each other. For example, it is good to relate the quality performance of multiple clustering algorithms using identical testing datasets. Some algorithms are never compared with each other because they are created or become popular in different times, or belonging to different research fields. Without direct comparison, there is doubt as to the performance of a
new or under-studied algorithm on completely different datasets or using unfamiliar
testing technologies; this often prevents users from trying out other candidate clustering
algorithms.

To test an algorithm systematically, it is necessary to generate data. Mixture of
Gaussians is one approach. However, the Gaussians generative process may introduce
bias toward the sum-of-squares objective because it generates a cluster around a center:
the mean of a Gaussian. Therefore it would be interesting to see the rankings of these
objective functions when employing another model which favors the cut-based
objective. We briefly describe an idea. Starting from a $d$-dimensional space with
uniformly distributed points, we repeatedly draw random lines. For each line, the points
are pushed away from the line according to their distance to the line. Thus, a random
line is like a cut into the space. All the experiments described in this thesis could be
repeated on datasets generated by such a model. The results can be analyzed in a similar
way to see whether the Gaussian model is favoring the sum-of-squares.

Moreover, depending on the application areas, a more specific generative model can be
used. For example, if document clustering algorithms are the research target, a
document generative model can supplement both the Gaussian and the cut-based model.
The existing models in the literature are rather naïve [5, 87]. They use a Gaussian cloud
to simulate a topic and assume independence among words. It is not clear whether such
models capture more essence of the application area than the mixture of Gaussians. A
sophisticated document generative model can be a topic of another thesis. Therefore, we
leave the integration of an advanced document generative model to future work.
“Data characteristic” is a general term which may vary across fields and applications. We choose the characteristics that are intuitive and easy to control in our experiments, hoping to shed light on the relationship between objectives and certain data characteristics. There might be other factors that are important and lead to a better explanation of behaviors observed in practice. Our study is meant to be a start point in theoretically analyzing clustering algorithms; it surely reveals only the tip of the iceberg.

A candidate for another characteristic to study is the orientation of a cluster in the $d$-dimensional space. The orientation of a Gaussian cloud can be controlled by the direction of the principle eigenvector of the covariance matrix for the Gaussian. Therefore, another characteristic can be introduced into the generative model by generating covariance matrices with different directed principle eigenvectors.

Another important feature to include in controllable data characteristics is the curvature of a cluster. All clusters we are generating are convex clusters. It would be nice if concave clusters can be included in the testing cases. In reality, many clusters in biological and clinical datasets are concave [9]. The comparative performance in terms of quality for existing algorithms on such concave clusters is unknown. Given the rising importance of computational biology and bioinformatics, including concave clusters into algorithm analysis will soon become a must.
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