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Abstract

In this thesis, we propose the novel approach of turningag®media transported
by the postal system into a general-purpose and transpdigatel network, extending
pervasive, high-bandwidth, and low-cost connectivity tacps such as rural areas in
developing countries. We call such a systemRbstmanetTo fully realize its potential,
however, an end user needs better support than being tolanaliscs and toss them into
the mail bin. We describe the systems support that we pramideder to achieve the
generality, transparency, efficiency, and scalabilitylg@d the system. The issues that
we address include: managing “DVD robots” that automatesspascessing of DVDs,
application-specific marshaling and unmarshaling of ngssaoroviding best-effort re-
liable and secure delivery, simultaneous exploitation afventional connectivity, and
a mechanism for distributing and updating application codao additional support
features are of particular importance.

The firstis a distributed object repository that makes atdd a single name space, on
which any sites, including those that lack conventionaloegking access, can perform
read, write, navigation, search, and other operationss figh-level abstraction makes it
easier to construct distributed Postmanet applicatidredsd helps us realize a powerful
“network effect,” as spontaneous connections are estedalismong sites that enjoy
shared access to a common repository. The second is scedaltileg. Simply leaving
end users to directly swap discs with each other does nat 8azll, because as many as
NZ? discs may need to be exchanged at once iN-arode network. We solve this problem
by multiplexing/de-multiplexing data to/from a smallermber of discs in transit. This
can occur multiple times at dedicated nodes inside the n&fwoat peer end user nodes.
We present routing topologies that can result in a good balbetween simultaneously

minimizing the number of discs involved and the end-to-eost@l latency.



We have built and deployed a real-world application, a rdistance learning system
called the Digital StudyHall, on top of the Postmanet. Itgists of a network of hubs
and spokes, where the hubs are urban centers of excellemoeh tvadiate” content
and methodology into poor villages and slum schools. Oueggpces in rural India
not only have provided us insights on the type of the systamppat that we need, but
also have allowed us to study mediation-based pedagogyh#saproved promising in
extending high-quality education to a needy populationr rRore information, please

visit: http://dsh.cs.washington.edu.
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Chapter 1

Introduction

As the adoption rates of the Internet and broadband commecsiiow down in the U.S.,
latest studies [39, 26] suggest that the “digital dividelicbbe solidifying: those with
modest incomes, rural residents, and minorities are amurggetwho lag behind in In-
ternet access. Most people living in developing regions) vepresent an overwhelming
majority of the world’s population, also largely fall on therong” side of the digital
divide.

Bridging this digital divide, especially by attempting tacrease the accessibility of
“conventional” broadband connectivity, can be challeggiihe improvement of wide-
area Internet bandwidth is constrained by factors suchagjuakly we can dig ditches
to bury fibers in the ground. The cost of furnishing “lastehilviring can be prohibitively
high, and the progress has been excruciatingly slow. 8atbthsed solutions have severe
cost and aggregate bandwidth limitations. The history bfedvious revolutions in
“‘communications technology” (such as the railways, andtédegraph) bears withess
to the fact that their growth, deployment and increased eisages place over many

years. Moreover, their deployment is dictated by economicds that result in poor or



CHAPTER 1. INTRODUCTION 2

rural areas significantly lagging behind. Government actiga tax incentives or policy
enactments, can provide the impetus to providers to inwelstiilding the infrastructure

but this too is limited in poor and rural areas.

1.1 The Postmanet

It has been noted that by mailing a stack of DVDs via regulatgdanail, one can get
greater effective bandwidth than is possible by currenibilable broadband solutions.
Hence, instead of waiting for the uncertain takeoff of a nandf existing and proposed
technologies, which can be many years away, we propose &%/ 16] to turn the
existingworld-wide postal systems into a generic digital commutibcamechanism as
digital storage media is transported through the postaivok.” The proposed system
is dubbed théostmanet

The idea of sending digital content via the postal systemoisnew. Companies
such as AOL and Netflix have used this approach to deliveivsoft and movies on a
large scale, and some researchers have reported shippahdisies filled with astronomy
data [23]. None of these existing attempts, however, havetluthe postal system into a
genericcommunication channel that can cater to a wide array of egipdins. Let us take
a closer look at what advantages such a system would offéiwvag we would want to

build such a system.

1.1.1 Postmanet Advantages

Compared to more conventional wide-area connectivity teldgies, the Postmanet en-

joys several important advantages.
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¢ Wide reach.The postal system is a truly global “network” that reachearagfeater
percentage of the world’s human population. For some péttseovorld, it is about the
only “network” that covers them.

e Great bandwidth potentialWhile the bandwidth potential of a “sneaker net” is well
known, some may consider it to be a temporary fluke stemmung the relatively poor
capacity of today’s Internet. We, however, believe thas thinot necessarily the case,
if we examine some fundamental technology trends. Storagsity of flash memory
and magnetic disks has been increasing at the annual ratedre60% and 100%, and
it is likely to continue in the foreseeable future. This tesrdous rate of improvement
is likely to be almost directly translatable to the amounbyftes transportable by the
postal system for a fixed cost or in a fixed volume. Besides flasmony and hard
disks, the next generation Blu-Ray DVDs can hold up to 27 GB jmr thday. Sony
is planning to commercialize a 4-layer 100 GB version in 208@d it has already
successfully developed an 8-layer 200 GB version [38]. d¢tit&Research has recently
announced multi-layer technologies that can produce 150is& by 2007 and 1 TB
discs shortly thereafter [57]. One can also ship multiplésiof these storage devices. As
better storage devices become available, they can be fastously and incrementally
translated into Postmanet bandwidth improvements.

In contrast, the wide-area network bandwidth growth isroftenstrained by labor-
intensive and costly factors such as how quickly we can dithds to bury fibers in the
ground, how quickly we can furnish last-mile wiring to hon{es endeavor that can be
prohibitively expensive), how quickly we can launch satedl, or how quickly we can
erect WiMax (the longer-distance versions of WiFi) towérsese factors are unlikely to
improve faster than the exponential growth rate of storagesidy. Satellite- and WiMax-

based solutions may face aggregate bandwidth limitatidrsd the future of some of
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these alternatives (such as WiMax) is far from certain. Fanfbeing a temporary fluke,
the bandwidth gap between Postmanet and more conventiteraladives is likely here to
stay and, indeed, widen. We do not, however, necessarilyR@stmanet as a competitor
to these other alternatives. Before better alternativesrhea widely deployed reality,
exploring the Postmanet, an alternative that can alrealilyed@ractically infinite band-
width today, may foster the development of and demand fohistipated bandwidth-
intensive applications, which may one day readily migrate@lternative connectivity
technologies.

e Leveraging existing infrastructurdt is no fluke that the DSL and cable modems have
emerged as the most popular means of broadband connedtiviiie US. Being able
to leverage an existing infrastructure has certain adgastaver having to start from
scratch. First, the marginal cost of upgrading an existirigastructure so as to be able
to provide a new service over it, more often than not, is cee#an the cost involved in
building a new infrastructure. Second, existing servioes the existing infrastructure
help sustain the provider through the process of slowly tlgpupgrading or replacing
the infrastructure to be able to support the new servicagibdtor example, the early
cable systems could only carry signals in one directionmftbe cable operator to the
subscriber. This was due to the presence of “signal amifegrregular distances. In
order to be able to provide Internet access, cable operhtado replace all the old
amplifiers with new ones which allow signals to travel in bdirections. They also
had to install new equipment in their centers to handle h&etraffic. Subscribers that
sign up for the service have to be provided with cable modeAisof these changes
are expensive, and take time; but a competitor starting fsgmatch has to invest in
building the network itself, building centers, buildingimed staff etc., which is far more

costly than the costs incurred by the cable operators. Ipdioe “third world” regions,
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however, the telecom and cable industries either do not exigre still in their infancy
and largely serve only the urban areas. In the remote anlamaas, they have no existing
infrastructure to leverage and unlikely to be able to prebdoadband access on a large
scale for quite some time to come.

The postal system has had over 200 years of head start ininguiit network.
To leverage the postal system for digital communicatiore needs no significant new
investment in exotic equipment. While it would be impossitdgrovide DSL service
without the involvement of the telecom operator, it is pbkesialbeit not entirely desir-
able, to build the Postmanet without the existing postalesysmnaking any changes or
even being aware that it is offering the service. This is,act,fthe case with Netflix,
which does not rely on any extra postal system cooperatioartdts service. This frees
users from having to wait for the postal service to get itd@gpether and make the service
available. Any enterprising group wishing to become a “Rwstet Service Provider” can
step in to provide the service as it is not held hostage by ¢eel for the involvement or
co-operation of the postal system. Indeed, individual$ithesa Postamanet-like service
can take the matter into their own hands in a peer-to-pe¢ersysnstead of waiting for
anyservice provider.

e Low cost. According to recent studies [36], about a third of non-In&trusers cite
cost as their reason for eschewing the Internet. The lowambsintage of the Postmanet
should be attractive to average households, content offeard “power users” alike. The
goal of providing citizens with affordable access to pos#vice is typically an integral
part of most nations’ postal system charters. In the U.&ndfveach household sends
(and receives) one DVD each day, the monthly cost of about&tipares favorably with
existing ISP offerings, especially if we were to considewnast bandwidth potential. The

relatively liberal use of the postal system by AOL and NetHlighlights the low cost
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advantage of this approach to content offerers. The avttijatf a public transit system
like the Postmanet infrastructure, which allows each hibolskto receive (per postman
visit) a single disk that contains customized content froaitiple content offerers, can
further reduce the cost to all involved. In addition to catgrto “low end” users, the cost
advantage of the postal system relative to that of a higledépade-area network also
holds for corporate “power users” shipping large amountadé [23].

e Good scalability. The postal system appears to have tried and tested expedeating
with “flash crowds” such as those seen on tax days or certdiddys.

e Ease of incremental adoptionA single pair of Postmanet users can already derive
useful value from the system, without having to wait for a siaes-scale user community
or world-wide infrastructure to develop. From this modédstts the system can grow
gradually. This incremental deployment may circumventdiassic “chicken-and-egg”
problem associated with the difficulty of simultaneouslye&leping infrastructures, ap-

plications, and user populations.

1.1.2 Goals

The goal of exploring the Postmanet approach is to extendpmaplement, and/or to
even foster other alternatives, instead of competing agaiisting or future alternative
network access modes.

e Extending the Internet.For those who have no access to connectivity or access to
only low-bandwidth connectivity, the Postmanet can pre\ad inexpensive connectivity
alternative to enable certain networked applicationss@sly bandwidth-intensive ones.
Most people in most of the developed world have access toaat & telephone line

through which they could connect to the outside world. The&t waajority of humanity,
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however, lives in the under-developed, impoverished regaf the world (such as parts
of western China, rural India, and sub-Saharan Africa). TdéstiRanet can connect these
regions to the rest of the “connected” world and more impalyaprovide connectivity
within these regions.

e Complementing the InternetThe Postmanet has long (but reasonably predictable)
latencies. A single DVD disc mailed via first-class mail take most 3 days to get
to its destination within the continental US. Each such D\Mfiacket” can also deliver
over 4GB of data. We call such a channel a High Latency High Baitth (HLHB)
channel. Correspondingly, we call a traditional Internetrezction a Low Latency Low
Bandwidth (LLLB) channel. For places that have access to botHl2HB channel and
an LLLB channel, an interesting problem is how to exploit aregrated and simultane-
ous use oboth channels to get the best of both worlds. For example, smallegts,
acknowledgments, “NAKs,” and control messages may be s$engdhe LLLB Internet,
while large messages are staged on mobile storage devidegrfemission by the HLHB
postal system. Another example of the complementary nafillee Postmanet is that it
may increase the availability of the communication sulmystf the Internet is down for
some reason, one still has another alternative.

e Fostering application developmenthe Postmanet is likely to be more quickly realiz-
able compared to more ambitious efforts of making high-badth connectivity widely
available. Bandwidth-intensive applications developedtf® Postmanet, users who
become accustomed to its benefits, and lessons learned tamtipity be transferred

to the alternatives farther away on the horizon when thepimecreal.
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1.1.3 Challenges

At first glance, manual preparation of data for shipment ovabte storage media may
appear deceptively simple. But manually copying, naming @ataging many mes-
sages, potentially for numerous applications and comnatinig peers, is cumbersome.
The postal system represents a classic analogy of a datagraioe: individual movable
storage media may be damaged, lost, delayed, or deliveteaf otder. Human users or
individual applications should not have to cope with thesmglications if they desire
better guarantees and abstractions. What makes these mgresnore complex is
our desire to simultaneously exploit the Internet and tolakphe excess capacity of
movable storage media to improve the latency, cost andiktyeof the system. The key
challenge, in other words, is to build the Postmanet tgédmeric transparent efficient
andscalable The efficiency and scalability requirements are self exgiary but we
elaborate on what we mean by the other two.

By generality we mean that the Postmanet should be able to cater to ayvafiet
applications without each application having to come ughwhieir own Postmanet-like
mechanism. The provision of an application-neutral Posghgoublic transit” system
thatis easily and cheaply exploitable by any potential comicating parties is important.
This is analogous to the fact that the existing Internet hsal generic infrastructure.
Without it, a potential innovator who is interested in deyehg a Netflix-like application
may need to reinvent the whole infrastructure from scraldte coexistence of multiple
Netflix-like infrastructures can lead to various forms défiiciency. Smaller players may
not be able to afford to put up their own infrastructure at all

By transparencywe mean that the Postmanet should minimize the need forahanu

handling of the storage media being transported and hidddtals as much as possible
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from the users and applications. The Postmanet users acafmhs need not manually
inspect or process the content of the received storage nibdiasers or the applications
need not manually stage or copy data; and the users or theappis need not worry
about issues such as potential loss or damage of the storegja m the postal system.
Unlike an AOL or Netflix user, who must know what applicatispecific steps to take to
manually handle the occurrence of these events, a Postunserés direct involvement in
the running of the Postmanet system should be, at mostelintit mailing the outgoing
storage media and to plug in the received storage media. iFhisalogous to the fact
that low-level details such as packets and routers are raillyimisible to a conventional
network user. We emphasize here that we do not consideipaesrscy to mean making
Postmanet itself “transparent” éxistingapplications. In other words, we do not consider
it our mission to enable existing applications, runningrdfie existing conventional net-
works, to run over the Postmanatmodified Rather, we want to provide a “transparent”

interface that would allow developers to port their applaas to run over the Postmanet.

1.2 An Example Application:
A Distance-Learning System

The difficulties and the advantages of our approach are bestrated if we consider
a real-world application that many people have tried to ldiut with great difficulty
and limited success in developing regions. Providing actesffordable high-quality
primary education is an important tool in the fight againstgsty, especially in the third
world countries. Distance learning or “e-learning” aimddeerage and extend existing

educational resources through judicious deployment @rmétion and communication
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technology (ICT). Itis important to note that our goal is rtbmpete against or replace
human teachers; on the contrary, our goal is to amplify theltr@and power of the limited
number of qualified teachers that are available. The e-legutandscape is littered with
misguided and expensive “wire-the-schools” projects taate little to show for in the
end. We believe that one of the reason that contributed t@ siriine previous failures is
the insufficient attention given to evaluating tleest realism” of the projects. Consider
the case of India: a recent survey of schools in the state @rBMadhya Pradesh, Uttar
Pradesh, and Rajasthan [34], shows that 63% of the schootsrtwafunctional roofs,
58% have no drinking water, 89% have no functioning toil@&ahave no blackboards,
and 8% have none of the above! The high cost of a large-scaleentional “wire-the-
schools” attempt must be carefully weighed against thesgsspig basic needs. Priority-
setting and cost/benefit analysis is crucial [41]. Keepimger-student expenditure down
would allow our system to eventually scale up to encompaseatey number of schools
and students. The Postmanet provides a realistic, castt®# connectivity mechanism
for rural and remote areas and can enable distance learystenss to be built to serve
these regions.

We have built such a distance learning system, called thgit®iStudyHall,” which
aims to “connect” resource-starved schools in rural India¢ll-equipped urban schools
so that they may benefit from the better human and contentires® available in the
urban environments. A test-deployment of the Digital Stdaly has been set up and
under active use in Lucknow, in the state of Uttar Pradesthialsince June 2005. It
connects “StudyHall,” a highly regarded school in the cifyLacknow to two village

schools and one school for girls from urban slums. The DigtadyHall, or DSH,
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consists of several componeht®ne of which is the “Learning eBay.” The Learning
eBay or the “Repository” is a site that connects learners auhteg staff across time and
space; it is analogous to how an auction site matches sspglie demands. Volunteers
and professionals all over the world may contribute conteranitor remote mediation-
based classroom sessions; communicate with each other,tetithers, and students in
discussions on various topics such as pedagogy reseataterts and staff with limited
experience or resources may tap into this site to augmeirtldsning. Such a site
would allow volunteers (potentially from overseas) to méksible time and location
commitments. The site is headquartered at the StudyHatladah Lucknow in our
pilot deployment. People all over the world with convensibnetwork access can access
the site via the web. People who have limited or no conveatioetwork access, such
as those in the village schools that the Digital StudyHalleg, access the site via the
Postmanet.

We discuss more details of the Digital StudyHall in Chapt€eFi3e Digital StudyHall
figures prominently in this thesis because: (1) it demotesdréhe kind of compelling
and exciting applications that the Postmanet approachlesiadind (2) our preliminary
experience with this application in the real world has a#ddwis to gain significant insight
into the type of systems support challenges that we musteaddo fully realize the

potential of the Postmanet approach. We discuss thesesisste following subsections.

1The other major components of DSH include EdTV—a mechanisituges cheap TVs as “networked
thin client displays” to address the “display problem” ilagie schools: the problem of not having enough
computer displays for all students to see clearly; and dquhatfor conducting mediation-based pedagogy
research. More details can be found in [66].
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1.3 Postmanet-enabled HTTP

Web browsers are becoming increasingly popular applicatievelopment platforms,
especially for services accessible or sharable over nksvér browser-based user expe-
rience is also one that non-sophisticated users (inclueleg the rural audience that we
target in our distance learning application) have been sgdo or can get accustomed
to quickly. Browser-based usage experiences, despitedbeaptively simple interfaces,
can provide rich functionalities effected by sophistichserver-side scripts. Once we
“crack the code” of making a browser-based interface workapnof the Postmanet by
providing an application-neutral API, we might be able toreneasily enable a rich set
of additional applications (such as email and file sharingh wur Postmanet-based ap-
proach. For these reasons, we have made a conscious dexfisiogineering the Digital
StudyHall application with a browser-based interface,alvhin turn, is designed to work
on top of an application-neutral Postmanet API. In additonhe ease of use and the
potential payoff of generalizing to other applicationsaalditional reason for making the
Digital StudyHall application accessible through a browsased interface is that such an
interface provides a natural way of integrating the Posttiéiased communication and
traditional web-based communication, because the DigiiadlyHall repository is meant
to be accessible via both the postal system and the conmahtitternet.

The considerations described above are from the point of efeuser experiences.
From the point of view of implementation ease, it is also relttio first consider a
browser-based interface for accessing Postmanet-enablettes. The http protocol
provides well-defined request/reply communication poiatsi there are well-established
precedents of using techniques (such as mirroring, cacairgjoffline browsing) to deal

with traditional communication difficulties (such as disoection, poor bandwidth, or
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mobility). Such precedents are a natural inspiration fotousonsider when we begin to
design an asynchronous communication subsystem builtmpaftihe Postmanet.
Despite the seeming simplicity of browser-based intedacel the existence of prece-
dent techniques of supporting limited operations duringieanication failures, building
an application-neutral Postmanet layer is not as simplé msy appear at first. “Mar-
shaling” and “unmarshaling” request and response messagesand from movable
storage media is only one of the most obvious responsdslif such a layer. Providing a
coherent and application-neutral client cache that igsbfed by the Postmanet is another
example responsibility of this layer. Making such functbnes work is much more
complicated than what traditional mirroring or offline-turging techniques can support.
An offline browser relies on a traditional communicatiorklio be restored at some
point in time; while a Postmanet-supported browser, in theeace of a complementing
LLLB link, is never connected via a conventional network. rthermore, during dis-
connections, offline browsing has no provision of suppgriimteraction with server-side
scripts. This is a handicap that a Postmanet-enabled brapgdication must address.
In our approach, we address it by explicitly migrating soradec(as well as data) from
the “server” to the “clients” so the client browsers congmo function in absence of
any conventional connectivity. As code is updated on theeseside over time, there
also needs to be a systematic mechanism of transmitting uodiztes to the client side.
Furthermore, in a traditional mirroring system, only dapalates at the server are trans-
mitted to their mirrors. In our system, we must allow eacbkrdito contribute data back
to a repository. As one can see, the level of systems suppatrtnwte need to enable
a Postmanet-enabled browser application is considerabhg sophisticated than what

traditional caching, mirroring, and offline-browsing teaues can provide.



CHAPTER 1. INTRODUCTION 14

The desired level of systems support does not stop at theaeftissues described
above; there are also mechanical and hardware considesa#iotraditional web server
handles incoming/outgoing messages from/to many webtsliem a similar vein, a
Postmanet-enabled server should be able to handle inctmaigging movable storage
media (such as DVDs) sent from/destined to many Postmanadtled client browsers.
The question we pose is how one should handle the mechamsigatts of DVD pro-
cessing. A naive answer is to have a human operator sit netktet@erver, and the
operator’s sole job is inserting/removing DVDs into/froi’ D drives all day. This naive
approach is obviously tedious, slow, expensive and doesaab¢ well. Our approach is
to employ off-the-shelf “DVD publishers” (or “DVD robots”)The originally intended
purpose of these DVD robots was mass-duplication (for naasgrtising campaigns, for
example). We have adapted these DVD robots in our systenefgrdifferent purposes:
we programmatically control the DVD robots to read or geteestacks of customized
DVDs as the Postmanet-enabled web server handles incomimgtgoing data. This is
a key innovation that allows us to significantly reduce theslleof human intervention
needed to keep the system running.

The recurring theme of the necessity of providing systerppai that can make the
Postmanet general, transparent, efficient, and scalabéstsllustrated by our innovative
use of the DVD robots: in terms of generality, the DVD robat®w@d be resources
that can be exploited by any application; in terms of transpey, the integration of the
robots into the communication processes minimizes narsfrarent human involvement;
in terms of efficiency, the robots can process DVDs more dyiakd more cheaply; and
in terms of scalability, a robotically-aided Postmanetveeishould be able to handle

many more Postmanet clients.
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What we have seen in this subsection is that though appealialing a browser-
based application work on top of the Postmanet requirestmdat systems support in
terms of both software and hardware, whose level of soghtsbin is quite likely beyond
what most browser-based application programmers can adghandle. We dub the
layer of systems software that handles the responsikildiscussed in this subsection

PHTTR, and we discuss it in greater detail in Chapter 4.

1.4 Routing

In the “routing problem,” we ask how data travels from thedssrto the receiver in the
Postmanet. As we shall see, the answer needs to be a lot npinistszated than “leave
it to the postal system.”

In our first deployment of the Digital StudyHall applicatjaontent produced by the
urban headquarters school, the Study Hall school, is sesgweral surrounding village
and slum schools. The arrangement forms a simple hub-avidcespnodel, where the
resource-rich urban school is the hub, and the resourcevitage and slum schools are
the spokes. Any communication in the system is “routed” tlgitothe database at the
hub, so, for example, when Village A needs to send contentliagé B, Village A sends
the information to the headquarters school, which, in téwnyards the information to
Village B.

This simple arrangement has some important advantages. nppaaticular day,
regardless how many other sites Village A desires to comaatiwith, it only needs
to send the hub site a single outgoing movable storage dewicieh contains all the
data destined for the multiple intended receivers. And lantyi regardless how many

sites Village B receives data from on any given day, it rezeifrom the hub site a
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single incoming storage device, which contains all the datgnating from the multiple
senders. The hub site is responsible for de-multiplexin@g di@m incoming storage
devices and re-multiplexing data onto outgoing devices.tl{ls way, the space on any
storage device is also well utilized, and if the data thatisee be communicated exceeds
the capacity of a single device, we may simply use more ds\lzan one.) Minimizing
the number of storage devices that must be handled by e&cim $itis manner provides
significant convenience to all those involved.

The question is how we intend to scale up the system to inchatey more villages,
from a “networking” point of view, where the villages may desto communicate with
each other. A single hub-based solution has obvious disséalyas. The single hub can
easily become a bottleneck. And when a pair of communicatifeges are close to each
other, the mandatory intermediate hop through the hub,wtao be far away, introduces
unnecessary extra delay. If we consider the DVDs transpdntehe postal system as the
rough equivalent of the wires in a conventional network dingple hub-and-spoke model
is analogous to a star-shaped network, with its known litiites.

This is an important question that is more generally relet@the underlying Post-
manet system than the special case of the Digital Studylgpli@tion built on top of it.
To circumvent the disadvantage of a single bottleneck irstaenetwork, an alternative
model is to require individual communicating parties in f@stmanet to send storage
media directly to each other, so, for example, Village A ares an outgoing DVD for
Village B and a separate one for Village C. In this direct “peepeer” approach, we
are essentially leaving the routing problem to the postatesy. In terms of the DVD
versus wire analogy, this peer-to-peer approach is roughlyivalent to a “complete
graph,” which provides a one-hop wire betweany pair of nodes in the system. Such

a complete graph, while not being limited by a single botdq has a well-known
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scalability problem too: am-node system requireN? wires, or, in the case if this

approach is used by the Postmanet, as mani%aBVDs that are exchanged on any
given day. Each site is forced to handle a large number odgéomedia, and each of
which may contain only a small amount of data.

To address the deficiencies of both the “star network” and‘¢benplete graph” in
our search for a good Postmanet routing approach, we agasidey an analogy in
conventional networking. In a conventional network, a ragsssent by an end host
travels through a number of intermediate “routers” insige"hetwork” before it is finally
delivered to the intended receiver. By employing multipletess, this approach does not
suffer from the problem of a single bottleneck in the stamoek. And by allowing the
wires to be shared by multiple pairs of end nodes, this agrdaes not suffer from the
problem ofN? wires in a complete graph.

The Postmanet equivalent of this intermediate routerdaggproach is the use of
what we call “data distribution centers.” An end host of thestthanet only directly
interacts with the closest data distribution center as tliehest sends/receives movable
storage media to/from the data distribution center. As édase in the star network,
each end host sends at most one storage device and recenesstabne device per
postman visit. Each data distribution center performsHtgascatter” operations as it
“gathers” data from the incoming storage devices sent byiphellsenders, and recopies
(or “scatters”) data onto multiple outgoing storage dewjogestined to next-hop data
distribution centers (or end hosts). If we carefully chotbenumber and location of the
data distribution centers, a minimum number of data digtidm centers should share the
load evenly, while minimizing the total delay experiencgddata as it is forwarded on

movable storage devices from one intermediate data disisibcenter to the next.
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Such data distribution centers in the Postmanet can takeara forms. Ideally,
they should be embedded inside the existing postal systemmd@imum efficiency, as
mechanical routing (via physical transportation vehickesd digital routing (via gather-
scatter data copies) are carried out by the same orgamzatiothat these two types of
routing can be optimized in an integrated fashion with fafbrmation of both.

Alternatively, these data distribution centers can be Ifgrstructures set up inde-
pendent of the existing postal system; and they may (or mgychoose to leverage the
existing postal system simply as a transport vehicle amiosmgselves. This second alter-
native of setting up a network of data distribution centera ostmanet data forwarding
mechanism independent of the existing postal system hadieytarly appealing practi-
cal synergy with respect to the Digital StudyHall applioatbuilt on top of the underlying
Postmanet system: these data distribution centers in teriyimg Postmanet become
co-located with content production hubs in the Digital $tddll application, each of
which is responsible for working closely with the poor spddahools in its vicinity,
producing content meaningful for the local context, marniitg the progress of the spoke
schools, in addition to acting as intermediate data foruardgents for the rest of the
network.

A third alternative is to require Postmanet end host nodeshbulder some of the
responsibilities otherwise taken by the data distributenters. For example, a disc
sent from Village A to Village B may contain data destined Bmth Village B and
Village C, and therefore, Village B is required to pass the diato Village C. This
is analogous to the use of end hosts in a conventional netasrioverlay routers.”
This approach has some important advantages. First, it edhyce the need for many
strategically well-placed data distribution centers. ek it reduces the number of discs

any one site may need to handle in absence of well-placedditéution centers: in
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the simple example above, Village A sends out only one ontgdisc despite the fact it
desires to communicate with two destination villages (B@pndA good “overlay routing”
algorithm in the context of forwarding discs in the Postmahewever, is a non-trivial
problem. If we do not exercise sufficient care, a node may keetbto handle too many
discs (destined either to itself or others), or data may bevdoded across too many
postal hops (thus lengthening overall delay), just to narfiesvaof the possible problems.
Existing ad hoc routing strategies [43, 48, 27, 47, 55] ateadequate for our purposes.
Unlike ad hoc or sensor networks, the Postmanet routindestg®# is not route discovery
but route selection. More specifically, the task we face isamdiscovera route through
a small number of neighbor nodes in an ad hoc network; instadtask is toselect
a route in a complete graph whea# routes are possible, subject to constraints such as
end-to-end latencies and the numbers of discs handled per no

From the preceding, we can conclude that an ideal Postmaoghg mechanism
should possess the following characteristics: (1) it caaoacnodate a large number of
simultaneous Postmanet communicators without requirigsigeato handle many mobile
storage devices per postman visit; (2) it has end-to-endagespropagation latencies
that are close to those provided by the postal system; (ei$ dhot require an expensive
infrastructure other than the existing postal system; {4Joes not burden Postmanet
nodes in an unbalanced manner with data copying tasks théegond their own com-
munication needs; and (5) it is robust when faced with miabigly Postmanet end users.
Some of these goals are unique to the Postmanet. These g@aonflict with each
other and we need to strike a proper balance among them. @abdg solutions form an
important part of the system support that is essential ierdia the Postmanet to achieve
its generality, transparency, efficiency, and scalabgigls. We discuss our solutions to

the routing problem in chapter 5.
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1.5 A Message Passing API and Its Implementation

As discussed in the previous subsections, our example Rastrapplication, the Digital
StudyHall system, is built on top of the PHTTP layer, whicl\pdes systems support
for browser-based Postmanet applications. During abowgnsenonths of production
use by testbed schools in India, PHTTP and the Digital Stadlykive allowed us to
gain experience and insight into some unique challengeepted by the Postmanet that
should be addressed.

In a conventional “always-on” network, data transmissioaynbe on-demand and
continuous. In an asynchronous communication mechanksHe Postmanet, however,
upon the receipt of an incoming storage device, the dataverceay face the sudden
arrival of a large amount of data. For example, each MPEG4einedson video used
in the Digital StudyHall system is typically 200-500 MB irzei An incoming DVD
received by a participating village school may contain atba dozen such videos; and
the hub school may receive DVDs filled with monitoring videmagptured at dozens of
spoke schools. Naturally, the operators and teachersdrgiyudesire to quickly gain
access to a coherent view of the database with the new ingodata integrated. A
naive solution that forces the operator to wait while thetesysis busy copying many
gigabytes of data from incoming storage devices into thalldatabase can be frustrating.
The challenge is to devise a system that permits operatioasaoherent database view
whose data may be spread across multiple storage devices &gaovhich are the movable
storage media being copied.

Some of the village schools participating in the Digital @tHall system are closer
to urban centers and have cellphone signal coverage, waicheexploited as the LLLB

channel that complements the HLHB postal channel. (In |IndBaeipt of incoming
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cellphone calls is free. It is possible to establish a PosahaLLB link by exploiting
this payment policy, thus minimizing the cost.) While thekodata of the recorded
lesson videos distributed by the Digital StudyHall must lberied by the postal link,
smaller data elements, which include both control messaigeslata items, can be more
effectively carried by the cellular link. Examples includgzeipt acknowledgements or
negative acknowledgements, metadata, “abstracts,” @etgts” detailing what content
is available at each site, requests for data, search regaest results, systems logs
and other monitoring information, and trouble-shootingmes and responses. Our
experience indicates that we may significantly improve ter experience if these small
messages are carried by a complementing alternative LLhBitistead of relying on
the HLHB postal link. For places that lack cellular coverage are exploring the use
of ham radios. The communication software on top, thougbulshbe neutral to the
choice of the physical connectivity mechanism underlyimg ELLB link. Making the
Postmanet system, and more generally, the distributedas¢aon top of it, work on
multiple underlying connectivity mechanisms simultanggus another challenge.

In an asynchronous communication system, there can bdisaidelay between the
time when a message is sent and the time when the messagsismehand acted upon
by the receiver. During this delay, the message can be atrmpfomany possible loca-
tions, including in-transit locations somewhere “insitled network, while circumstances
could have changed to make continuing the delivery of thesages no longer necessary.
For example, the sender might have changed his or her minevaald like an “undo”
or “cancel” operation; or alternatively, later operatiqeach as repeated rewrites of the
same data) could have made earlier operations (such asriiee @aites) unnecessary as
“coalescing” or “consolidation” of multiple messages sliboccur during the transit of

multiple messages. Simple examples in the Digital Studygyatem include cases where
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newly updated versions of class videos make earlier insttarcarnations obsolete. Such
undo or coalesce operations are less critical in a convegitimetwork where the typical
in-transit time is small. In a “network” like the Postman#ie opposite is true; and
depending on the application, a large fraction of the traf@iald fall into this category.
These undo or coalesce operations are not only useful féwrpgance reasons; but also
desirable from the point of view of user functionality.

In the Postmanet, storage devices play the role of wires imditional network.
Not much “data structure” beyond a sequence of bytes is graglon a wire. In con-
trast, there exists a large body of research examining haoefudadesign of on-disk
data structures can significantly improve the performariceaalitional file systems.
What data structures we should employ for the movable stodegeces used in the
Postmanet system and what access interfaces we shouldrsappmatural questions.
The functionalities that the Postmanet discs need to stgp@ddle those required of
traditional wires and traditional storage devices: thegdéo support both efficient
sequential copying (based on temporal ordering) and efficien-sequential access (as
operator actions at end hosts result in selective accessetmovable storage devices
before their data is fully integrated into the end host gtore

The challenges described above: the massive data size thabived, the long delays
associated with both in-transit times and copying lates)¢lee need for undo or coalesce
operations, the need for employing intelligent data stmes on the movable storage
devices, are unique to the Postmanet system underlying @icaion like the Digital
StudyHall. Even just from a performance point of view, as aanaple, the need of
an intelligent system-level data copier that can explsikihowledge of storage device
layout, that can support and coordinate needs from muléipfgications, is a non-trivial

challenge. Addressing these challenges, a task that is coonplex and more general
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than that should be left to individual application prograemns) is yet another important
part of the systems support that we need in order to achievgeherality, transparency,
efficiency, and scalability goals of the Postmanet system.

In this part of the study, we have chosen to experiment witifferdnt software layer
than the PHTTP layer, for several reasons. One is that PH$T0esigned to support
browser-based applications, and for this part of the stweydesire to provide a lower-
level interface that provides us a greater degree of fleiibilAs a result, in this part
of the study, we gain the freedom of being able to design a nBWa& a first step of
addressing the issues discussed in this subsection. Wesdiitis API, dubbegnetQ

and its implementation in Chapter 6.

1.6 Thesis Contributions

We summarize the main contributions of this thesis: (1) mivey the approach of turn-
ing the postal system into a generic and transparent diggdhork, the Postmanet;
(2) demonstrating a compelling and sophisticated realdvexample application, the
Digital StudyHall; (3) exposing the systems support ne&ds are critical to meeting

the generality, transparency, efficiency, and scalalijitsls of the Postmanet, including
those related to end point APIs and infrastructural supfsoith as routing); (4) devising
and evaluating a number of practical solutions to theseesyssupport problems, in the
forms of the PHTTP and pnet0 APIs, and the various routingrétyms that are based
on leveraging data distribution centers and peer-to-paardrding, and must account for
unconventional Postmanet-specific routing metrics. We atoctaim that the practical

solutions that we have devised are optimal. Instead, wehsa &s first-cut enabling

building blocks that allow us to demonstrate the feasipdibhd power of the Postmanet
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approach, especially in terms of its potential in bringitgat positive changes in im-

poverished regions of the world.
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Chapter 2

Postmanet: Usage and Applications

An important goal of ours is to make the Postmanet as traaspas a conventional
network channel for a user. One way of better understandirgyttansparency is to
visualize a box that is similar to a small conventional horeévork router: it allows
several home computers to share a wide area Internet caome&tPostmanet router (or
aP-router, illustrated in Figure 2.1) is just such a box with one or n&lags for inserting

mobile storage media such as DVDs.

\;AN ;
S

Figure 2.1: A Postmanet router.
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During the day, a user of the Postmanet router simply useggmkcations in a way
that is entirely oblivious of the presence of the Postmarestead of always forcing
outgoing data through a weak wide-area network, howeverPthouter writes some of
the outgoing data to a mobile storage media. The types @gtanedia used may include
write-once or read-write DVDs, flash memory cards, or hasksli We shall generally
refer to these storage deviceshaslisks At the end of the day, the Postmanet router box
automatically spits out an outgoing P-disk filled with sonaad An outgoing P-disk,
after being ejected from a P-router, is picked up by a postimadelivery via the postal
system. The postman may also drop off an incoming P-disk. udee does not have
to manually inspect or process the content of the P-disk ynveay: he just inserts the
P-disk into a slot in the Postmanet router box. From thattpmin the user continues to
use his applications in an oblivious way, and the P-diskia dapears on a user computer
as if it had arrived from a conventional WAN.

The details of this imaginary Postmanet router box can varje box may not
necessarily be a dedicated physical device: the user homputer may shoulder the
task or it could be a box shared by an entire neighborhooceglaext to the regular
mailboxes of the community. The number of P-disks picked ngh dropped off by the
postman per visit may vary. The Postmanet router box may grmoabe complemented
by a conventional wide-area network connection. The box arayay not be shared by
multiple users. While all these details may vary, a constatiié transparency feature:
the fact that the user’s direct manual interaction with thz is limited to the insertion
and removal of one or more P-disks per postman visit.

We emphasize here that when we say that the P-router’s &mictithe Postmanet is
equivalent to that of a conventional router in a conventioeawork, we do not mean that

it provides the same interface to applications and userexpee as a conventional router.
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We do not mean that existing applications can run unmodified ihe Postmanet. The P-
router provides an API which the application developerstaseake the user experience
work. The transparency, in other words, is from the useriatgaf view and not from the
point of view of theexistingapplications. The Postmanet and the applications work in
conjunction to provide users with an experience similahtd bf the equivalent existing

applications that only use the conventional network.

2.1 Postmanet Router Challenges

The P-router must perform several “system level” tasks ¢wide a generic and transpar-
ent interface and efficient performance. We now examine siiie challenges involved

and the opportunities that can be exploited to perform theses.

2.1.1 Simultaneous Exploitation of the Internet

The Postmanet can be very valuable in absence of any tnaalitt@nnectivity. With the
aid of an LLLB connection such as a phone modem, however, dsénfanet becomes
even more powerful and interesting. However, the appbeatshould not have to worry
about which of the Postmanet channels (LLLB or HLHB) to use teetrthe users’
needs; when data arrives at a Postmanet receiver via thal gystem, for example,
the receiver should send an acknowledgement back to thesewer the Internet. This
may further cause the sender to discard a local data copyrimathave been saved for
potential retransmission. More generally, the senderegyshay choose between the
LLLB Internet and the HLHB Postal network based on factohsas the amount of data
to be sent and the desired arrival time. Indeed, the systeyrch@ose to use the LLLB

and HLHB channels in parallel. Portions of a large data dbjeay start to incrementally
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arrive at the receiver over the Internet, while the comptdtgect arrives later over the
postal network. At the application level, multiple verssamf a data item may be prepared:
for example, a low resolution version is shipped over the BUbternet, while a high
resolution version is shipped simultaneously via the HLH&®I network. Multiple
versions of the data may “race” against each other as theyrgss in the two different
“networks,” so we can trade off metrics such as quality,deye and availability. If the
Internet is “max’ed out,” the system needs to carefully ptize what is sent through
the Internet connection. One way of looking at this problento view the Internet
connection as a “cache” of the Postmanet connection: thadois a faster (latency-
wise), smaller (bandwidth and capacity-wise), and sonegimore expensive alternative
that provides comparable functionalities. The questidrois to use this scarce resource

in an appropriate way.

2.1.2 Liberal Exploitation of Excess Capacity

In addition to possibly sending redundant data simultaskoaver the Internet and the
Postmanet, we may also proactively replicate data in théenRowet. For example, as
multiple P-disks are sent between a sender-receiver paguooessive days, we may
liberally replicate outgoing data of earlier days on outgodevices sent on later days.
In cases where a single P-disk is delayed or lost due to adsidle the postal system,
the replicated data on subsequently arriving devices tsgjuay away, so we can avoid
unnecessary long end-to-end retransmission delays. Tpw@toity to liberally “waste”

plentiful resources (storage capacity) to optimize for edifficult metrics (lower latency

or better reliability) needs to be carefully managed howeve
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One possible factor that may constrain the liberal copyirdpta onto a P-disk at the
sender is available time. If the P-disks being used can bienrio incrementally, we
may not need to wait till shortly before the arrival of the poan to begin writing to the
device in a long burst — continuous background copying chale occurred throughout
the day. At the application level, if a later sending everdwtl supersede earlier ones
(because, for example, only the freshest version of an epdatject needs to be sent),
the system would take care of excluding from the P-disk aiealata that is sent earlier.
Also, the “wasting” of storage capacity has to be done iigfetitly. Once a data item has
reached its destination, the still in-transit copies ofda¢a should be discarded and the

reclaimed space reused.

2.1.3 Handling Datagram Limitations

The limitations of postal system datagram delivery are elaated by our aggressive
exploitation of the Internet and the excess capacity. As{fstems level, for example, due
to proactive replication or premature retransmission leysiender, either across multiple
P-disks, or across the Internet and the postal system, teévez may need to discard
the duplicates. Multiple P-disks may have been deliverethbypostal system out-of-

order; and data delivered by the postal system and by thenkttmay arrive out-of-order.

Similar issues may occur at the application level also. kangle, even in absence of
duplicates or out-of-order delivery, the receiver apgi@mamay discover that some of the
newly arriving data is no longer needed due to applicatjgeesic reasons. In all these
cases, the system must exercise care not to unnecessgylyrcase obsolete data. This

is especially relevant due to our general approach of liehaasting” storage capacity
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in an effort to optimize for other metrics—this “wastage’&ds to be checked by cleverly

combining application-specific intelligence with Postregstransport-level algorithms.

2.1.4 Security and Other Issues

Security is another issue that the Postmanet must deal With.receiver may desire to
ensure that (1) the incoming P-disk is from a sender whomutiling to receive data
from; (2) the sender identity is not forged; (3) the data hatsbeen tampered with; and
(4) data that should have been private is not disclosed teselawppers. The sender may
need to compute fingerprints and/or encrypt data on outgéidigks. A P-router should
be able to authenticate a shoot-down request as beingredgi

In addition to resolving transport-level issues, we alsecht® provide easy-to-use
APIs. Programming models similar to existing asynchronoosimunication models
[64] and the programming languages built on top of them [18} e desirable. Under
these models, handler codes associated with messagegachrasnously executed upon
arrival of the messages to incorporate the newly arrivirtg @do ongoing computations.
Applications can be granted direct access to the data c&udta@in the P-disk to make data
copying out of the mobile storage device potentially unseaey. For read-only P-disk
media, copy-on-write techniques may be necessary.

Many of the issues described above, such as retransmissod]ing out-of-order
delivery, suppressing duplicates, and minimizing dataesyfipear a resemblance to those
that one must deal with in traditional communication netgorIn the context of the
Postmanet, however, not only are these problems furtheplcated by our aggressive
exploitation of the Internet and the excess capacity, it3e the case that the boundary

between storage and networks is blurred. The latency andrtteeint of data involved
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in a “packet” (i.e., a P-disk) can be many orders of magnitgceater than those of
a traditional network packet. This makes the problem as naudistributed storage

problem as a networking problem.

2.2 Applications That Can Benefit From Postmanet

We now consider possible applications that can benefit frafizing the Postmanet
network. The following example applications share at léastcommon themes: (1)
their bandwidth demands can far exceed those that can beymagaréditional wide-area
network; and (2) these applications can benefit fronmsthmultaneougxploitation of the
HLHB Postmanet and the LLLB Internet.

e Distance learning.In addition to multimedia teaching material that is beingseéim-
inated by teacher sites to students over the HLHB Postm#restudents may submit
content such as digitized homework for grading over the rRaset, and the resulting
teacher feedback may be sent back over the Postmanet agafieSnetwork messages
such as teachers’ synchronous commands controlling thimea playing of teaching
material at students’ sites may be transmitted over the LLhiBrnet. We discuss one
such distance learning application, called “The DigitaldytHall,” in detail in chapter 3.
e Email with large attachment$:or example, one may be able to send large home movie
files via email. This application may take advantage of theRInternet by sending the
small message body over it, while the large attachmentsltower the HLHB Postmanet.
(Certain extra Ul features are needed to deal with the deeduwgtival.)

e Web pointing to or embedded with large data objecibese large data objects may
include audio, video, programs, and models. To avoid the méelient-side browser

modification, one can employ a Postmanet-aware clientysidey. Small data items,
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such as top-level html pages, can be retrieved over the LLitBrhet (to ensure their
freshness). Large data objects that are pulled or pushedre/elLHB Postmanet can be
placed in a client-side cache. The client-side proxy may @adr the LLLB Internet to
check the freshness of the cached data. There are two pitiesilbor the server side: the
content publisher is either Postmanet-aware or not. A Parsttraware content publisher
program may respond to client “subscription” requests Ingsey them large data items
over the Postmanet. For a content publisher site that is osthiRnet-aware, a possible
way for its large data items to reach poorly-connected tdiexwvia a well-connected third
party thatis Postmanet-aware: this third party would retrieve larga d@ms from the
original content publisher over a conventional network agphckage them to send to
poorly-connected subscribing clients over the Postmanet.

¢ Remote file system mirroring for sharing and/or backuparge amounts of newly
written file data can be transmitted to a remote mirror siterdie HLHB Postmanet.
Users at this remote mirror site who desire to read up-te-datsions of the files may
use the LLLB Internet to check freshness of the mirror. Atbe, P-disks sent over the
HLHB Postmanet, if not the rewritable kind that are immeeliaerased and reused, can
be safely stored in a vault and act as an additioinal arctatal copy, providing additional
data reliability or reducing the number of hard disks thatrageded to guarantee a certain
degree of reliability.

e Peer-to-peer file sharingLarge media files are excellent candidates for transmission
over the HLHB Postmanet. The small messages generated éyréond file searches
or background announcements of sites’ contents can sélthes LLLB Internet. Note
that the use of the Postmanet is orthogonal to the choiceeaibrall file sharing system
architecture, which can be based on either centralizeddattaervers or entirely decen-

tralized alternatives. Copyright protection concerns caratidressed by incorporating
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Digital Rights Management (DRM) techniques [2] and the Pos&hahould be neutral
to such concerns, just as a traditional network is.

¢ Video “almost on-demand.’A shortcoming of the existing online DVD movie rental
businesses is the multi-day latency elapsed between tleeatimmquest is submitted over
the Internet and the time the desired movie arrives via thegbsystem. In an al-
ternative model, subject to customer permission, the reot@pany could proactively
push encrypted movies to participating customers with@aaessarily having received
explicit requests. These may include recommended movigsdban customers’ rental
history, popular movies, and new releases. At the curraetahstorage density and
price improvement, it would be very reasonable to assumé-teudbyte hard disks filled
with hundreds or even thousands of movies being employethéyHt HB Postmanet.
Large encrypted libraries of movies can accumulate on @patiing customers’ local
storage devices. To view a movie, a customer would purchadecgyption key on-
demand from the rental company over the LLLB Internet anah gaicess to a locally
stored and encrypted selection instantaneously. Agairerging DRM technologies
such as Microsoft's Palladium [2] should be able to preverauthorized dissemination
of decrypted content or other usage that is outside a cdntrgor example, such a
DRM contract may restrict the number of times that a movie aaplayed for a certain
payment.

e Publish/subscribe systems for other types of contfiite above video “almost on-
demand” application can be generalized to disseminate roter types of content in
a generic publish/subscribe system. The types of contegtincdude music, TV and
radio programs, newspapers, magazines and store catadysricher presentation),
software releases and updates, and public lectures givenvarsities. The possibilities

enabled by an inexpensive communication channel with okt infinite bandwidth
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can be vast. While it is possible to develop and maintain idd&l solutions for different
types of content, the presence ajenericPostmanet infrastructure that is available to all
applications makes the approach more attractive.

In the above discussion of example applications, we havelsa& we can exploit the
simultaneous use of the HLHB Postmanet and the LLLB Interfieé availability of an
LLLB Internet, however, is not absolutely necessary for filmectioning of the HLHB
Postmanet. For example, a user may receive a large digitallogaof Amazon.com
via the Postmanet, browse the catalog and place purchasesdwaff-line,” and send
back the orders via the Postmanet (instead of via an Intemmtection, had it been
available). This arrangement is especially useful for ggasuch as isolated remote
regions in developing countries where even dialup conoestare not always available.
(Yes, even the economically disadvantaged have purchasivgr, and it is often useful
being able to transact with sources outside of their confireghborhoods that may offer
limited choices and/or artificially inflated prices[51].)

Although we have called the postal link a “high latency” chalh we note, once
again, that by exploiting the plentiful storage capacitgd dandwidth of the Postmanet,
it can be possible to mask its high latency. The video “alnbostiemand” example is
particularly illustrative: by liberally disseminating et@nt that may never be actually
used by users who receive it, a publisher who uses the HLHBraiacan, perhaps
ironically, create the illusion of instantaneous on-dechaccess for content thetused.
This theme of deliberately “wasting” plentiful resourcesoptimize for scarce resources

will be revisited in other aspects of the functioning of trestnanet.
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Chapter 3

The Digital StudyHall

The Digital StudyHall is a substantial example applicatbdrthe Postmanet system. It
is a distance learning system that aims to “connect” ressstarved “spoke” schools in

rural India to resource-rich “hub” schools in urban envirants, so that the poor rural
schools can benefit from the better human, content, and melihgy resources available
in the better equipped counterparts in cities (Figure Aatabase located in a good hub
school at the center collects digital content such as réogsaf live classes taught by the
best teachers, coursewares and course materials. Theseatsadre transmitted to the
surrounding rural schools, where the students and teaatigze them to improve their

learning. The rural schools may submit locally created negte(such as student projects
and recordings of their own lessons recorded for monitoaind feedback purposes) to
the hub database. And the hub school may send out furthdsdekdAs all these schools
are benefiting from the same high-quality digital “diet,rdwpe is that this continuous
digital dialog would narrow the urban/rural, private/pabkich/poor school gaps. The
pervasive, cheap, high-bandwidth connectivity providgdHg Postmanet is unmatched

by any other connectivity option available today or in theekeeable future in rural India.
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Student
projects

Content
Database

Figure 3.1: The hub-and-spoke model. An digital databaseanirurban school is “networked” with a
number of village counterparts to improve rural education.

3.1 A Network of Hubs and Spokes

Over time, we would like to scale up the system to bring in madltages, more schools,
and more children. Our approach to our scale-up goals is itd Bunetwork of hubs

and spokes (Figure 3.2). A hub is typically located in a ceotéeaching excellence in
an urban area; and its purpose is to “radiate” locally raliecantent and methodology
into the slum and village schools in its neighborhood. Thétiple hubs are themselves
networked with each other. In addition to the postal linkdjke the village schools, the
hub schools typically also have access to broadband cawibgclthough the available

broadband bandwidth is still much smaller than that is nexgLif one were to attempt to
directly transmit the multimedia content on the broadbamahections. Out of this set
of initially disjoint hub databases, we would like to joinetihh together into a coherent

distributed database, not unlike some of the existing pegeer file sharing systems
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Figure 3.2: A network of hubs and spokes. Each of the netwlazketers of excellence in urban settings
“radiate” content and methodology into their neighborhowitlage and slum schools.

such as Gnutella [19]. Of course, the added challenge in asg s that our system is
built on top of two different types of underlying connectywiechnologies.

This model of a network of hubs and spokes is appealing fraptints of view of
networking, systems, and non-technical consideratiomst, Rt the lowest level, from
the networking perspective, each of the hubs acts as a Postaiata distribution center
(P-center), a role that is analogous to the routers andls@stn a conventional network.
They constitute parts of a scalable routing infrastructheg allows an end node in a
village or a slum school to effectively communicate with thst of the Postmanet nodes.
Each end node sends to and receives from only the hub thabsestito it. A hub
de-multiplexes data from incoming P-disks and re-mulkpgthem onto outgoing P-
disks, destined for other hubs, which, in turn, forward daatto the spoke nodes attached
directly to them. Just as the wires and the switches in a ctiorel interconnected

network (or Internet) that shoulder traffic between manyspis pairs of end hosts, the
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P-disks and the P-centers become shared resources, so waizaithe number of P-
disks that need to be handled by any site, within the comttraf end-to-end latency and
P-center load requirements.

Second, from the point of view of a peer-to-peer file sharygesn, the model of a
network of hubs and spokes is appealing, as it provides & kdegree of flexibility in
terms of addressing questions such as where data is physt@ied, how many copies
are kept, from which site to get the data from if one does ne¢ itdocally. The resolution
of such questions is vastly simplified due to the presenckeeofdecond link,” the LLLB
broadband link among the hubs.

Third, from the point of view of education content produatend sharing, the model
of a network of hubs and spokes allows us to strike a propanialbetween the need of
locally relevant content and a powerful “network effect’gasd content and practice can
become widely shared. The need of ensuring local relevangarticularly important in
India, as each region has its own unique local language, lamasaall the government
public schools conduct almost all their instructions udimg local dialect. On the other
hand, mastery of English is a particularly sought-aftefl figcause it can open many
more doors in terms of employment opportunities. In genaaajjood command of
English is an empowering tool in India. But there is an acutetsige of village teachers
who can speak any English at all. This is an example of a sutfjat can benefit from
the wide spread of good content and pedagogy made possildadyysharing across a
network of many hubs.

Fourth, the model of a network of hubs and spokes is also #ipgdeom the point
of view of fruitful collaboration between the Digital Studall (DSH) project and the
various non-government educational organizations (NGO¥ have had enthusiastic

responses from virtually every educational organizatia tve have discussed with. The
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decentralized arrangement of a network of hubs and spokpsweens the existing NGOs
to amplify their reach and voice. DSH does what it does bestriging the plumbing of
an effective communication infrastructure; and the NGOsvtat they do best: working
with total freedom on educational content, pedagogy, amdneonicating with people;
so DSH and the NGOs are helping out each other in a very swtiergelationship.
The NGOs are enthusiastic in joining the DSH network and n@ki successful, not
necessarily because they want to make DSH per se succdsgfblecause it magnifies
their ability of doing what they have always wanted to do:cieag more students than
they could have otherwise, with both their own voices andtst practices they get from
colleagues elsewhere.

Even at this early stage of the Digital StudyHall developtmesme are already actively
working on establishing multiple hubs, beyond our first ptaob in Lucknow. The
impetus is that we would like to involve the parallel effomiscontent production and
pedagogy research by other NGOs as early as possible. By dhef ¢nis year (2006),
we aim to establish at least five hubs (shown in Figure 3.2xkhaw, Calcutta, Pune,
Bangalore, and Punjab. Each of these hubs specializes ifeeediflocal language: Hindi
in Lucknow, Bengali in Calcutta, Marathi in Pune, Kannada in ¢ggdare, and Punjabi
in Punjab. We collaborate with existing NGOs in each of thesses, and they are at
various different stages of development at the time of thisivg (May of 2006), with
the Calcutta hub having made the most progress at this tingdeubur pilot hub in

Lucknow.
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Figure 3.3: The “Learning eBay.” The network of hubs preseatcoherent logical view of a single
repository that allows people to collaborate across thenmek.

3.2 The Learning eBay

While the network of hubs and spokes constitutespimgsicalstructure of a distributed
databaselpgically, in the longer run, we would like to develop it into a coheregos-
itory as well as a meeting place of learners and teachingd atabss time and space
(Figure 3.3). Volunteers (who may choose to work for freej professionals (who may
“teach” on the system for a fee) “plug”’ themselves into thstem to play various roles.
Some may develop teaching materials and make them avadaltiee site. Some may
use other people’s materials and conduct teaching ses$Sonse may grade homework
assignments that students have submitted to the site; duedresults are available for
students to download. Some may conduct virtual “office hdBsidents and staff with
limited experience or resources may tap into this online teitenrich or start their local

schools. It is also a way for teachers to get trained.
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We dub this site a “Learning eB4&y in the sense that this is a virtual meeting place

and a “market place” that aggregates and matches “sup@ies™demands,” supplies
and demands for educational resources and services. Suiehveosild allow teaching
professionals and volunteers to make flexible time and imcatommitments: for ex-
ample, a volunteer can decide to spend perhaps only foustoweek grading some
homework, potentially from his home overseas. This arraregg may allow us to
address the difficult issue of attracting and retaining wrlined and qualified teach-
ing staff in remote regions. It may also allow us to build ameation system that is
analogous to an “open source” model, in which legions of esintlevelopers all over
the world constantly pool their contributions towards agincoherent repository that
is accessible to all. It may also allow parts of the operatioha traditional school to
be operated based on an “outsourcing” model: for examplmeamrk grading from
villages can be standardized and “outsourced” to a cendcliemote location (at Study
Hall in Lucknow, for example). Such an outsourcing model radgiress staff shortage in

remote areas, ensure uniform and high standards of theuwsagzboperations, increase

specialization and efficiency.

3.3 The Content Database Interfaces

Having painted the broad strokes of how the “big picture” loé¢ Digital StudyHall
network functions, we now turn to the specifics of the usesrfates faced by operators
at the hubs and at the spoke schools. (We will refer to theeedtiub interface” and the

“village interface.”) In this section, we discuss only somterface issues and the user

Lwhile eBay is synonymous with online auctions for the purpafsaaking money, we use the word to
describe a meeting point for demand and supply for educatimntent and services. We expect most of
the content on the site to be provided for free.
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experiences, and we leave the implementation issues éor ks far as the interfaces are
concerned, we hope to convey two themes: (1) the interfagesiaple to use; and (2)

they attempt to present a view of the database that is asromdond coherent as possible,
regardless from where and with what connectivity technplagiser attempts to access

the database.

3.3.1 Operation Overview

It is useful to consider the following three dimensions. {Iho is the operator? We
distinguish between a “hub operator” and a “village opara hub operator has more
complex responsibilities than a village operator. (2) Whuatreectivity technology is the
operator using? An operator could be utiliziogalhost  (i.e., accessing a standalone
machine at the “console”), the Internet, or the PostmargtWhich site is the operator
attempting to communicate to? The answer could be a hubs#es/tlage site. (In the
ideal case in the long run, an operator perhaps should notmvaware of the concept of a
“site,” and this question may become meaningless in theduia the current incarnation
of our system, however, the operator does need to be awardioh\site he or she is
explicitly attempting to influence.)

All the operator actions are carried out through a web brovnserface. A hub opera-
tor is greeted with the entrance page shown in Figure 3.4gwahiillage operator sees the
front page shown in Figure 3.5. The entrance points to theeatatess interfaces under the
“Data” and “Search” categories are substantially simitethie two interfaces. In terms of
the three dimensions of the types of operations, the foligyaossible combinations are
the most frequently used. (1) A hub operator sits at a hub maawonsole, and changes

the content of the hub database. (2) A hub operator sits ahateesite, and changes the
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(Lucknow Headquarters Operations)

(You are currently logzed on as the user named: madanteosi.)

Data: Search:

A<—|0 add content to the repository (english 0@}]

* browse the content repostory

¢ kev word search
¢ search by author

C + list the most recently added content * advanced search
Regquesis: Discs:
+ manage requests of data for one village * generate outgoing disc images
+ add all objects to the request queue + manage and burn outgoing disc images
+ delete all requests |¢ process a stack of mcommg discs)

# erase a stack o
Administration: + (test process incoming data on Jocal disk)

& clear temporary storage space
* Manage accounts
+ edit the confisuration file

€ 2005 The Digital StudyHall

Figure 3.4: The hub operator entrance page.



CHAPTER 3. THE DIGITAL STUDYHALL 44

(Village School Operations 3l J9gm Sisan)

(English-Only Page)
Data w3 : Search &ier:
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| =g Fior § 78 Fuitag FF (english only e search by author =341 &9 D
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FET F =T 3E
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g T8 TS 3
s prepare data for an outgoing disc
Requests 77 Tt 3 § T uE asEn %
& burn an cutooing disc I
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& browse the content T want submitted
I R e 1 8 o Ll

Administration TFE

s clear temporary storage space
IR T T F

s clear all repository data
FET T FE

82005 The Digital StudyHall

Figure 3.5: The village operator entrance page.
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content of the hub database via an Internet connection. (Q)Aoperator sits at a hub
machine console, and initiates communication with a vélade via the Postmanet. (4)
A hub operator sits at a hub machine console, and initiatesramication with another

hub via the Postmanet. (5) A hub operator sits at a remotecsitenects to the hub site
via the Internet, and initiates communication with a viagite via the Postmanet. (6) A
hub operator sits at a remote site, connects to the hub sitdheilnternet, and initiates
communication with another hub site via the Postmanet. (VillAge operator sits at a
village machine console, and changes the content of tregeillatabase. (8) A village
operator sits at a village machine console, and initiate@snsonication with a hub via

the Postmanet. In the rest of this section, we use the examopddion of “Fig 3.4-A" to

denote an item that is labeled with the letter A in Figure 3.4.

3.3.2 Data Access

The links labeled as Fig 3.4-A and Fig 3.5-B point to almoshitical pages that allow hub
operators and village operators to upload content into #taldse. In the case of a hub
operator, accessing the interface either throlagllhost  or an Internet connection,
the uploaded data is immediately visible in the hub datab&is¢he case of a village
operator, the uploaded data becomes visible in a hub ogeiltaiew” only later, after
incurring some Postmanet delay. Much detail of the contpidaded, in the form of
metadata, can be optionally specified at the time of the aplohich may aid subsequent
searches of the database.

The links labeled as Fig 3.4-C and Fig 3.5-D lead to pagesal@at operators to
view the content in the database. Via the substantiallylamaersions of the browse, list,

and search pages, a hub operator eventually reaches aftclistieg page, such as the
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332 objects satisfy the search criteria.
displaying matches 11 - 20.

[ next matches: 21- 30 J

08/04/06

[Prema Class 8 : Florence Nighﬁngale]—b E @ B

The students listed out the various people who help us, and then leamt about the work of Nurses and how they
help us. They also leamnt about Florence Nightingale'.

lecture: English, 232ME. 0:30, for class: 8, alias: AgNurss, uploaded by: luckrnow.

08/04/06

Prerna Class 6 : Time J

The students leamnt about the importance of time_etc
lecture: English, 209MB, 0:30, for class: 6, alias: BbTime, uploaded by: lucknow.

Ms Barila Bisht

Monica's notebook

Monica at Kannar wrote these notes when reviewing the lessons based on the recordings.
course materials: English, 18MB, alias: MonicaNotes, uploaded by: mardor.

Scripts for the Prerna plays E.j

Include Abu Al and hus donkey. King Akbar and the lost nng, Save the trees. The enommous tumip, and The
gingerbread man.

cowrse materials: English .., SMB, alias: PlayScripts, uploaded by: mordor.

Figure 3.6: A hub content list page.
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[Prerna Class 8 : Florence Nighlinga]e]—» F B

The students listed out the vanous people who help us, and then leamt about the work of Nurses and how they
help us. They also leamt about Florence Nightingale'.

lecture: English, 232MB, 0:30, for class: 8, alias: AgNurse, uploaded by: lucknow.

08/04/06

|
a

Prerna Class 6 : Time

The students leamt about the importance of time_etc
lecture: English, 209MBE. 0:30, for class: 6, alias: BbTime, uploaded by: luckmow.

Ms Barila Bisht

[Mon.ica's notebook]—> G

Monica at Kannar wrote these notes when reviewing the lessons based on the recordings.
course materials: English, 18MBE, altas: MonicaNotes, uploaded by: mordor.

H—De

06/04/06

Scripts for the Prerna plays

Include Abu Ali and his donkey. King Akbar and the lost ring, Save the trees, The enormous tumip, and The
gingerbread man.

Figure 3.7: A village content list page.
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one shown in Figure 3.6, and a village operator eventuadighies a content listing page,
such as the one shown in Figure 3.7. A data link such as theatwe¢eld as Fig 3.6-E or
Fig 3.7-F leads to directly playable content.

These content listing pages are the first places where weosee subtle differences
depending on who the operator is and where the operatorasddcAs an example, note
the “Monica’s notebook” data link, Fig 3.7-G, is disabledavillage content listing page.
In contrast, all the data links, on a hub content listing pageh as the one in Figure 3.6,
are always active. This is because the village school ecgripimas only limited storage,
so it behaves like a cache, where some data items could beaxqnigs hub site, on the
other hand, always has all the data. We will discuss laterthese “missing links” can be
“filled in” as the village and hub sites communicate with eatter, principally through
the Postmanet. When an operator clicks a data link on a hulerolnting page, he or
she is also greeted with a window whose access is more ordssgted depending on
whether the operator is accessing the hub database rena@tely Internet link or locally
at the console.

These data access operations are the most frequently usedsacThey are easy
to use, and, despite some subtle differences, deliver aaltaly similar experience

regardless the location or the type of the network used byppleeator.

3.3.3 Data Requests

We support both pull and push requests. A village operatorigsue pull requests of
the desired data that is missing from the village view of tatablase. For example, as
mentioned above, Fig 3.7-G represents a missing data lihk.village operator simply

clicks the arrowed document icon (Fig 3.7-H) to record a pedjuest. At the end of
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the day, the village operator clicks the two links in the “&%section of the front page
(Fig 3.5-1), which automatically generate the P-disks idest for the nearest hub.

Similarly, a hub operator can issue push requests of datanddgo either villages
or other hubs. For example, a hub operator, via eitbealhost or an Internet
connection, reaches a hub site. After specifying which rosite he/she desires to push
data to, he/she may click a request icon (labeled as Fig)3®+&cord a push request.
At the end of the day, a hub operator clicks the top two link¢him “Discs” section of
the hub front page (Fig 3.4-K), which automatically genetae P-disks destined for the
intended receiver sites.

In our current system, a village site’s view of the databasentirely determined by
the hub database it is attached to. A village database ddeontain all the data of its
hub; and the “missing links” can be filled by either pull fronetvillage or push from the
hub. (A village and the hub it is attached to observe the lisicin property,” to borrow a
caching jargon.) At the present, the hubs have independans\of their own databases.
They exchange data with each other via mutual pull or pusther@ is no inclusion
property for the hub relationships.) The combined effethsfindependence and sharing
is that it allows the various NGOs running the hubs to retaimglete freedom of their
own databases without fear of unintended or uncontrollegggation or replication. In
the next generation system that we are building, there witighhter coordination among

the hubs.

3.3.4 Receiving Incoming P-disks

When a village operator receives an incoming P-disk, he/steris the P-disk into a

DVD drive. As part of a DVD autorun program, a simple dialogcmps up on the
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http server _:

http client phttp client
() (b)

Figure 3.8: The use of a “DVD robot” as a part of a hub server.) fa conventional web server and its
clients. (b) APHTTP server and its clients. (c) A DVD robaittis a key part of automating a PHTTP web
server operations.

screen and asks the operator to press any key to confirm tire tieproceed. After a
key is struck, the operator is asked to wait, while the sygpeotesses and integrates
incoming data. When the process finishes, a village operhtarld see his/her view of
the database refreshed. The database now should contaithdahad been requested
in earlier pull requests from the village and/or push retpiem the hub. As we have
discussed earlier, this process is designed to involvermahmanual intervention by the
village operator.

The hub procedure for processing incoming P-disks is soratdifierent, due to the
fact that a hub serves multiple village spokes. When a hubatgereceives incoming
P-disks, he/she collects them in a stack, which is then glacan input bin of a “DVD
robot” (Figure 3.8). The discs from the village spokes aodffellow hubs can be freely
mixed in the stack. The operator activates the robot by icigckhe link Fig 3.4-L. The
robot, in conjunction with the hub server, processes eadisPand drops them in a stack
in the output bin. During this process, there is no need ofag@rator intervention, and
the process could run unsupervised overnight. When the wpemaives at the console
the next morning, he/she would be greeted by an updated habadse view that includes

data submitted by its spoke villages and fellow hubs. Otletrol information is also
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integrated from the incoming P-disks into the hub datab&se;\examples include the
merging of the pull requests sent via the P-disks and the palests belonging to the
same user on the hub machine, and system logs from the vith@ghines. If the hub
operator is satisfied that all the operations have termihgiecessfully, he/she may press
the erase link (Fig 3.4-M), which instructs the robot to tstiae bulk erasure operation on

the stack of the DVDs that have just been processed.

3.4 Content Production and Pedagogy

Obviously, building an effective distance learning systequires a lot more than making
available a distributed database. Although the focus efttiesis is technical, we would
like to briefly address the educational (or non-technicapeats that are equally (if not
more) critical to the success of the Digital StudyHall syste its goal of spreading
high-quality education to resource-starved rural Indias Important to understand that
the technical plumbing addressed in this thesis servesanotglace humans, but to
amplify the reach and power of the limited human resourcaswie do have. A natural
extension of the “whole systems” approach of the Digitaldgtdall system is that it
is foremost a “system” of people. The non-technical aspalsts help us understand
why traditional approaches, such as broadcast TV or datdlV, are ill-suited for the
educational purposes we seek.

Aware of the systemic difficulties one would face when atténgpto build a system
that aims to bridge the vast education gaps faced by schoolschildren of vastly
different backgrounds, after several iterations of expentations, we have developed
a set of methodologies based on the understanding that @r todsuccessfully exploit

our technology platform, we must pay special attention &ftlowing issues.



CHAPTER 3. THE DIGITAL STUDYHALL 52

e Contextually meaningful and coherent conteWe recruit the best teachers from the
resource-rich middle-class schools to teach speciallyestalasses in front of an audi-
ence consisting of kids from neighboring slums. This is eooically feasible because
this is a one-time effort and the recorded content is to bea@@t many other locales.
This approach allows us to combine the best of the “good” awd pchool environments:
highly-skilled teachers in front of an audience whose bawlid is similar to that of the
rural audience. These staged lessons are systematic sequigsigned based on the
U.P. state board textbooks, and the teachers use the ajpeagymbination of Hindi and
English for their classes. We also recruit advanced midtiies students in hub schools
to participate in content production. These students atewsesed in the local language
and culture and the resulting content ends up being higléyaat for the local context.

¢ Active mediation by local teacher®bviously, playing the recorded videos alone in
front of the village children, by itself, is not sufficientas effective teaching vehicle. We
require and train the local teachers (in the village and slahools) to proactively engage
their students while playing the pre-recorded videos. Kamgle, when questions are
asked, when board exercises are done, when role-playinggyeehen poems are recited,
or when songs are sung on the video, the local teachers waulskghe video and get
their students to perform similar activities, so the claasching the video is as dynamic
and as interactive. In a sense, the video and the local teémime a team: the video
provides a framework, an agenda, and a content and mettgydamlodel; while the local
teacher supplies the crucial interactive component.

e Continuous training, monitoring, and support for local teéacs. The local teacher
training occurs in at least two ways. First, the best teachethe headquarters school
provide in-person demonstrations to the local teachersosntb actively engage their

students when using the video content. Second, the locahees study the videos on
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their own to improve their mastery of both the subject matterd the methodology in
the specific contexts of each lesson. Unlike conventiorahittg workshops that last
only for a short period of time and can be too abstract, thd &irtraining a local teacher
receives from the supplied videos is ongoing, continuouasd, faghly specific. As the
local teachers gain know-how and confidence, they may chioasse less help from the
videos during live classes and improvise more. Graduatiegéachers in this way, in
some sense, can have a bigger impact than graduating studi@ethub staff periodically
visits the village schools to provide in-person feedbaal. the local teachers who have
gained a large degree of independence, we provide addisopplementary materials
(such as complementary digital stories) to allow them tousmenore effective.

Itis useful to compare the Digital StudyHall against séelbased approaches. Satellite-
based approaches are expensive and they require a greaff deglport infrastructure.
Satellites are a good broadcast medium: a small number eivagestreams consumed
by a vast number of content consumers. But broadcast modelgcar ways of de-
livering carefully crafted local content that is tailor-defor small regional audiences,
and allowing two-way exchanges. Satellites can also be tesedpport non-broadcast
or even two-way communication. If we do that, however, wesfacsevere bandwidth
problem: each of a large number of communication channdysgmts a small fraction of
the aggregate bandwidth. The bandwidth limitation is eiglgcserious on the uplinks.
One important advantage of the Digital StudyHall is thatldvas high-bandwidth, any-
to-any, point-to-point communication, which in turn eregbla high degree of content

customization and rich two-way exchanges.
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@ (b)

Figure 3.9: Testbed schools using the prototype. (a) In tlerd school, a school for girls from Lucknow
slums. (b) In the Kannar village school. (c) and (d) In the Matbosi village school.

3.5 Status

A live deployment of a prototype has been in use by studeatsirgg in July of 2005.
In the space of about eight months, a database at the Luckobwh&s accumulated
about 70GB of content. This includes more than 170 highiguslPEG4 recordings of
lessons staged by the best teachers at the hub school. Thmdemincludes Hindi sci-
ence courseware, digital stories, recordings of dramapegnces designed for various
educational purposes, and training materials for locathess, all of which have been
produced by students and staff at the Lucknow hub schoolhé&sigh-quality content
is quickly and cheaply generated, it is being continuousigh@d out to two test village
schools and a slum school (Figure 3.9). At the time of thidimgi we are working

with other educational NGOs and beginning to set up additibnbs in Calcutta, Pune,
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Bangalore, and Punjab. Preliminary results appear progjisind the system seems to
be playing an effective but subtle role of blurring classeténces in a highly stratified
society. We hope to eventually scale up the system to covar greater number of
villages and children, contributing toward the Millenniubevelopment Goal [63] of

universal primary education.
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Chapter 4

PHTTP: A Browser-Based Substrate

In the previous chapter, we have discussed the interfadeeddigital StudyHall content
repository, operating on top of a combination of the postéds and broadband Internet
links. From this discussion, one may recognize that thetytif such a distributed
content repository is useful for applications beyond thenediate application of the
Digital StudyHall; so the systems support and benefits traskould generalize from
this exercise should be greater than those of the mere weriager. In this chapter, we
discuss how a general purpose PHTTP layer mandgescode anddevicesn support

of browser-based Postmanet applications.

4.1 Overview

A distributed repository that is programmatically accekesby the postal system (Fig-
ure 4.1(a)) provides an abstraction that is akin to that ofstiduted file system (Fig-
ure 4.1(b)): it makes a single name space available “evegysyhincluding those places

that lack conventional networking access, and allows resite, navigation, search and
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©

Figure 4.1: The synergy of a postal system-based “netwonkd @ content repository. (a) A content
repository that is accessible by both the conventionalrireeand the postal system, where the postal
system connects the Digital StudyHall villages to the hytms#ory. (b) Viewing the postal system-
accessible repository as a common “storage system” thasitdls can read from and write to. (c) Viewing

the postal system-accessible repository as a “network migmory.”
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other primitives to be performed on this name space. Thissfildem analogy means
that the repository is a sufficiently general abstractiat ttan be used to support other
applications. While this view is a file or storage system agylan alternative point of
view of the synergy between the repository and the postaésyss a network analogy
(Figure 4.1(c)): any communication between any pair of sadérouted” through “the
repository,” which keeps a copy of the content that is bexghanged. In other words,
this is a “network with memory.” This is particularly appiegy for applications such as
the Digital StudyHall because it allows numerous conteasesopportunities.

The importance of including the repository in a PostmanetidRven better under-
stood if we consider the difference between the Postmartesanding cassettes in the
postal system, which people have been doing for a long timeagsette in the postal
system is sent from one person to one other person; and onetaaally send a cassette
to the “entire world.” In the Postmanet, when a P-disk’'s eontis deposited in the
repository, which is accessible by the “entire network,’esigon literally has the power
to send something to the entire world. The power of a “netwadf&ct” is much more
pronounced than making point-to-point connections betwssople who already know
each other; it is about building eBay-like communities of gleovho otherwise would
not have connected with each other. So the repository playsportant role in realizing
the “network effect” of the Postmanet, and this is why theomory abstraction is a
crucial part of the systems support we provide.

So far, the discussion above has focusediata the issue of making a distributed
data repository accessible everywhere. We also need tavitbatode in order to make
the Postmanet applications work, it is not enough to maka elasily accessible; we also
need to put in a systematic mechanism to distribute codéesitmplest case in the con-

ventional world, a browser client enlists code on a remote sezver (such asgi-bin )
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to process data that is either local to the web server or dtdahy the browser client.
For other cases, a browser client downloads and installsgirpthat can both process
client data and communicate with the remote web server. theetase, these existing
solutions break down without a conventional Internet catioa. A Digital StudyHall
village spoke, which may only be linked to the outside worid the postal link, needs
to have the “correct” version of code in order for it to cothgdunction with respect to
the rest of the “network.” Furthermore, an entirely new Rastet application may be
distributed via the Postmanet along with its initial data toode for it to bootstrap itself.
What we need is a distribution mechanism in which data and etdays accompany
each other so a node always “knows” what to do with the datprifitiple, this approach
is not unlike previous “active networking” approaches, ethtransmit both data and code
on wires [1, 12, 44, 69]. Almost all existing active netwargiefforts to date, however,
have consciously avoided tackling persistent storageentiie network. The type and
granularity of codes being distributed in a Postmanet aaditatively different.

In the rest of this chapter, we discuss aspects of the PHTTtvae, shown in
Figure 4.2. The PHTTP layer consists of two major internatioies: the lower-level
transportlayer, and the higher levekpositorylayer. Applications, such as DSH and
Postmanet-based email, which desire the use of a distdlmligct repository managed
by the PHTTP system, are built on top of tlegpository interface Applications, such as
a Postmanet-based backup software, which manage its owarstiaie, are built on top
of the lower-leveltransport interface The transport module includeevice managers
that interact with hardware devices (such as DVD robots agdlar DVD writers) that
are responsible for reading/writing P-disks. We discussdhject repository API in

Section 4.2.1 and the transport level API in Section 4.2.2.tNen discuss the internals
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Figure 4.2: PHTTP: APIs and internal modules.

of the two modules: the transport level internals in Secighand the object repository

internals in Section 4.4.

4.2 The PHTTP APIs

4.2.1 The Object Repository API

The object repository provides an API that largely mirrdrs heeds of the DSH appli-
cation: much of what the hub and village human operators dmigled down to the
repository API by thin layers of the hub and village wrappefrshe DSH application.

Any user (from either the hub or the village side) may upldawse, and search for
objects in the repository. A hub user may specify which aigjéz push to which remote
Postmanet sites, which may be either village sites or felatv sites. A village user may
specify which objects to pull into its local view from the htiiat it is attached to. While

the DSH application currently uses almost all of what theos#pry API has to offer
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(with the exception of versioning features), a differenplagation may use only a subset
of this interface. For example, an email client built on téphe repository API may not
use the pull feature and rely entirely on server pushes.

Our experience with the DSH application has taught us mudutalwhat kind of
support a Postmanet object repository needs to providevé@iyenature of a Postmanet
application is such that it needs to manage (1) big objectd, (2) many objects. A
number of the object repository features are specificakbyghed to handle these require-
ments.

Due to the potentially large number of objects present indbject repository, we
need good ways of quickly finding data. The principal way ofesmsing the object
repository is searching on a “flat” name space. The overwimgimmajority of the ob-
jects in the repository, however, are large multimedia efisj¢such as video, audio, and
images), and the state of art of direct indexing of such dbjscnot yet satisfactory. So
what is needed is good metadata that accompanies all dattaddMa management is
an integral part of the object repository interface. Inderdtadata is part of the object
definition: each object has its metadata component. And rotithe object repository
interface specifically deals with metadata. For example,“tlpload” operation of the
object repository expects metadata to be a part of the aglinaents. We will use the
terms metadata and attributes interchangeably. The otgpository layer has its set of
“standard” attributes, such as upload time, size, and gata tAn application that runs
on top of the object repository may define its own additioti@laute sets, such as teacher
names, academic subject topics, applicable student aggkthatypes of devices that are
used to capture the content.

In addition to metadata, an additional mechanism for dgamth unwieldy large

media files is through the use of the “helper files.” These drefiies may serve various
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purposes. For example, instead of downloading hundredsegibytes of a data file
through a broadband connection only to find out that this ishmcontent one is looking
for, a fellow hub operator may quickly browse and examine esemall “excerpt files”

to help determine whether a data object in question is ofeste The object repository
manages these helper files uninterpreted; and it is up topplkcation built on top of

the object repository to interpret and use them in appbeoasipecific ways. The Digital
StudyHall application, for example, uses these helpertidetore thumbnail images (of
content and authors), extra teaching materials and irtgingcfor teachers.

These small files (metadata and helper files) contributestontéiterials being indexed
for searches. Generic key word searches are also providetiasf the object repository
interface so the different applications layered on top dbohawve to reinvent their own.
Application-specific searches (such as the “advanced lsefinks in Figure 3.4 and
Figure 3.5) are implemented by applications (DSH, in thiega

Our conscious effort of coupling large data items with seralhformative files is
also an integral part of the general Postmanet theme of gixigi@ual networks: getting
fresh, informative, and compact summary information gaesiid quickly on an LLLB
link, while the bulk data travels on an HLHB link. Even forestthat have no access
to an LLLB link today, these metadata and helper files aredilbedisseminated via P-
disks, even without explicit pull or push requests, to hekspnt a coherent view across
distributed Postmanet sites.

In addition to using search mechanisms to locate data, tfeciobepository also
allows an upper layer user to define its own hierarchical nrgmaee, which is “overlayed”
on top of the flat name space, in the sense that the “leaf nadekg hierarchical name
space are pointers to the “real” objects in the flat name spgatapplication constructed

on top of the object repository may use the hierarchical ngaee to implement features
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such as a topic-based hierarchy, which a human user may &éasWwse and navigate.
The DSH application currently selectively uses some of tketachata to automatically
construct a hierarchy so a user may browse the content tepobased on information

such as the site that has created the content, the type,@aocethtion time of the content.

4.2.2 The Active Transport API

As we have discussed in the overview section of this chagistributing datais only
half of the story; distributingodeis equally important for “disconnected” sites to operate
over the Postmanet. In our current design, we have made sialecf managing code
distribution at an API lower than the object repository ARdadissed in the previous
section—code transmission is done at the “active transpayer (Figure 4.2), some
of whose other responsibilities can probably best be suimpthras “TCP on top of
the postal system,” such as providing reliable transmmssio top of unreliable P-disks
instead of unreliable wires. Placing code distribution itower layer than the object
repository interface allows the repository itself to be application” utilizing the code
distribution mechanism to distribute, install, update tbpository layer code. Other
applications may choose not to use the object repositorgtblmeed to rely on the code
distribution mechanism to bootstrap themselves.

A P-disk arriving at a village may contain data and code bgilogn to multiple ap-
plications, each of which occupies its own location on a $kdi A known location
inside each application’s space contains the entrance pbia piece of application-
supplied “handler code.” When control is eventually transfe to each of these handlers,
a handler typically serves two purposes: first, it instadls pdates) the application-

specific code on the village machine; second, it copies data the incoming P-disk
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to the village machine in an application-specific manner.e (@fer to this handler as
aclient _copyin() call) The use of application-specific handlers to accoshpli
these tasks provides a great deal of flexibility to the appilbms. In principle, this
approach is similar to prior asynchronous communicatiogharisms such as Active
Messages [64] and the programming languages built on tofperht[10], in which
handler codes associated with messages are asynchrorexaslyted upon arrival of
the messages to incorporate the newly arriving data int@ioggcomputations. In all
these cases, one of the benefits of the application-supphedlers is that they can
integrate incoming data in an intelligent fashion that camidithe inefficiencies involved
in hardwired data copiers.

While the above discussion concerdgent _copyin() , the process of taking
messages out of the transport vehicle and integrating themapplications, we also need
the oppositelient _copyout() call, the process of taking messages that applications
desire to send, and placing them on transmission media, -thiskB. At the end of a
day, prior to a postman visit, the village operator clicksnk ko generate outgoing P-
disks. This user command is sent to the active transport,lajech seeks out and runs
a known entrance point function in each of the installed faset applications. The
responsibility of each of these application-spedafient _copyout() functionsisto
package up “messages” sent by each application througheuwtay to prepare them for
writing to the outgoing P-disks. Note that this “packagimigies not necessarily require
time-consuming data copying: for example, we may simply endata from application-
managed message buffers to a staging area reserved for Dati2gthat are to be burned.
Once theselient _copyout() functions terminate, the act of actually generating the
outgoing P-disks, which contain data from the multiple a@tlons, is completed by the

application-neutral transport layer.
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(In the above discussion, the use of application-specifie@curs across the active
transport API on the village side. Another occasion wheghéi-level application code is
employed in lower-level Postmanet support software ocaarsss the object repository
API: the village view of the object repository, behavingelia cache, which cannot hold
all data at once and must evict some objects, uses an apphicatpplied function to
calculate which objects to evict first. For example, the DSpligation supplies a
function to the object repository that calculates a “cachehiness score” for each object
based on information such as data size and when the villageehaived the data.)

The use of application-supplied handlers or code acrosdbAehdaries is an impor-
tant approach to defining Postmanet software APIs. It allelegively simple lower-level
softwares to accommodate sophisticated or unanticipaggtehlevel functionalities in
an environment, where the lower-level softwares on a “diseated” machine cannot be
easily updated in an ad hoc fashion.

The discussion above has focused on village side (or PHTi€Rtrbperations. Sim-
ilar handlers are at play in the hub side (or PHTTP serverjaimns. An application
built on top of the active transport layer is responsibledopplying a pair of handler
functions:server _copyin() andserver _copyout() . The former processes and
copies data from incoming P-disks into application spand;tae latter stages outgoing
data from application space into outgoing P-disk imagesarea

In summary, a Postmanet application running on top of thizeattansport layer is
therefore constructed in two pieces: one part runs on thelPHErver side, and the other
runs on the PHTTP client side. The server component contagsno entrance calls:
server _copyin() andserver _copyout() . The client component contains the
two entrance callsclient _copyin() andclient _copyout() . Both the server

and client components are stored on the server side. Paeafesponsibility of the
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server _copyout() call is to place a copy of the client component on outgoing P-
disks, and part of the responsibility of tbikent  _copyin()  call is to install the client
component on the destination client machine before any aittens are to take place on
a PHTTP client machine. Any code modification always oritgsan the PHTTP server,

and is automatically propagated to any PHTTP client machhic@mmunicates with.

4.3 Transport Layer Internals

Having discussed the APIs top-down (from the object repogiPI to the active trans-
port API), we now examine the internals of these modulesbotip (Figure 4.2), starting

with the P-disk device manager.

4.3.1 Device Manager

The job of the device manager is to handle a variety of harewlavices that deal with
the P-disks used in the system. (Our experiences have asmsis small modifications
to the hardware or firmware of devices that could improve tH& F° operations.)

We use DVD robots to automate the generation of outgoingsRsdand processing
of incoming P-disks. In addition to their large capacityloost, and small weight,
the reasons that have compelled us to choose DVD media mthelfact that we can
use commercially available (and cheap) robotic arm-opdrBD processors, a crucial
part of our automation strategy. Subject to available h#sH buffer space, an arbitrary
number of outgoing P-disk images can be prepared, and timecomnmands are queued
for the robot controller. Other Postmanet operations cartimoe in parallel while the
robot works on the queue in the background. Similar backutoparallelism can be

exploited for processing a stack of incoming discs.
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The “Primera Bravo” line of “DVD publishers” (Figure 3.8(clhat we use were
originally designed for very different purposes in mind.efactory-supplied GUI allows
operations such as burning many identical copies of the siisn@émage, or duplicating a
stack of existing DVDs. They were not designed to supporgrammatically controlled
production or processing of unique discs. For our purposen@eded to gain access to
an unpublicized internal interface, which was poorly eegired and poorly documented
by the manufacturer, and required quite a bit of reversererging to understand its
behavior under various error conditions. A robot interfttat allowed complete pro-
grammatic control would have made our task much easier. Hemahajor defect of the
robot interface is that it does not provide good supporpfantersto data, and as a result,
significant processing time is wasted on data copying.

We do not require all hub sites to use a DVD robot: a hub comuktct fewer spokes
may not need one. The device manager ensures that it prélsers@me interface to the
rest of the software stack, regardless what underlyingware device is present. All
P-disks are created with autorun file on them. When an incoming P-disk arrives
at a site that does not use a robot, regardless whether itiikagevor a hub site, the
autorun file ensures that an operator can easily initiate processiag incoming P-
disk by simply inserting the disc in a drive and striking a Key confirmation. We
exercise care in the software stack to synchronize acce$sted data structures, so that
a powerful hub machine can be connected to multiple DVD driedl of which could be
processing DVDs in parallel.

Some of our village spokes do not use full-fledged computerstead, they use
specialized MPEG-4 DVD players. We use a uniform DVD disarfat that, in addition
to being accepted by the transport layer, ensures that tHeQwP content on the discs

can be easily navigated and played on these DVD players bynamoperator as well.
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4.3.2 Transport Data Security

There are mainly three types of security problems that we nmessd to address: (1)
spoofing, the problem of an attacker impersonating a diftesender, (2) tampering, the
problem of an attacker intercepting and modifying data bgmthers, and (3) eavesdrop-
ping, the problem of an attacker reading communicationghatild have been private. If
no action is taken to guard against these problems, all ofi tten easily occur to DVDs
transmitted in the postal system, perhaps more easily tihan @an happen to packets on
conventional networks. The solutions, however, are esdgnho different from those
employed on more conventional networks.

In our current design, we have decided to address problenasl(2) at the transport
layer. Like what one would do for wired networks, the solntis through signing P-
disk data with digital certificates by senders. Correspayigirthe receiver needs to use
the sender’s key to verify the authenticity of data on an mic P-disk. Such keys
(along with postal addresses) of Postmanet sites, fromhwdne receives P-disks, can be
obtained via one of several possible ways: (1) via an LLLEInét, if it is available, (2)
from a well known trusted authority via any communicationcimenism, or (3) via other
“channels” such as paying a personal visit to the physitaldafithe sender.

We have decided to “punt” problem (3), the eavesdroppindlpra, to layers above
the transport layer, since this is not necessarily a prollesm all applications want
addressed for them by the transport layer. This decisiomasogous to the fact that
SSL is layered on top of TCP and is only used by applicationscth@ose to use it. In the
case of code layered directly on top of the active transpBit An application that desires
keeping its data private would place encryption code in eddhe two “halves” of its

code, the PHTTP client component and the PHTTP server coempd@as discussed in
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subsection 4.2.2), ensuring that all application data alisRs are encrypted. In the case
of code layered on top of the object repository API, an ajppilin may place encrypted

objects in the object repository.

4.3.3 Isolation of Application-Supplied Code

Recall that we use application-supplied installer and dapaets during the processing
and generation of P-disks, in the form of the two pairs of fioms expected by the active
transport layer:client _copyin() , client _copyout() , server _copyin()
andserver _copyout() . We need to ensure that these handlers do not interfere with
or damage each other or the rest of the system.

One simple way of insulating the handlers from each otherign them as individual
processes with their own separate address spaces. Acgessigient storage also needs
to be restricted so each of these processes can only readraadcertain directories.
More efficient alternatives than the process model, sucloftware-based fault isola-
tion [65] and safe language-based extensions [8], alsd. eRils other resources on a
node may need to be accounted for as well [6] .

In addition to the transport components on the different hirees, the application
components (the PHTTP client and server components) algadesre to authenticate
each other. Existing cryptographic techniques for autbatibn, secure booting, and
secure links can be used for this purpose [70, 18]. None afdsehanisms discussed in
this subsection (4.3.3), however, has been implementeti{heay are part of our future

work.
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4.3.4 Reliable Transport

The type of mishaps that can happen to conventional netwackgis can happen to P-
disks in the postal system. The discs can get lost, damagettligered out of order.
And if retransmission is done, a receiver may see dupliaaitémnsmitted data. These
are precisely the issues that a conventional transport [agtocol (such as TCP) deals
with. The basic approach to solving these problem is simdavhat is employed for
conventional networks: keeping state at the communica&mmhpoints, which is used for
managing acknowledgements, retransmissions, and ssppred duplicates. What is
different, in the context of the Postmanet, is that the arhotidata and the durations of
the delays involved are far greater than those seen in cbamahnetworks, so we need
to adapt or modify the existing approaches.

The granularity at which we manage reliable transport issRsg each of which is
identified by a P-disk ID. Each sender saves the P-disk imalgébe recently sent discs
in case they need to be retransmitted. Acknowledgementpigggbacked on P-disks
traveling in the opposite directions. P-disk images wheseipts are confirmed by ac-
knowledgements are deleted; so are the images that haveertkacertain age threshold.
(On a village PHTTP client machine, which has limited disksm we currently only
keep a “buffer ring” of five old outgoing P-disk images: whep are about to save a
sixth outgoing P-disk image, we delete the first. Hub PHT Tivesenachines have more
disk space and we keep a deeper buffer space.) In our cumactiqe, retransmissions
are explicitly initiated by human operators when they amrtat to the presence of
disc images that have not been acknowledged for a long pefitiche. Each site also
maintains a list of IDs of P-disks that have been receivea;gssed, and acknowledged,

so potential duplicates that arrive in the future can belgajeored.
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Currently, the PHTTP transport layer does not enforce iredelivery. The object
repository built on top of the transport layer uses its owmestamps to ensure that older
versions of object repository data do not accidentally wyige newer versions. Except
for this issue, the object repository communication can desiclered idempotent, so
out-of-order delivery of object repository P-disks does cause problems. Also, in
addition to utilizing the transport layer retransmissioaamanism, the object repository
layer is also capable of saving the request operations that heen used to generate
outgoing P-disks. These requests are themselves storbad wbject repository as new
“objects.” They can be easily accessed via search and bropetions built into the
object repository and used to regenerate outgoing P-disketfransmission.

A retransmission approach that is probably unique in therfarset isproactive
retransmission a P-disk sent on a later day could be used to store a copy afatse
that was sent on a previous P-disk on an earlier day, if tlee Ridisk has extra space to
spare. If the earlier P-disk is lost or damaged, the du@ioatthe later P-disk allows the
receiver to successfully receive the original without havio potentially wait for a long
“time-out” and “reactive retransmission.” This is an exdenpf the recurring Postmanet
theme of exploiting its plentiful resources (excess cagani this case) to compensate
for its handicaps (long delay, in this case). This approaabni our to-do list of future

implementation enhancements.
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4.4 Putting It All Together: Implementation of the
Object Repository

Having discussed the internals of the lower-level transfayer, we now examine the
implementation of the object repository operations.

Since the PHTTP applications are meant to be browser-b#ssdare structured as
a collection ofcgi-bin  scripts hosted by the Apache web server. More specifically,
recall that the object repository is built on top of the agtikansport layer, which requires
its application to be structured as a PHTTP server compamehd PHTTP client compo-
nent; so the object repository code is structured as twea peaith of which is a collection
of cgi-bin  scripts, whose service is accessed via a browser integagith the local
Apache server. The PHTTP software is written in the Pyth@gm@mmming language,

and it totals about 10,000 lines of code.

4.4.1 Object Repository Internal Data Structures

e Object store.The key data structure is the local object store, which dostall data

and metadata from the local machine’s point of view. Eacledhs identifiable via an

object ID (including a version number), which is guaranteetde unique across all time
and space. Each object consists of three parts: the datzgrartontain an arbitrary
collection of files, organized in a hierarchy; the metadatd pontains all the generic and
application-specific attributes, stored as a Python “diry” (which is a Python term
for an associative array); and the helper data part congairabitrary hierarchy of small
files. At least the metadata parts of the object store couldtt@d in a conventional

relational database. Currently, however, we use a file sybsad implementation to
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store the entire object store. The accesses to the objeetate such that they do not
require the full transactional semantics. We do exerciffecent care to ensure that the
object store implementation is robust in the presence chas

e Trimmed object storeA “trimmed object store” is a copy of an object store minus all
the data components whose sizes exceed a certain thregtel@her than the excluded
big data objects, a trimmed object store includes evergthimegular object store has,
including all the metadata and helper files.

e Search file.All the metadata of all objects in the object store is refatehto form
the search file, which can be stored entirely in main memodalows very efficient
searches. The search file is also sent to other sites, affarsummary of all the data
present on the sender host.

¢ Hierarchical view.This is a user-defined hierarchical name space super-irdmossp
of the object store that allows a user to easily browse andjate/the database.

e Request queuedshe pull and push requests for objects destined for any PHSItEP
are maintained in a request queue. Each queue is stored disaa Pget.”

We consider the object store to be the “ultimate truth,” ie #ense that all other
data structures exist for either convenience/optimipatictransient reasons, and are thus
expendable. The search file can be regenerated from the ateetstbred in the object
store. Where an object is attached in the hierarchical vistoi®d as part of the metadata
in the object repository; so the hierarchical view can benegated. The request queues
can be stored inside the object store as regular objects) spexator or a program can

potentially “revive” and act on earlier requests.
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Figure 4.3: One cycle of PHTTP operations. (a) The serveliphbs P-disks for clients. (b) The village
client incorporates data and code from the received P-digkA village operator interacts with the local
client component. (d) The village client produces the R-dissend back to the server. (e) The server
processes P-disks received from the clients.

4.4.2 Implementation of the Object Repository Operations

We now examine a cycle of the PHTTP client-server operataomkdiscuss how these
operations are implemented. In the following discussidnemvwe refer to a “hub user”
or a “village user,” we refer to an application built on toptb& object repository, or a

human operator, or some combination of both.

Server Operations: Send

At the beginning, a hub user uploads data into the objectsiapy, specifying metadata
and hierarchical view paths in the process. The search fiehéararchical view are
updated, allowing hub operators to easily search and/evd®dhe database. A hub user
may specify which objects to push to which other sites. Adisth requests are recorded
in the request queues. The hub operations may be perforntbd abnsole of the hub

machine or remotely via a conventional Internet connection
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When a hub operator is satisfied that all the necessary datadertt has been spec-
ified, he/she clicks a link to produce the outgoing P-diskguyfe 4.3(a)). In response,
the lower-level transport software locates and invokesraer _copyout() entrance
point in the object repository layer. For each P-disk, destifor a particular remote
site, theserver _copyout() function places the following items in its disc image:
(1) objects specified by a request queue, copied from thesjere, (2) a copy of the
trimmed object store, (3) a copy of the search file, (4) a cdpyhe entire hierarchical
view, and (5) a copy of the PHTTP client component of the dbjgository code. When
the application-specifiserver _copyout() functions terminate, control returns to the
transport layer, which continues with the remaining agtian-neutral tasks, such as
placingautorun files in the disc images, and signing with digital certifisatbefore
activating the DVD robot, which automatically produces acktof finished outgoing

P-disks.

Client Operations: Receive

When a P-disk arrives at a PHTTP client in a village, it is itesgninto a drive (Fig-
ure 4.3(b)), and the simple geneaatorun program on the P-disk starts executing.
It locates the active transport layer code on the village mmecthat is responsible for
processing incoming P-disks and execution continues tfidris process is the equivalent
of an “interrupt” delivered to a conventional operating teys upon the arrival of a
network packet. The transport layer code first performs sapmdication-neutral tasks,
such as verifying the authenticity and integrity of the iméng P-disk content. Then
it locates an application-specifdient _copyin()  entrance point for each of the

applications that have some presence on the incoming Padiskuns it. This process is
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the equivalent of locating and executing individual “imtgat handlers” in a conventional
operating system.

As theclient _copyin()  function belonging to the object repository applica-
tion starts execution, it copies various repository-diieclata and code. As it does
S0, it exercises care, by checking timestamps, to ensutelther versions of the data
structures do not inadvertently overwrite newer versions tb out-of-order delivery
of P-disks. Theclient _copyin()  function updates the PHTTP client code on the
village machine. It uses the trimmed object store storedhenR-disk to update the
object store on the village machine: not necessarily evéjgod represented in the
village machine object store has its large data part prebanall the metadata is always
present. Thelient _copyin()  function copies the actual data objects pushed by the
hub machine from the incoming P-disk into the village maehobject repository. The
client _copyin() function also updates the search file and the hierarchieal vn
the village machine. When thdient _copyin()  function terminates, the view of
the object repository on the village machine is “synchrediawith respect to that of the
hub machine at the time when the P-disk was produced by therfadhine. Control
is then transfered back to the transport layer, which peréothe followup operations
such as recording a disc receipt acknowledgement, andnafifeerasing the incoming
rewritable disc, in preparation for later reuse.

At a later time, a human operator at the village interactk wibrowser-based applica-
tion that runs on top of the object repository (Figure 4.8(8)I the services are provided
by the PHTTP client component of the code that has been ctpiecan earlier incoming
P-disk to its own location in thegi-bin  directory of the local Apache server, and the
local object repository supplies the data. Repository datectsires, such as the search

file and the hierarchical view, “mirrored” from the hub servenable the village client
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software to present a database view that is substantiafijagito that seen at the hub

server.

Client Operations: Send

During the interaction, the local object repository mayeiee two types of requests:
“download” requests for data that is not present in the lotgéct store but the village
would like to receive, and “upload” requests of data thatviiiage user want submitted
to the object repository. The download requests are redarda request queue, and the
upload requests are stored in a temporary staging area.

Prior to a postman’s visit, a village operator clicks a liokproduce an outgoing P-
disk destined for the hub site (Figure 4.3(d)). In respoasés the case on the hub server
machine, the lower-level transport software seeks outrarakes alient  _copyout()
function in the object repository layer. This function pac¢he following items in the disc
image: (1) the objects that the village user want submitetié hub, moved from their
temporary staging area, (2) the request queue containengjjlect IDs of the objects that
the village user would like to receive at the village in theufe, and (3) system logs of
the object repository software, which would allow hub opersto monitor and/or debug
the health of the village software stack. When control resumthe transport layer, it
performs the final tasks including placing in the disc imdgedcknowledgements of the
P-disks already received at the village, adding ano#utorun file, digitally signing

the content, and activating a DVD writer.

Server Operations: Receive

When the P-disks arrive at the hub from various client village peer hubs), the hub

operator collects them in a stack, and places them in onefliimecDVD robot. Then
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the operator clicks a link on the hub interface and leavegufiei 4.3(e)). The transport
layer activates the robot to load each P-disk into the drive ta process each in turn.
(When the robot is used, ttautorun files on the incoming P-disks are ignored.) The
transport layer verifies the authenticity and integrity lué incoming P-disk. It inspects
the acknowledgements on the incoming P-disk to decide wbiididisc images, saved
earlier for possible retransmission, to delete. Then #esort layer turns control to the
object repository-specifiserver _copyin()  function, which performs the following
repository-specific tasks.

For the objects uploaded by the village user via the P-dserver _copyin()
function places them in the hub object repository. Againisies timestamps to rule out
accidental overwrites. For the data requests in the requesie that specifies which
objects that the village desires to receive, the functiorfopes the union operation
between this incoming request queue and the request quetieefeame village user
already present on the hub machine. The union is stored bhatikeohub machine and
will be used to select outgoing objects for a future outgdidisk. For the village
system logs on the P-disk, the function treats them justrdgular objects submitted
by the village—they are placed in the hub object repositédnhub operator may later
mine the logs to look for potential problems with the villagechine and potentially
take preemptive actions. When the application-spes#iwer _copyin()  functions
terminate, control returns to the transport layer, whiatords an acknowledgement for
this new incoming disc, and optionally erases the incomgngitable disc for later reuse.

At the end of this cycle, the village user shares a view of thie trepository, and the
hub user has gotten the submitted data and requests sent billédge user. Now the

cycle can repeat.
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4.5 Summary

In this chapter, we have discussed the APIs and the inteafidalse PHTTP substrate,
a number of software components that provide support fowseo-based Postmanet
applications. The types of support provided by the subesiratlude: (1) a distributed
data (and metadata) repository, whose APIs allow searotdar, pull, and push, among
other operations; (2) an APl and a mechanism for splittingngbdistributing application
code that is designed to run on the Postmanet; (3) intedawitin hardware devices, such
as the DVD robot; (4) best-effort reliable delivery throudle use of acknowledgements
and retransmissions; and (5) authentication and integhiecks of communication. The
likely lack of conventional connectivity rules out moredigonal ad hoc management of
these issues: for example, one does not have the luxury iilsedithected” village to “get
online” and “download” the code he lacks. Everything theeysneeds, including data,
code, control information, must be carefully packaged ahtaansmitted via P-disks in
a systematic fashion to ensure that the entire distribuytstém functions correctly. This
is why systems support, in the form of a PHTTP-like substrateritical if we want to

realize the potential of the Postmanet approach.
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Chapter 5

Routing

The PHTTP software stack discussed in the last chapter ooa&ystems support at
the communication end points. In this chapter, we consideatwhappensnside the
“network.” More specifically, we now discuss how a P-diskasited from the sender to
the receiver. One may naively think that the postal systemdviake care of it all, but as
we shall see, the issues in the Postmanet can be more coteglieapecially if there are
a large number of communicating parties.

So far, we have only had practical experience with a singlednd-spokes testbed
in the Digital StudyHall project. An important question isvihwe intend to scale up the
system. In this chapter, we examine just one aspect of gcapn the issue of routing.
In the preceding chapters, we have mentioned how we intesddie up the system by
adopting a multi-hub-based approach: a network of hubs pokles. Our assumption
has been that the villages only communicate directly withlthb, and the villages do
not communicate directly with each other. Even in such airhulb network, we still
have some important questions to address about a singladiwork. For example, how

many village sites can a single hub serve? Should we allolagék to communicate
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directly with each other without an intermediate hop thitotlge hub? Will that approach
help improve the scalability of a single hub? By how much? Heaw this approach
of village-to-village direct communication be integrateith a routing infrastructure
that employs multiple data distribution centers (P-ce)ferEven within a single-hub
network, to scale up, we may need to “plant” additional Pteexthat help route data but
are not full-fledged hubs that also specialize in conterdypecton and pedagogy research.
In this chapter, we explore the various infrastructurecdamnd infrastructure-less routing
approaches that a Postmanet can take, with specific emmiragie implications of the

“peer-to-peer” infrastructure-less routing strategies.

5.1 Routing Strategies

We start by considering the Netflix.com movie DVD rental lngsis as an analogy. In
the early days of the company, when customers returned B, they were always
first shipped back to the company headquarters in San Jose di$advantage of this
approach is obvious. For example, when an east coast custforaturns a DVD that A's
next door neighbor B is waiting for, despite the close prairaf A and B, the DVD is
forced to make a long detour through the west coast.

Nowadays, Netflix maintains multiple distribution centdroughout the country. A
returning DVD is sent to the distribution center that is elsisto the customer’s home
address. Upon the arrival of the DVD, the staff at this disition center looks up a
database of waiting lists to see if any other customer isimgafor this DVD. If there
is, the DVD is then forwarded immediately to the waiting cuser at the head of the
gueue. This improvement has significantly reduced the \aé# for Netflix customers

and unnecessary extra costs associated with long hops posit@ system. This analogy
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Figure 5.1: Routing strategies. A solid arrow denotes a kirfg-disk carried by the Postmanet on one
postal hop. A dashed line between a pair of nodes in (d) deribt it is permissible for these two nodes
to exchange P-disks directly with each other. In all four @anA sends different dataitemsto X and Y, Y
sends some other data to B, and Z sends different data iteBigumal C. (a) Centralized data routing via
a single data distribution center. (b) Direct peer-to-pekata routing. (c) Data routing via multiple data
distribution centers. (d) Indirect peer-to-peer routing.

isillustrative, but the issues in the Postmanet are evee camplex. The data granularity
and communication pattern in a movie rental business ardrsingpler than those seen
in a generic communication mechanism. For example, datamnenbbVDs cannot be
split up, recombined, and placed on other DVDs.

In the following discussion, when we say a site “handled$?-disks, we mean that
the site may receive up tb P-disks and send up to P-disks per postman visit; and
when we refer to a “latency” metric, unless explicitly natéds in terms of the number
of postal system forwarding hops visible to Postmanet @agnts. We consider the
routing strategies illustrated in Figure 5.1. In the cdigeal alternative illustrated in

Figure 5.1(a), an end user always sends/receives P-disidtlgito/from a single data
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distribution center (called B-centej. Although any centralized solutions have obvious
disadvantages, an important advantage of this approadtaissach end user handles
only a single P-disk, regardless how many other sites he eoriwates with per postman
visit: as the P-center copies data from its incoming P-diskgs outgoing P-disks, it
first demultiplexes incoming data and then re-multiplexatgoing data, minimizing the
number of P-disks handled in both directions. (Inexpensi®tic arm-operated, multi-
drive DVD writers that can generate about 600 DVDs per dagaaly exist today and
they can keep manual labor cost to a minimum.)

In the direct peer-to-peer routing alternative illustdateFigure 5.1(b), each user may
need to prepare multiple P-disks for transmission, eachhi¢lwdestined for a different
intended receiver. This approach has potentially betten&y and lower infrastructure
cost than that seen in Figure 5.1(a), but it may result in sdethaving to handle many P-
disks. In a large scale peer-to-peer file sharing applinatar example, the large number
of P-disks handled per site could become a severe administeand cost burden. This is
an instance where the answer of “leaving routing to the pegsiem” is insufficient.

In the multiple-P-center approach illustrated in Figurg(&), the geographically dis-
tributed P-centers allow some degree of geographical a&asan routing decisions, thus
achieving latencies that are potentially better than tho$egure 5.1(a), but worse than
those in Figure 5.1(b). In this example, we loosen the &gin that an end node is
exclusively attached to only one P-center, so an end nodsaraiiireceive data to/from
multiple P-centers. The number of P-disks handled per €fedds on factors includ-
ing the number of P-centers and whether P-centers comntanigth each other. The
advantages of this approach do not come for free, howevéngaR-centers may require
a substantial infrastructure investment. It is also pdesiballow the coexistence of the

alternatives illustrated in Figures 5.1(b) and (c).
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In the indirect peer-to-peer routing alternative illugtichin Figure 5.1(d), a P-disk
arriving at a site may contain data destined for other sitesrssome sense, the data
copying tasks of a P-center is now distributed among the pa#dicipating sites. In
Figure 5.1(d), for example, a P-disk traveling on the-~ Y — B — C route delivers
data sent by andZ to B andC. Using an analogy, one may view the P-disks as buses
and messages as bus passengers: a passenger may needntdgsacto get from its
source to its destination. If bus schedules are carefuliyméd and used, one may be
able to limit the number of P-disks handled per site whilt athieving good message
latencies. An important advantage of this approach is trddes not require a P-center
infrastructure.

A potential complication facing any peer-to-peer systewnising with misbehaving
participants: a Postmanet user, for example, may fail tonptty forward data destined
for his peers, alter or damage data, or read data that he isupmosed to. Routing
protocols designed to deal with Byzantine faults [5] use aldoation of techniques,
including participant monitoring, destination acknowdedents, fault announcements,
checksumming and encryption of data, authenticationt tandwledge sharing, and iso-
lating faulty nodes. These Byzantine-tolerant protocoésdirectly applicable here and
they can be integrated with a (suitably modified) Netflixelgervice model, in which cus-
tomers stop receiving additional service if they do notmetwtstanding discs already in
their possession. Proactive data replication on multipkgang P-disks along different
routes can further improve robustness and performanceéneliedantext of a project like
the Digital StudyHall, where the participants are collatmg on a common goal, the
misbehaving peer issue might be of even less concern.

In Figure 5.1 Option (a) is a special case of option (c); anwoop(b) can be seen

as a special case of option (d). If we can afford it, a propprwisioned infrastructure
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in terms of a number of geographically distributed P-cen{eption (c)) should give
the best quality of service. Ideally, the P-centers shoeldnbegrated into the existing
postal system (or its rough equivalent, such as UPS or Festitt)at some or all of the
post offices themselves serve as P-centers, further mimigndelivery latency. Without
relying on a P-center infrastructure, the peer-to-peer e@hgoption (d)) may be the
quickest way of incrementally starting the deployment obatmanet. It is also possible
to mix options (c) and (d). The true value of the peer-to-mgmsroach may lie in its
complementary nature, that it can co-exist with and imprgyen the other infrastructure-
based approaches. It is this model that we focus on first; am@xamine later how

P-centers can be integrated into this model.

5.2 Problem Definitions

e Static routing graphsin Figure 5.1(d), suppose each user is only allowed to dyrect
exchange P-disks with “neighbors” along the dashed linescdstraining the number
of such neighbors for each node, we limit the number of Psdiskndled per site. A
natural question is how such neighbors are chosen. In ghegaindtic terms, the problem
of simultaneously limiting the number of P-disks handledrmmde and maximum latency
can be seen as that of constructing a directed graph witlga larmber of nodes while
keeping the diameter and the maximum node degree small. i@heeter corresponds
to the maximum latency, and the degree of a node corresporitle humber of P-disks
it handles. Although the problem of constraining both gralelgree and diameter is
applicable to general networks, we shall see that the gaéné tradeoff involved in the
Postmanet (between postal system delays and the numbedisk$#handled), and the

need of generalizing the problem dynamically present unhallenges.
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e Dynamic routing. The problem posed above concerns a static topology: a Postma
node may directly exchange P-disks only with a small numbere-determined neigh-
bors. These static constraints may be unnecessarilyatastti For example, in Fig-
ure 5.1(d), ifC desires to send data # its data would normally be routed through
But, there is no reason wh@ should not be allowed to send a P-diikectly to A if,

on a given day, it does not overburden either of them. Thetguresoncerning a more
dynamic approach is how to allow for such routing flexibé#iwithout causing problems
such as too many P-disks being handled by any one node on ey gay. This is a
routing optimization problem unique to the Postmanet.

e Disseminating routing information and coordinating raudi actions. The questions
are: (1) how is the traffic information (in terms of who is semgto whom) gathered? (2)
who computes the routes? and (3) how are the computed rassssydnated?

e Geographic awarenessObviously, not all postal hops are equal in terms of their
geographic distances and postal delays. The question igdhoenstruct routing graphs
that can account for these factors.

e Integrating P-centersWe would like to understand how to best integrate P-centes i

our routing mechanism, incrementally if necessary, to ouprservice quality.

5.3 Solutions to the Routing Problems

We now answer each of the questions posed in the last section.

5.3.1 Static Routing Graphs

Although dynamic routing should undoubtedly out-perfoime static approach, espe-

cially under light workloads, finding good static topologis important for two reasons:
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Figure 5.2: Indirect peer-to-peer routing topology graphEach node represents a Postmanet site. A
directed edge indicates that data can only flow in the digectf the arrow. An undirected edge indicates
that data can flow in either direction.

(1) a good static routing graph may form the basis of a gooduya routing algorithm;
and (2) a good static routing graph may provide a performampger-bound for a uni-
formly heavy workload, which may present few exploitabldimization opportunities
for any dynamic approach.

Figure 5.2 shows some ways that Postmanet nodes can foratadat each other.
Suppose the number of Postmanet nodés igsing the ring topology of Figure 5.2(a), a
Postmanet user handles one disk but the end-to-end latandyedong. Using the tree of
Figure 5.2(b), a Postmanet user handles three disks anchthend latency is loy,
but the higher-level nodes are likely to need to copy mora.ddthe ring topology of
Figure 5.2(a) can be extended to a 2-d mesh as shown in Fidt(®),%r more generally,
to ak-dimensional mesh. In such a topology, a Postmanet usetdsdndisks and the
worst case end-to-end latencyk§/N. Figure 5.2(d) illustrates a hierarchical cluster-
based algorithm for constructing a routing topology: &n+ 1)th level cluster” is a
complete graph of + 1 lower-level {th level) clusters, each of which hasodes inside.
In Figure 5.2(d), for exampld,= 1 andj = 3. At the next two levels upj grows to
3x4=12and 12« 13= 156, respectively. In this topology, the worst case endd-
latency isO(logN), and the number of disks handled by each us@{(isglogN).
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Other alternatives include the various interconnectigokogies used by Distributed
Hash Tables (DHTSs) to enable object location in peer-ta-ggstems. These include
adaptations of hypercubes [54, 72], tori [52], and de Bruippdps [31]. The hypercube-
based interconnections, such as Pastry and Tapestry, catilibed in a Postmanet
to probabilistically limit the end-to-end latency ©(logN) with each user handling
O(logN) disks. Topologies based on de Bruijn graphs can also praiatally limit the
end-to-end latency t®(logN) while requiring only a constant number of disks handled
by each user. These systems employ implicit routing whemiting decisions are made
locally without requiring elaborate knowledge of the glbtzgpology. We do however
note that implicit routing may be of limited value in Postrenwhere the control and
data traffic can be conveyed on different networks—the LLh&1tnet could be used for
dispersing topology information or topology repairs inea$failures, while bulk data is
communicated over the HLHB channels.

Recall that the graph diameter corresponds to the maximunrtceadd latency, and
the degree of a node corresponds to the number of disks itdgngor diameteD and
maximum degred, it can be shown that an upper bound (known asMo®re boundl
on the number of nodes in the graph &°*! —1)/(A—1). The Moore bound can not
be achieved exactly, except for the trivial cases wher D is 1. There is, however, a
long history of attempts to explicitly construct large gnawith bounded diameter and
maximum degree [22]. Many of these constructions use stigditisd group theoretic
techniques. Randomized constructions with constant dégreach node an@(log N)
diameter are also well known. We, however, note that it isartgnt to map these abstract
graphs onto Postmanet participants in a geography-awaraenao that we do not incur

unnecessary extra postal system delays and costs. Thersifopler and more intuitive
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Figure 5.3: A 3-dimensional de Bruijn graph.

constructions, such as those illustrated in Figure 5.2, evapntually prove to be more
usable in practice.

We examine two types of static routing graphs for use in thetrRanet: de Bruijn
graphs [11] and random graphs. Amlimensional de Bruijn graph consists éfrbdes.
Each node is associated with a distimebit binary string, and a node identified by
the binary stringoiby--- by has directed edges leading towards the nodes identified by
by---b0 andby---b,1. (Figure 5.3 illustrates an 8-node de Bruijn graph.) Eaatheno
has both an indegree and outdegree of two. To route from aunages- - - u, to a node
V1VoVv3- - -V, one simply routes through the intermediate nages - - - Uy vy, Uz - - - UrV1Vo,
..., UiV --Vy_1, thereby resulting in a system with diameter of Mg When the
number of nodes involved is not an exact power of 2, a statiting graph can still
be obtained by starting with a larger de Bruijn graph, andtirguthrough” non-existent
nodes. Also note, choosirkgas the “base” would result in a degrkepraph.

Although random graphs can also achi@@og N) diameter with constant node
degree, unlike de Bruijn graphs, the diameter bound is pibsabh Furthermore, com-
pared to de Bruijn graphs, random graphs tend to require arlaage degree constant to

achieve a comparable diameter bound.
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5.3.2 Disseminating Traffic and Routing Information

In traditional networks, implicit routing, wherein rougecisions are made locally with-
out requiring elaborate knowledge of the global topology be very useful. In contrast,
implicit routing may be of lesser importance in a Postmahat bhas two “networks™—
the LLLB Internet could be used for dispersing topology miation or topology repairs,
while bulk data traverses the HLHB channels.

In a similar vein, we can also use the LLLB channel to dissemaitraffic information
(in terms of who desires to send bulk data to whom). This m#keslynamic routing
problem easier to solve. We may assume, for example, tHét tiaformation is con-
tinuously being gathered at a centralized coordinatoraigr an LLLB channel. The
coordinator uses the gathered information to compute tlsé dygamic routes, which
the coordinator then disseminates to all the participgbegr Postmanet sites, so by the
time a postman arrives at a site to pick up outgoing P-digisiapriate next-hop postal
labels would have been generated at each site accordingaba@ gchedule and affixed
to these outgoing P-disks. Furthermore, as much as 24 hoursxample, may elapse
between successive postman visits, so the coordinator @&y dmple time computing
the best dynamic routes. Multiple coordinators can be eygaldo improve reliability

and performance.

5.3.3 Dynamic Routing

In Section 5.3.1, we have described a static routing styatdgere a message from a node
sdestined for a nodeis always routed along the shortest path in the underlyingrden
graph. As pointed out in Section 5.2, this can be overly ictste, especially when some

nodes are lightly loaded. Consider the example in Figurehé.figure shows a portion
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Figure 5.4: A dynamic routing example. The dark arrows are ¢alges in the underlying static routing
graph. The dotted edges are the “short-cut” edges that A tselrectly forward messages to E and M.

of the underlying static graph, where out- and in-degreeaohenode is constrained to be
at most two. (Not all graph edges are shown here.) Assumatlsatme stage, node
only has messages destined for noHe$5, H, M andN. In this case, instead of using
the edges in the underlying graphmay use the “short-cut” edgés— E andA — M,
and in a single step, send the messages destindf] férandH directly toE, and those
destined foM andN directly toM.

A good “dynamic routing algorithm” for Postmanet would madkecisions of this
kind in an optimal manner. Specifically, it would be an “ondf algorithm that for each
postman visit at each site, determines the next-hop déisinssfor the out-going P-disks,
and also selects the set of messages to put on those P-diskgnéral, an “on-line”
optimization problem needs to be solved to dynamically skedbe short-cut edges along
which P-disks are to be shipped, and to select the messageasdo those devices. The
goal is to make progress toward delivering messages torsgective destinations, while
respecting the degree constraints on the nodes per posigianAs new messages are
generated each day, the state of the system needs to bedjpalaieh affects the choice
of the short-cut edges on subsequent days. One way to meastemental “progress”
made by the system toward delivering a given message is tsureeadow close in the

underlying static graph the message has reached to itsuaatgstination. A greedy
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optimization algorithm can then, at each step, try to chdbsesdges so as to quickly
make as much global progress as possible.

In our proposed dynamic routing approach, an algorithmnsatithe end of each step
(or day) to determine the edges along which to ship P-diskhemext day. Our algo-
rithm constructs a bipartite graph with vertex Bet Q, where each node of the system
appears exactly once in bothand Q. Edgep — ¢ is assigned a weight proportional
to the progress that can be made by sending a P-disk from padey directly. The
problem then reduces to choosing a set of edges so as to mak&chdotal progress as
possible. For this purpose, maximum-weight matching algms, or min-cost max-flow
algorithms can be used. The algorithm is repeatedly inva&dthd a set of matchings
along which to ship P-disks. The weights on the edges cantaksointo account other
factors such as message priorities, delivery deadlinesstargation. With a suitable
choice of the progress metric, the dynamic routing algoritiould degenerate to the
static routing algorithm under heavy message traffic. (Bpgmogress metrics will be
discussed in a later section.) Thus, in the worst case, tHerpgance of the dynamic
algorithm would be no worse than that of the static algoritkrhile under lighter load
conditions, the dynamic algorithm would perform much hette

It is interesting to note that under this dynamic routing rapgh, the dynamically
chosen routes are by no means obliged to follow any edgesistttic underlying de
Bruijn (or random) graph. The static graph’s sole purposeasigding a means for the
dynamic algorithms to gauge progress when greedily chgo®nt hops. In some sense,
the static graph acts as a “traffic shaper,” whose influenoaldibe the strongest under
extremely heavy workloads, which we conjecture would fdiee dynamically chosen

routes to more closely conform to the shortest paths in titesiraph.
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Although the role of a static graph is only a traffic shapas important for the static
graph to have a node degree constraint that is identicalaioahthe dynamic routing
graph, which should reflect the real-life limitation of howany P-disks a site handles.
Had we chosen a static graph with a higher node degree anctedfalower node degree
only in the dynamic routing algorithm, the progress metecved from the static graph
could be overly optimistic, potentially resulting in too nyamessages being delivered to
a site that cannot drain them quickly due to a low dynamic eegmit.

It is possible to model dynamic routing as a more preciserapétion problem, and
to try to achieve “theoretically-optimal” solutions. Hoves, there seems to be little hope
of finding such optimal solutions for two reasons. First,retiee off-line version of our
problem (where all of the requests are available at the beginof the computation)
appears to be NP-hard because of its relationship with thiestuglied multi-commodity
fixed-charge problems. Second, our real interest lies irstgyan on-line algorithm that
executes continuously and handles a multitude of eventsrorg in the system, and not
all versions of our problem may be easily amenable to theadgt optimal solutions.

Hence we use a greedy, heuristics-based approach.

5.3.4 Geographic Awareness

The postal system latencies for different source-destingiairs cannot be assumed to
be uniform in general. For example, depending on the shippption used, even within
the continental United States, the delivery times can vatween 1 day and as many as 7
days. Therefore, Postmanet routing needs to be aware obth@mform postal system

latencies to prevent routing inefficiencies.
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We use two techniques to make Postmanet routing geographseaFirst, we embed
the static routing graph onto the set of participating nadesgeography-aware fashion
such that the postal system latencies along the graph edge®atoo large. In other
words, our algorithm tries to map neighboring nodes in tfaprto physical nodes that
have small postal system latency between them. This is\ahiey using a Dijkstra-
style greedy algorithm that tries to ensure that the pogtiém latencies along the graph
edges are not too large. Second, actual postal system ikdegre taken into account
when assigning weights to the edges in the bipartite grapth inghe maximum-matching

computation. We study the effects of both of these techisiquehapter 5.4.

5.3.5 Integrating P-Centers

We next consider how to integrate P-centers into our peeets routing infrastructure.
P-centers, with their ability to provide two-hop conneityibetween any pair of nodes,
could be used to either service only some high-priority ragss, or improve the latency
of all messages by providing short-cuts in the routing stinacture. The optimization
problem, in either case, is to compute a set of source nodka @ossibly overlapping
set of destination nodes for which a given P-center wouldesas a hub on a given day in
order to maximize the progress of the messages in the sy&aan node is constrained
to send to (or receive from) the P-centers at most one P-digng given day. A given
P-center would not be statically bound to a fixed set of natheseby allowing it to adapt
to varying traffic conditions. Once again, theoreticallyiol solutions for this problem
are intractable even for the special case of augmentingnfin@siructure with just one

P-center, and we therefore resort to the following heuwristi



CHAPTER 5. ROUTING 95

We determine the routing connectivity for one P-center anha tluring each routing
step. We begin by greedily picking a source node that wouldrathe greatest benefit
from using the P-center to communicate its messages to dtdpodestinations, where
dpc is the out-degree constraint on the P-center. We then pechéRt source node based
on a metric that takes into account both the amount of medsaifie to some set ofi,c
destinations and the amount of message traffic to only thesenations that are favored
by the first selected node. We repeat this process, and astgwhwe keep track of the
most popular destinations corresponding to the curremfsstlected source nodes and
pick the next source node based on this information. Onceawe picked all the source
nodes, the most populak, destinations are selected as the target nodes to which the
P-center will send a P-disk. Based on the final selection ofatget nodes, each source
node will then compute what messages it will send to the Recerode, including on the
P-disk any message that would make faster progress thrivegR-tenter than through

the peer-to-peer infrastructure.

5.4 Routing Simulation

We have evaluated our proposed routing methodologies malation. We have de-
veloped an event-driven simulator to study the variousingustrategies described in
this chapter. Our simulator allows us to systematicallyleate the performance and
scaling properties of the various algorithms under difiesgorkloads, study the effects
of using different kinds of static graphs, examine ways oppiag abstract graphs to
real-life Postmanet configurations, and evaluate the kdevfafitegrating P-centers into

the routing infrastructure.
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Although our current Digital StudyHall testbed is in Indige did not have access
to good Indian postal data, so the study is performed basedl ®npostal data. As we
discuss below, however, one would see that the assumpternesnmay very well apply
to India. The nodes used by our simulator correspond to rahdohosen USPS zip
codes, located at real-life geographic coordinates. Timelsitor uses a latency matrix,
enumerating latencies between all pairs of nodes. We examan types of latency
matrices. In one type, all latencies are equal to one days “Tmiform latency matrix”
corresponds to a fast delivery service (such as FedEx, atecaervices in India). In
another type, the latencies are set to be proportional tgegbgraphical distances between
nodes. At one day per 500 miles, with a maximum latency oftedglgs in the lower 48
states and a minimum of one day, and with the inclusion of sadélawaii and Alaska,
this second type of matrix represents a pessimistic assompf the delivery service
speed, a speed that is in fact worse than that experience®Dg Delivered as first class
USPS mails, and perhaps more similar to postal speeds séedian We shall refer to
this as the “USPS latency matrix.” By choosing to use thesevisvg different types of
latency matrices, we hope to get some idea on the range ahBost latencies one might
see in real-life.

For the experiments in this section, we use a parameteraedpom workload, where
each node generatesew unit-sized messages each day destinedl dastinct, randomly-
selected other nodes. The parametés referred to as the “Average Message Load” of
the workload, or simply as the “load.” All workloads in ouudy contain 60 days worth
of message traffic. To account for our conjecture that peeittter do not communicate
or communicate with more than an average number of othelepavte have introduced

“burstiness” into the workload. Hence a node would geneadte of messages on some
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days and very little during others, resulting in “burstyéffic but with the average load

given by the parametey.

5.4.1 Routing Algorithms

We now compare static and dynamic routing algorithms, asd study the impact of
using different progress metrics for the dynamic algorghin theStaticalgorithm, each
node only sends P-disks to its neighbors in the underlyiaticsyraph each day. The
Prefixalgorithm is a dynamic algorithm that chooses “short-cudtjes that correspond to
multiple hops in the underlying static graph, as discussegeiction 5.3.3 and illustrated
by Figure 5.4. The chosen short-cut edges are, howeverraoresd so that no message
ever overshoots its destination. For example, in the tapoltdf Figure 5.4, supposa
has 1 message each tBrandM, and 1,000 messages each@®andN. Although edges
A — G andA — N make greater incremental progress in terms of deliveringsages,
thePrefixalgorithm is constrained not to oversh&andM, thus choosing edgés— E
andA — M. TheMatch-Hopsalgorithm is a dynamic algorithm that is not hobbled by the
above constraint, but instead uses a maximum-weight nregdBchnique to maximize
the sum progress of all the messages through the networle $8etion 5.3.3.) The
progress metric associated with transmitting a messageaovedge is simply how much
closer the message is to its eventual destination in termsimber of hops in the static
graph. TheMatch-Latalgorithm uses a different progress metric that takes intmant
the postal system latencies (and not just hop-counts) ierehéting how much closer
the message is to its final destination in the static graphr. i@plementation of these

algorithms uses Goldberg’s Network Optimization Libra2g].
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Figure 5.5(a) shows the performance of three routing algms for a network com-
prising of 1,024 nodes. A de Bruijn graph of degree two (ref@mo as “DB-2") is used
as the underlying static graph, and the uniform latencyméat used to specify inter-
node latencie's We vary the “load,” which is the average number of messagasmted
at each node on each day in the workload, and measure thggaveessage latency (in
days). (The latency in the figure is greater than one even Wdahis no greater than
one because of the workload burstiness: the instantaneadsénds to be higher than
average when a node communicates.) The following obsenstan be made from this
graph. (1)Staticuses only the edges in the static graph, and yields an aviategey
that is precisely the average distance between a pair ofsnioddhe underlying static
graph, a value that does not vary with the load. (2) The twadyin algorithms perform
much better thaistaticwhen the network is lightly loaded. As the load increasesirth
performance gracefully degrades and approaches thatabic (3) Prefix degenerates
to Staticas soon as the average load approaches the number of Pithslkesath node
handles (two in this case), wheresiatch-Hopsout-performsStatic for a much wider
range of load values.

Figures 5.5(b) and 5.5(c) present results from similar ettens, except that here the
USPS latency-matrix is used instead of the uniform one. guiE 5.5(b), ayeography-
unaware random embedding is used to assign the physical nodes te@tBeugn graph
nodes, whereas in Figure 5.5(cpaography-awaranapping generated via a Dijkstra-
style greedy algorithm is used. Figure 5.5(d) plotshtech-HopsandMatch-Latcurves
from Figures 5.5(b) and 5.5(c) on the same scale to aid usernabk of comparing

the different schemes. We begin by observing Stic performs much better in Fig-

For the uniform latency-matrixMatch-Lathas the same behavior Match-Hops,and is therefore
omitted from the figure.
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ure 5.5(c) than in Figure 5.5(b), which is evidence that ceogyaphy-aware greedy
algorithm produces a mapping that has significantly smaltestal latencies along the
graph edges than a random mapping. We also observeMagh-Lat significantly
outperformdMatch-Hops mainly because the latter algorithm uses a progress ntlestic
is oblivious to the non-uniform nature of the postal latesci This, combined with its
greedy nature, makedatch-Hops performance even worse than thatRyefix, which
benefits from its conservative approach of not overshoatsidestinations and simply
degrades to using the static graph edges in the worst caseallyi-we observe from
Figure (d) that thgeography-awareersion ofMatch-Latperforms the best overall.

In Section 5.3.3, we conjectured that the use of a static nlyidg graph acts as
a “traffic shaper” for the dynamic algorithms, especiall}denheavy load conditions.
Figure 5.6 presents evidence to support this. Consider &igui(a) first. It describes
executions of the geography-awaviatch-Latalgorithm on four workloads of different
average loads. In each execution, we count the number o tthree algorithm picks
a short-cut edge that spakgle Bruijn edges, and the curve iscamulative frequency
distribution of these counts. In other words, a data p@it) on a curve signifies that
y% of the short-cut edges selected by the algorithm sparfewer de Bruijn edges. For
example, when 100% of the chosen edges span only one de Bdgii we effectively
have a traffic that entirely flows along the de Bruijn graph. king at the four curves,
we observe that as load increases, a higher fraction of tbheecthedges span only a
small number of de Bruijn edges; that is, under high loads,dgeamic traffic more
closely conforms to the underlying de Bruijn graph. Figurggd)-(d) show results from
different de Bruijn graphs and different latency matricex] ¢hey all support the same

conclusion.
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5.4.2 Comparing de Bruijn and Random Graphs

Figure 5.7 shows a comparison between using a de Bruijn grapirandom graph as
the underlying static graph. The curves show the performariche geography-aware
Match-Latalgorithm where each of the 1,024 nodes has degree 2. Asdpha ghows, de

Bruijn graph-based execution performs better than thatdbasea random graph under
high message loads. Here we omit results that show that tleeattice between the two
graphs is less pronounced when each node has degree 4 oranwareen the uniform

latency matrix is used. The degree 2 case shown in the figuealistic enough to make

our use of the de Bruijn graph worth-while.

5.4.3 Integrating P-Centers

We now present some preliminary results of the impact ofgiaténg data distribution
centers (or P-centers) into the peer-to-peer infrastractiigure 5.8 shows the perfor-
mance of a dynamic routing algorithrivtch-La) on a 1,024-node network that uses
a de Bruijn graph of degree two as the static underlying grapie workload under

consideration generates on average five messages per obddaga\We vary the number
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and the degree capacity of the P-centers and evaluate thieg@erformance under the
two following settings: (1) the P-centers serve all of thessage load in the system
(with the peer-to-peer infrastructure remaining unuseadyl (2) the P-centers share the
routing load with the peer-to-peer infrastructure. Fotanse, the curve with the legend
“degree=150, p2p” corresponds to augmenting peer-to4mesing with P-centers that
can handle 150 incoming P-disks and generate 150 outgodigkB-every day, while the
top three curves in the figure correspond to using just Pecgmbr routing.

In these preliminary results, we see that a modest startgrhaanting the peer-to-peer
infrastructure with just one P-center causes a modest weprent on performance, but
the marginal benefit of either increasing the number of Rezsror their degree capacity
appears small. In particular, as we increase the numbercainkers, although we are
making more routing resources available, our current Bgasi may be simultaneously
increasing extra hops among the P-centers themselvespéhrtially negating the ad-
vantages of the extra P-centers. We also see that a singtatBravith a large degree
capacity appears to perform better than having more Pisent¢h a smaller degree
capacity. We also see that the peer-to-peer infrastruciute no additional P-centers,

appears to outperform many stand-alone P-centers. Thid potentially be explained
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by the fact that in a large geographic area, an end node iy likdoe still relatively far
away from the nearest of the modest number of P-centersg Wiglend nodes may likely
have shorter paths among themselves, especially when d@keytthe de Bruijn “short
cuts.” This effect may not be the case within a smaller ggalyaarea served by a single
content production hub in the Digital StudyHall today. Weitien, however, that the
heuristics that we are using currently for incorporating Bicenters are directly derived
from the peer-to-peer algorithm, and thus may not be fulkyni;s advantage of the P-
center resources; and better approaches and better nesyltbe possible than what is

implied in this figure.
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Chapter 6

A Message Passing API

Our experiences with the Digital StudyHall system (Chap}ebailt on top of the PHTTP
substrate (Chapter 4), have exposed a number of issues threagleto work on. In the
previous chapter (Chapter 5), we have studied the issue tH#ldeaouting strategies,
strategies that are necessary if we were to expand the D&jitdyHall “network.” In
this chapter, we return to the end points, and examine a nuaibssues that have not
been adequately addressed inthe PHTTP layer, issuesehatigue to the Postmanet en-
vironment. These issues include the handling of burstyarof bulk data, the intelligent
exploitation of two networks in parallel, support for undmesations, and P-disk physical
organization for optimal performance. We shall see thahgust from a performance
point of view, the answer of “leaving it to the applications’far from adequate, and we
need system-level solutions that support and coordinaesikeom multiple applications.
For this part of the study, we have done our work on an altefmatessage passing
API, on which we have developed a number of experimentaliegmns other than
the Digital StudyHall. Several practical reasons undettiis decision. The Digital

StudyHall and the PHTTP systems provide the underlying suppfrastructure of a



CHAPTER 6. A MESSAGE PASSING API 106

larger rural distance learning project in India today. Aslsut is a production system
whose maintenance and development need to be carefullygednso we do not disrupt
daily education work. As a result, it is not the best platfdanad hoc experimentation.
The study discussed in this chapter has been done in pai@lleé work done on the
Digital StudyHall, so it has not always been possible to fifjithe ideas discussed here
onto a mature version of the PHTTP substrate during the dpretnt of both. Not all
applications are browser-based, and the message passirdjséBssed in this chapter
potentially allows a greater degree of freedom. Examimadicother applications beyond
the Digital StudyHall application, albeit much simpler snis important, given our goal
of engineeringgeneralsystems support for the Postmanet. Our intention is to tigege

a number of experimental approaches to the issues mentearbdr, and only after we
have understood the implications of our approaches in ttesnative message passing

API, will we consider grafting these ideas back onto the pobidn PHTTP system.

6.1 Postmanet Characteristics and Implications

The Postmanet has several unique characteristics, whacireetreatment different from
that in conventional networks.

e Bursty arrival of large amounts of dataA single Postmanet sender could have spent
many hours writing to a P-disk, and data from multiple sosrcan arrive at a receiver
per postman visit. Gigabytes or even terabytes of data dmiidvolved. A (human or
application) receiver would naturally desire to gain asdesthe newly arriving data as
quickly as possible. A naive approach of forcing the reaeteewait until the system
completes copying from incoming P-disks to local storageld@dd substantial delay.

Instead, it is important to allow receiver applicationsajuaccess to summary or meta-
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data information so that they can make flexible decisionsreed large amount of data
needs to be copied. This is an issue that does not arise irectbomal networks that
allow gradual and continuous data arrival.

e Two networks.The villages where DSH is deployed today do not yet have angrot
modes of connectivity than the Postmanet. In the futurehges elsewhere, the aid of
an LLLB Internet connection should make the Postmanet opdreatter. In addition
to using the LLLB channel to carry small control messages, gbnder system may
choose between the LLLB Internet and an HLHB P-disk basedaotofs such as the
amount of data to be sent and the desired arrival time. Oneeaway choose to use
both channels in parallel. For example, a Postmanet apiplicenay prepare multiple
versions of an object (at different resolutions) for sirmoous transmission on the LLLB
and HLHB channels. The LLLB link is particular useful in dieal with the datagram
limitations of the Postmanet: the postal system represecisssic analogy of a datagram
service—individual P-disks may be damaged, lost, delagedelivered out of order. In
PHTTP today, these complications are solely dealt with lyctbntrol messages (such as
acknowledgements) carried by P-disks, and the use of LLhgsIfor this purpose would
have improved the system.

e Delayed action. Conventional networks typically do not support, for exampae
“unsend” operation, that allows a user to change his miret aftsend” operation is exe-
cuted, because there is typically little time before actiare effected. In the Postmanet,
however, there is ample opportunity for mind-changingobethe postman picks up the
outgoing P-disk at the sender, as the P-disk is in transiPitanter or in a peer’s P-router,
or even after the P-disk arrives at the destination but leetfog data is consumed by the
receiver application. Even in absence of a mind-changingese a receiver application

may discover that some of the newly arriving data is no lomgexded due to application-
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specific reasons. In any case, the LLLB channel can be useshtmt down” a message
in any stage of transmission between the sender and theeeesid-points.

e P-disk communication medidarge-capacity P-disks play the role of wires. A P-disk
may hold many messages, which require the data to be orghimze more structured
fashion than that typically employed on a wire. A natural sjigs is what type of
structure we should use: for example, a database, a filensystesome other customized
data structure? The physical organization of storage neanagt is also a relevant
issue. For example, a log-structured approach [53] mawatoall message “sends” and
certain types of copying to execute efficiently. PHTTP synpdes the native CD/DVD
file system to store its data and metadata. As we shall sepertsrmance can be far

from optimal.

6.2 API Overview

The most important means of addressing the unique Postrobaegcteristics discussed
above is well-defined APIs. Properly defined APIs should {istiact away unpleasant
details (such as the datagram limitations of the postaisesy, (2) expose new capabil-
ities (such as ways of using two networks), and (3) allow i@pfibns to circumvent
performance difficulties (such as the problems associaidd harsty arrival of large
amounts of data). We give an overview of the interfaces, reefee later explain how
they address the Postmanet-specific characteristics.

There are three key sets of interfaces: (1) an interfaceatitats applications to ma-
nipulate data on P-disks (Figure 6.1), (2) an interfacedbatrols sending and receiving
of data (Figure 6.2), and (3) an internal interface used bguRers that communicate

with each other (but not visible to applications) (Figurd)6.
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1.Entry. get Name()
name of this Entry .
2.Entry. get Ful | Name()
full path of this Entry .
3.Entry. create(nane, type)
create subentry. type : File or Dir .
4.Entry. del et e( nane)
delete a subentry.
5.Entry. del et eAl | (nane)
delete a subentry recursively.
6.Entry. get (nane)
returns the specified subentry.
7.Entry.list()

8.Entry.listEntries()

9.Entry.search(filter)

list subentries that match filter
10.Entry.isFile()

test whether this Entry is a file
11.Entry.isDirectory()

test whether this Entry is a Dir .
12.Entry. si ze()

returns size of this Entry .
13.Entry. get FIX)

list names of subentries of this Entry .

returns list of subentries in this Entry .

1.FD. | seek(of fset, whence)
set this pointer to specified offset
2.FD. get O fset()
returns current offset.
3.FD. I engt h()
returns size of this File
4.FD. sync()
flush changes to disk.
5.FD. r ead( byt es)
returns next bytes of data.
6.FD. read(count, prefetch)
similar. prefetch : this is low priority.
7.FD. write(data)
write given data to this File
8.FD.write(srcFD, offset, bytes)
write bytes starting from given source
srcFD ’s given offset

(b) FD interface.

gets the “file descriptor" for this Entry .

1.Entry.getAttributes()
returns all attributes of an this Entry .
2.Entry.get Attri butes(naneSet)
returns only specified attributes.
3.Entry. get Attri bute(key)
returns specified attribute.
4. Entry. nodi fyAttri bute(key, val ue
modify/add specified attribute.

(a)Ent ry interface (partial).

(c)Ent ry attribute interface.

Figure 6.1: Local storage interfaces (available to apptioas).
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1.Msg. newvessage() 1.EP. get Zi p()
start a new message. 2.EP. set Zi p(pzi p)
2.Msg. newMessage( pat h) 3.EP. get Mai | box()
start a new message with an Entry  of 4.EP. set Mai | box( mai | box)
a given path. 5.EP. get | P()
3.Msg. newMessage(entry) 6.EP. set 1 P(i p)
used by a receiver to treat a received 7.EP. get Addr ess()
entry as a message. get postal address for this EndPoint .
4.Msg. add(sour cePat h, dest Pat h) (a) EndPoi nt interface.
add sourcePath as destPath
5.Msg. add(entry, dest Pat h)
add entry as destpath
6.Msg. set Reci pi ent s(endPoi nt Li st)|[1.Pnet. get Root Entry()
set message destinations. returns root Entry .
7.Msg. set Ret ur nAddr ess(endPoi nt) ||2.Pnet . set Cal | back( mai | box,
set return address for Acks etc. cal | back, filter)
8.Msg. set Tracki ng( | evel) set callback  for a given mailbox .
set message tracking to given level callback is invoked everytime a
9.Msg. set Del i veryDead! i ne(dat e) message matching filter is received.
allows application to set a hint. 3.Pnet . renoveCal | back( mai | box,
10.Msg. set Repl i cal D(i d) cal | back)
for identifying application-level replicas. remove a previously set callback.
11.Msg. setInternetDelivery() 4.Pnet . get Cal | backs(mai | box)
hint: delivered over the LLB Internet. lists all callback s in effect for this
12.Msg. set Resol uti on(l evel) mailbox.
set resolution level  of the message. 5.Pnet . get Next (mai | box, fl ag)
(b) Message interface (partial). returns next new message in mailbox .
1.Pnet . send(msg, call back) (e) Post manet : receiver setup.
asynchronous send. callback is invoked
when msg has been copied to local spool
(or an error occurs). returns a MessagelD .||1-Msg. get Sender ()
2.Pnet.send(msgiD, nsg, cal | back) returns EndPoint of sender.
similar. sends with specific msgID. Useful ||2- M5g. dat eSent ()
for sending “same messages” at multiple returns date when message was sent.
resolutions. 3. Msg. geht -t?]/pe() _ Ack
query whether message is an Ack,
() Post manet  send calls. TrackingUpdate , FailureNotice etc.
1.Pnet . del et e(nsgl D) 4.Msg. get I D()

delete a message.
2.Pnet . del ete(nmsgl D, filter)
delete parts of message matching filter

returns a MessagelD .
5.Msg. di scard()
delete this message.

(d) Post manet delete calls.

(f) Message: calls available to a receiver.

Figure 6.2: Communication interfaces (available to apations).
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1.Peer. megOk( nessagel D) 7.Peer . resend( nmessagel D)
acknowledges the receipt of a message. requests peer to resend a message.
2.Peer. nmsgError (nmessagel D, cause)| returns error if copy is no longer available.
error receiving a message due to cause . |(|8.Peer. recei veEntry(Entry)
3.Peer . Pdi skCk( Pdi skl D) receives an Entry over the Internet.
acknowledges the receipt of a P-disk. 9.Peer . del ete(nessagel D, filter)
4.Peer . Pdi skError (Pdi skl D, cause)| delete parts of message matching filter
error receiving a P-disk due to cause . 10.Peer . tracki ngUpdat e( nessagel D,
5.Peer. st ashedCopy( nmessagel D) t racki ngl nf o)
reports a copy of a message is stashed. reports tracking information.
6. Peer . di scar dedCopy( nessagel D) 11.Peer . expect Repl i ca( nmessagel D,
reports a previously stashed copy is replical D, expiryDate)
discarded. informs that a replica is on the way.

Figure 6.3: Peer interfaces (hidden from applications).

An Entry is a basic P-disk-resident object that roughly correspaadsUnix file
or a directory (6.1(a)). Unlike conventional files, howe\atditional Postmanet-specific
semantics and operations are built on togeatries . FDs, similar (but not identical)
to file descriptors, allow data to be read from/written toiskd (6.1(b)). Beyond the file
system-like operations, dntry also has associated “attributes,”(&ey, Value)
pairs, which are used by both the system and applicatiod$c(p. (As examples, the
intended recipient identity would be a system attributénef@autgoing data; and the URL
of a web-based publication would be an application-speatitribute.)

A Mailbox is a directoryEntry under which an application finds incoming data.
To send data, one needs to specify a destindfiodPoint (6.2(a)), which contains a
Pzip that identifies the receiver machineMailbox , and optionally, the IP address
of the destination machine. Such addressing informationbeaprovided by a separate
lookup service analogous to the DNS service of today. Loslagn leverage the LLLB
Internet. We are using a simple local file in the current fxgde.

Messages areEntries . A sender manufacturddessages using the interface

of 6.2(b). These calls essentially allow one to set a vaétgttributes, which specify
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various delivery options. Of all these calls, ordgtRecipients() IS necessary.
BecauseMessages areEntries , all supported calls oEntries  (6.1(a)) are also
available forMessages . Once a message is created, it can be sent using the calls of
6.2(c), or “unsent” using those of 6.2(d) (if one were to apamis mind). Postmanet
provides “reliable” messaging but it currently does notrgnéee in-order delivery. It
allows one-to-many communication.

To receive messages, an application seédlbacks on its Mailbox (6.2(e)).
When aCallback is invoked, theEntry that resulted in its invocation is passed as
an argument to the callback function. Note that the callbfaciction would need to
explicitly perform read operations using the interfacegegiin Figures 6.1 and 6.2(f).
The data being read, however, may or may not have been mowedan incoming P-
disk to other local storage at the receiver by the systems alows both good perfor-
mance, for applications that desire to control their owmmaabvement from a P-disk into
application-specific local store, and convenience, foliagtions that do not want to be
bothered with such low-level details.

The peer interfaces shown in Figure 6.3 allow peer P-rodtecommunicate with
each other, mainly over the LLLB Internet channel. Theserfates are not visible
to applications. They allow P-routers to manage contrarimiation such as acknowl-
edgements, failure notifications, retransmission regu@séssage shoot-downs, replica
management, and message tracking. Small data messagésoairasmitted over the

LLLB Internet using this interface.
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6.3 Managing Postmanet-Specific Characteristics

We now discuss how the unique characteristics of the Pogth{&ection 6.1) are man-
aged by (and behind) the interfaces given above (Section 6lBese characteristics
interact in interesting ways: the problems caused by sontteest characteristics can be
addressed by opportunities offered by other charactesistror example, the datagram
limitations and poor latencies can be improved if we judisily exploit the availability
of two networks and the excess capacity on P-disks.

e P-disk organization.The “messages” are organized in a hierarchical file systdth, w
additional attributes and supported operations addecetéilthsystem-like objects. This
arrangement makes the system easy to use for applicati@rs; af which would find

a file system-like interface natural. A sending applicatian prepare the outgoing data
in a format that its receiving counterpart can readily inég into its own persistent data
structures. Minimum packing, unpacking, or conversionusthde necessary. What we
are seeing is a form of blurring the boundary between stoaagenetworks. (The issues
being explored here, however, as we explain in chapter 7qute different from those
seen in distributed storage and file systems.)

e Two networks.The LLLB Internet is made available for use to both the system
applications. The peer interfaces (Figure 6.3) allow peevlRers to exchange various
types of small control information. THdessage interface allows applications to pro-
vide explicit or implicit hints (including delivery deadles, and whether a message is a
low resolution version of a bigger P-disk-resident messagevhether and when to use
the LLLB Internet channel. (See calls 9, 11, 12 of Figurel®).2(

e Bursty arrival of large amounts of datdVe have several potentially conflicting goals:

(1) copying all the data out of an incoming P-disk to receleerl storage as quickly as
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possible; (2) allowing applications to make progress with@aving to wait for extensive
copying to complete; and (3) minimizing application ineggnce with each other, which
could result from competing data copying activities.

The callback interface (Figure 6.2(c)) allows applicasiom read a minimum amount
of summary information to get started, and then to read daitzlg on a need-driven
basis. Behind the callback interface, a key P-router commoisea generic system-
level background copiethat copies data from an incoming P-disk to local storaganlf
application chooses to discard some incoming data (for pplication-specific reasons)
before it is reached by the background copier, this data doeseed to be copied at
all. As the background copier proceeds, the system enshaesheEntry passed to
the application callback function points to the correctate location, which could be
either the P-disk or the local storage. The background copés be able to aggressively
exploit sequentiality of the underlying storage organaat The background copier,
however, needs to exercise care not to compete with applsator P-disk bandwidth.
The background copier also provides a means for applicatmm@void interfering with
each other: a “well-behaved” application should alwaysirealy what is necessary
and leave the rest to the background copier. (This is basdadeoassumption that the
receiver applications fed by the same P-router are willmge cooperative, in terms of
performance.)

e Datagram limitations. The handling of damaged, lost, delayed, or system-replicat
Postmanet messages is not visible to the applicationtgisiterfaces of Figures 6.1 and
6.2. The peer P-router interface of Figure 6.3 allows théesys$o quickly deal with these
anomalies using the LLLB Internet. Furthermore, as mudtipldisks are sent between a
sender-receiver pair on successive days, the system naagllipreplicate outgoing data

of earlier days on outgoing P-disks sent on later days. Ieadere a single P-disk is
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delayed or lost due to accidents in the postal system or ysratve peers who were
supposed to forward it but did not, the replicated data onbaeguently arriving P-disk
is just a day away, so we can avoid unnecessary long enddtoetransmission delays.
This is another example of the consistent Postmanet theheddlly “wasting” plentiful
resources (storage capacity) to optimize for more diffimdtrics (lower latency or better
reliability).
¢ Delayed action A message can be canceled at any point after it is sent anceliefe
consumed at a receiver. Such a cancel message may need tibebecbat a destination.
Shoot downs can be useful for functionality or performareazsons. Applications use
the interface in Figure 6.2(d) to initiate a shoot down, \ihis handled locally if the
message has not left the sender, or generates one or moghpeedown messages (call
9 of Figure 6.3) if the P-disk containing the message hasrteghaShoot downs can also
be initiated at the system level without application irtiba. For example, extra system-
level replicas, such as those described in the last paragsapuld be shot down, when
it becomes apparent that the outstanding replicas are getareeded.
e Security.Security concerns can be largely addressed using exisi@opamisms. Mes-
sages are protected against tampering and spoofing usisgrietechniques as used by
PHTTP. For authenticating “shoot down” of in-transit megss the node requesting the
shoot down must present a “capability” for it signed by eitthee sender or recipient of
the messages. The capabilities are exchanged via the LLLB.

In summary, the Postmanet has a number of characteristicgera in conventional
networks. We believe that careful interface design is anomamt way of addressing
these issues. We do not, however, claim that we have arrivikek adeal interfaces, and

we are continuing to evolve and refine these interfaces.
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6.4 Implementation

We have implemented a prototype P-router in Java. All comoation between ap-
plications and a P-router, and between P-routers is dondaxia’s Remote Method
Invocation (RMI). The implementation contains three maindules: the sender part,
which handles send and delete requests, the receiver paith wandles integration
of data on incoming P-disks (or over the Internet) with thst i&f the system, and a
local store, which provides thEntry abstraction. The attributes of entries, and the
message tracking and management information used by tive afbadules, is stored by
an LDAP [46] server, running over a BDB [60] back end, accessedNDI. On the DVD
P-disks, data is written as an ISO file system with attribatesed in separate files. The
ISO images are staged on a local disk but partial images carclkementally appended
to DVD+RW discs that we use in our prototype. Using an I1SO fyigteam on the DVD
allows us to retain usefulness of the data even outside dif2o®t system as no special
software is needed to access data on it — which also helpsgisystem development and
debugging. The entire implementation is based on JDK v104.2nd is about 10,200

lines of java code.

6.5 Sample Applications

We briefly describe aspects of three simple additional Pas&nhapplications that we
have developed and we highlight the key ways an applicagoneverage the function-
ality provided by Postmanet. The first one is PwebCache, a wekyghat receives

subscribed data from a Postmanet-aware web publisher. diiesiper creates data in an

entry hierarchy to correspond to the on-disk structure umethe cache. The URL of
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the page, and cache validation and control headers of thePHFdtocol, are stored as
attributes of entries and thueliveryDeadline() of the message is set to the cache
expiration date of the data, if any. When a P-disk arrives,rédoeiver cache program
only needs to record the URL attributes of the top level estodoe able to start servicing
client requests immediately, while leaving the generalesydackground copier with the
task of moving data out of the P-disk.

The second application is Pnapster, a Napster-like apgjgicaThe file lookup and
request issuing parts are performed over the Internet adadifferent from existing
Napster-like applications. Multiple peers who have copiethe requested content may
receive requests, so the requester may enjoy the quickagt ¥ peer request receiver
sets thaeplicalD  to a “request ID,” which allows Postmanet to manage (and tshoo
down, when necessary) these application-level replicasenh“preview” request is
received, a peer that has the desired data generates smmatie@olution) versions of the
bulk data, invokesetResolution() , andsetinternetDelivery() to hint it
be sent over the Internet. A data requester may indaitete()  at any time to cancel
arequest.

The third application is Pemail, an email application. lesisetTracking() to
acquire delivery status of outgoing messages. Pemail @sergtes small previews of
bulk messages so the previews can be delivered over thenéiteA Pemail receiver
may issualelete()  calls with specifidilter arguments to delete parts of messages

before they are copied out of an incoming P-disk by the bamkua copier.



CHAPTER 6. A MESSAGE PASSING API 118

DVD Writer | NEC ND2500A, 4 DVD-RW/+RW,
8x DVD-R/+R

DVD Media | Memorex 4« DVD+RW, 4.7 GB

(O] Linux 2.4.22 (Fedora Core 1)

Java JDK 1.4.204

CPU Pentium 3 800 MHz

Memory 128 MB

HDD Maxtor 40 GB

Table 6.1: P-router machine characteristics.

6.6 Measuring the P-Router Prototype

We set up an old desktop machine (see Table 6.1) to functiarPasouter. Performance-
wise, perhaps the most interesting aspects are about howndtethe bursty arrival of a
large amount of data (as discussed in Section 6.3), and wdyracus on these aspects
in this section.

We experiment with the three applications that we have de=trin Section 6.5.
The sending applications create an outgoing DVD P-disk toatains the following
data. A Pemail mailbox contains 100 messages, varying i Is&ween 10-20 MB.
The messages contain high-resolution images, home videasmovie trailers. The
PwebCache mailbox contains three messages. (Recall a messageentry can be
of a directory type that includes more sub-entries.) Onesams contains 85 MB of
CNN.com news data; one contains 9 MB of data from news.yabog.and one contains
a travelogue and a photo gallery that totals 139 MB. Thereigte Bnapster mailboxes,
which contain a total of 48 messages, including mp3 files ¢vlaiverage 4 MB each)
and one 500 MB avi movie. In all, the P-disk contains 152 mgssafor a total size of
2.35 GB.

e Basic operationsOur P-router appends bulk ISO image data to DVD+RW P-disks at

4.7 MB/s, and reads bulk data from them at 3.17 MB%ending a small entry, which is
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Num. Mailboxes 8 10 10 10
Num. Messages 20 60 100 152
Data Size (MB) 80 366 966 2358
Casel 34s 172s 458s | 1111s
Case 2 134ms | 205ms| 253ms | 321ms
Case 3 101lms | 103ms| 103ms| 103ms

Table 6.2: Comparing startup times.

| news.yahoo.conj www.cnn.com
Naive 14.5s 1047.9s
Intelligent 6.6s 256.3s

Table 6.3: Exploiting knowledge of physical storage orgation.

only written to the local staging disk, takes abouh8on average, while reading a small
entry from a DVD+RW P-disk costs about Ats

e Quick startup. When a P-disk arrives, it is important that the receiver aapibns
(which are all interactive, in the case of our three examplglieations) can quickly
access summary information so they can make their apicapecific decisions about
what to do with the incoming data, without being forced to twar time-consuming
mandatory system-level data copying to complete. Tablec6r@pares three cases. In
“Case 1,” the applications are given access to the data otdy aP-router copier copies
all the data from the incoming P-disk to a local disk. In “Cagett2e P-router iterates
through all the entries on the P-disk, passing each entryrtollaapplication callback
function. In “Case 3,” the P-router only iterates throughtak mailboxes, passing
only the per-mailbox summary information to a null applicatcallback function. This
experiment shows the importance of structuring the P-rand its applications in a way

that can avoid mandatory copying or scanning of large-aapBedisks upon their arrival.
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Pemail BW | Copier BW | DVD BW

(MB/s) (MB/s) (MB/s)

Pemail alone 2.97 2.97
Pemail & dumb copie 0.17 0.17 0.34
Pemail & smart copie 2.73 2.34 2.66

Table 6.4: Potential impact of copier interference.

¢ Exploiting knowledge of physical storage organization b blackground copierAl-
though it is important to allow applications to flexibly reedm an incoming P-disk,
a generic system-level P-disk copier may be able to funatname efficiently by (1)
exploiting knowledge of the physical storage organizafismch as data locality) that
applications are either unaware of or are unwilling to eitglae to complexity; and/or
(2) performing more efficient scheduling across multiplelegations. As applications
dedicate the data movement tasks to such an efficient syst@hbackground copier
when possible, we may be able to drain data from incomingsRsdnore quickly. In our
prototype, the system background copier is able to expgkknowledge of the ISO file
system format, which clusters metadata in such a way thaesaainaive recursive copier
to suffer significant performance penalty. Table 6.3 shawexperiment of draining the
PwebCache data from an incoming P-disk: the intelligentesydevel P-router copier
performs much more efficiently than a naive applicatioreleecursive copier.

e Cooperation between applications and the system-level cople have argued above
that both application-driven reads and system-level esiee useful for efficiently drain-
ing incoming P-disks. Their co-existence requires theapavation; and this cooperation
takes two forms. First, when an application decides to disaacoming data without
reading it, the system copier should (obviously) avoid cogyt. An application that
proactively “helps” the system in this way ends up improvihg P-disk draining time

of the entire system. Second, the system-level copier nxgstise care not to compete
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Applications Time ()
Pnapster 4.3
PwebCachel 6.6
PwebCache2 14

Pnapster & PwebCachel 100.3
Pnapster & PwebCache2 26.0

Table 6.5: Inter-application interference.

against application-initiated reads. In the example ofl@@&b4, as an email application
retrieves a large attachment, the nature of the DVD mediadh ¢hat an overzealous
competing system copier ends up reducing the aggregateviithdy a factor of nearly
10.

e Cooperation among applicationdNVe have discussed the interaction between an ap-
plication and the system copier when processing an incomidgk. We now examine
interactions among applications. Although the applicatiare given complete control of
their reads from P-disks, as observed in Section 6.3, it poimant that they read what
is minimally necessary and leave the rest to the system icapierzealous applications
that “prefetch” a large amount of data from a P-disk on th@mnpofor example, may
end up harming all applications, including themselves. \Wasaer a simple exam-
ple in Table 6.5. “Pnapster” retrieves a movie trailer (13 MB)m a DVD P-disk;
“PwebCachel” retrieves the entire business subsection of (321 entries, 8.8 MB);
and “PwebCache2” recursively retrieves all the attributeden news.yahoo.com (341
entries). When multiple of these applications are activauteneously, we consider the
time it takes all of them to finish. Again, the nature of the Dwiidia is such that
significant interference among applications may resulhéytare too eager reading P-

disks. Each of these applications would have been bettentffsatisfying an interactive
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user’s immediate needs and letting the system backgroupiércamove data out of the
P-disk.

While the results in this section are based on DVDs, we beliegg are generally
important for two reasons. First, practically, DVD mediaaisvery attractive P-disk
candidate, and some of its fundamental characteristiash(as latency) are likely to
be with us for some time. Second, even if we were to considesrdipes of movable
media, such as IBM Microdrive-type disks, due to energy,@&asd size considerations,
these storage devices are likely to share similar issues/&sDso the lessons that we

have learned about getting the most of DVD P-disks may be gemerally applicable.
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Chapter 7

Related Work

We now discuss work related to some of the major aspects dfasamanet system.

Delay-Tolerant Networking and ad hoc Routing

Recent efforts on “Delay-Tolerant Networks” (DTNs) [15, 28, 58] have started to
examine the use of WiFi-enabled mobile elements (such asshkeguipped with storage
devices) to simulate “delayed” connectivity to places thave access to none today.
While “postal classes of service” have been mentioned, tdodst of our knowledge,
the postal system has so far only been mentioned amalogy—no existing DTN that
we are aware of literally uses the postal system. There apraleamportant differences
between existing DTNs and the Postmanet. First, while iagdDTNs are largely con-
fined to relatively small regions or specialized environtegthe postal system is a truly
global “network” that reaches a far greater percentage of the veonidmanpopulation
without needing investment in exotic equipment. Ad hoc irytfrequently a central

focus of some DTNSs, is not necessarily a top focus of the Parsttn Instead, we are
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more concerned with somewhat less conventional routingicsesuch as the number of
storage devices handled per site per postman visit.

Second, most existing DTNs are also frequently referred tolaallenged networks:”
they may be limited by low bandwidth among mobile ad hoc el@syérief and/or inter-
mittent contacts among these elements, small amounts raigg@pace on these nodes,
and power consumption constraints. In contrast, the Psdisthe Postmanet are “dumb”
and “dormant” during transit in the postal system. When thegch their destinations,
they are “plugged in,” quite possibly with high-bandwidthred alternatives (such as
USB2 or Firewire). Once such “contacts” are established; thay remain connected
for extended periods of time. Instead of carefully consegviesources such as storage
space and bandwidth, we may in fact strive to “waste” soméede¢ abundant resources
in order to gain other advantages. Another unique aspebedPbstmanet is the possible
availability of a complementary low-latency low-bandwidinternet connection: the
techniques involved in thearallel exploitation of multiple connectivity technologies are
different from those involved in theequentiaforwarding of data from one connectivity
technology to another.

Numerous routing protocols have been proposed for ad hocdbd sensor net-
works [25, 37, 45]. Power efficiency is often a critical catesation in these networks. In
a mobile ad hoc network, the routing challenge is to deliaadn the presence of unpre-
dictable topology changes. Some protocols proactivelyckeand cache routes to other
nodes [43, 48] while others follow an on-demand approach4Z}. In sensor networks,
often a primary focus of the routing protocol is on the “dathgring” operation—getting
data from sensors to one or more base stations. The sensblbsisa station(s) could be
fixed [25, 37, 45] or mobile [29]. Unlike ad hoc or sensor netwgothe Postmanet routing

challenge is not route discovery but route selection. MpexHically, one can imagine
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that the peer nodes “connected” by the postal system coteséit‘complete graph” in the
sense that any node has the ability to send a P-disk to anyratde. So the task we face
is not todiscovera route through a small number of neighbor nodes; insteadasl is

to selecta route in a complete graph wheaak routes are possible, subject to constraints
such as end-to-end latencies and the numbers of P-disktekgmer node.

The de Bruijn interconnection topology has been used in lghrapplications [7,
14, 56, 59] and distributed hash tables (DHTSs) [31]. Thesd{bkised systems employ
implicit routing wherein routing decisions are made logallithout requiring elaborate
knowledge of the global topology. We note, however, thatlicitprouting may be
of limited value in Postmanet, where the control and dattidraan be conveyed on
different networks—the LLLB Internet could be used for @¢isging topology information
or topology repairs, while bulk data is communicated over HLLHB channels. In
absence of an LLLB channel, however, implicit routing mayiagoecome important.
A problem that has not been considered by both the parallapating and the DHT
communities is how to construct a de Bruijn graph in a geogragptare fashion for
systems where communication between different pairs oésaacurs different amount
of latencies. We have devised geography-aware de Bruijnldg@s for use in the

Postmanet.

Active Networking, Asynchronous Communication Systems,

The use of application-specific handlers to install or up@giplication-specific code or to
copy data from an incoming P-disk to the village machine iajplication-specific man-
ner provides a great deal of flexibility to the applicatiohs principle, this approach is
similar to prior asynchronous communication mechanismh si8 Active Messages [64]

and the programming languages built on top of them [10], inctvinandler codes as-
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sociated with messages are asynchronously executed upeal af the messages to
incorporate the newly arriving data into ongoing compuotagi Almost all existing active
networking efforts to date [1, 12, 44, 69], however, havescavusly avoided tackling
persistent storage inside the network. The type and gratyutd codes being distributed
in a Postmanet are qualitatively different. The close @altation that is required between
application-specific data copiers and system-level dgigec®also follows the precedents
of a vast body of prior work in user-extensible operatingeys [4, 9, 21, 30, 40, 71].
Rover is a toolkit for constructing applications targetingak and intermittent wire-
less networks [28]. A key element of the system is an asymdu® communication
mechanism that allows applications running on mobile wsslclients to continue to
function as communication with a remote server occurs irbdekground. The need of
an asynchronous communication mechanism applies to tiel&iigncy Postmanet. The
characteristics of the postal system, however, are diftdrem those of a weak wire-
less network: the postal system provides a high-latenclg-bandwidth datagram-like
service. By simultaneously exploiting an available lowefaty low-bandwidth Internet
connection and the excess capacity of movable storage medizan provide better

higher-level services.

Using Postal System to Exchange Data

The idea of sending cassettes in the postal system has ba@mdasince the invention
of the cassettes. A cassette in the postal system is sentdnenperson to one other
person; and one cannot really send a cassette to the “erdinld.tvIn the Postmanet,
when a DVD'’s digital content is deposited in the repositevizich is accessible by the
“entire network,” a person literally has the power to senahathing to the entire world.

The power of a “network effect” is much more pronounced thakimy point-to-point
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connections between people who already know each otheraliout building eBay-like

communities of people who otherwise would not have conmlewith each other. So the
repository plays an important role in realizing the “netlweffect” of the Postmanet, and
this is why the repository abstraction is a crucial part ef slgstems support we provide.

Companies such as AOL and Netflix have used the postal systdeiiter software
and movies on a large scale. None of these existing attetmpigever, have turned the
postal system into a generic two-way communication chatiratlcan cater to a wide
array of applications. Gray and his colleagues have shipjgethe postal system entire
NFS servers filled with terabytes of astronomy data [23]. MEB/ers are chosen as
mobile storage devices to minimize the amount of manual gardtion a data recipient
would need to perform. This is a goal that we share. Our istdeein generalizing
these tailor-made solutions for specialized applicatimhg a generic communication
mechanism that can benefit many applications. By itself, al ie system interface that
grants application access to the mobile storage devicedmaadequate: for example,
tasks such as recipients’ sending back acknowledgemeststiog Internet should be
automated away by a transport-level system. We also noteéhtbaapplicability of the
Postmanet approach is by no means limited to data-intessieatific applications: we
have discussed a variety of applications that can be usefavierage users, especially
those who fall on the wrong side of the digital divide.

The PersonalRAID system leverages a single mobile storageedthat always ac-
companies its owner to transport storage system diffessmo®ss multiple computers for
a single user [61]. Coda [33, 42] is a client/server file sydiea allows disconnected or
weakly connected mobile clients to operate out of theirlitfvaard.” Bayou [49, 62] is a
peer-to-peer application construction framework thaivedl its users to craft application-

specific mergers and conflict resolvers for dealing with corent writes to the same
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objects. Fluid Replication [32] an extension based on Codeydaoces an intermediate
level between mobile clients and their stationary serveaied “WayStations,” which
are designed to provide a degree of data reliability whileimizing the communication
across the wide-area used for maintaining replica comsigtd hese systems differ from
the Postmanet in two important ways. First, these systeiporekeeping a complete
copy of all the data at each location. Bayou and PersonalRAiI®M gt to maintain
complete replicas at all locations. Coda and Fluid Replicatitow a mobile client to
contain only a subset of the data while the servers and Wag&s$ashould contain full
replicas. In Postmanet, the data in the object repository latib is not meant to be
housed in its entirety at any other hub location or at itstlgpoke locations. Doing so is
neither desirable nor feasible due to resource constradstsuch, Postmanet sites have
flexibility in deciding what data to keep. Second, the goathafse distributed mobile
storage systems is to provide the illusion of a coherdsk or file system, while the
goal of the Postmanet is to provide the illusion afetworkconnection—these are very
different abstractions. The network abstraction is at Acehtly low level that may allow
potentially greater degree of application flexibility, Wéhan important goal of typical
distributed storage systems is to entirely abstract awaiceer machine identities. It
is possible to build a Coda or Bayou-like system on top of thdrRaset in situations
where complete replication is acceptable. The questionoaf to build a distributed
storage system appropriate for our environment on top dPtistmanet, however, is still

an interesting one.

Tutored Video Instruction

We draw our inspiration for the Digital StudyHall from theuibred Videotape Instruc-

tion” (TVI) program conducted at Stanford in the 1970s [1Tih the TVI paradigm,
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minimally-edited videos of unrehearsed lectures are vitlayesmall groups of students
assisted by &cilitator. The facilitator is not an expert teacher; instead, the fgm job
of the facilitator is to pause the video tape when questioise auring the play back of
the taped lectures. Such questions can be asked by studentares currently viewing
the tape, the instructor on the tape, or the students capture¢he tape. During such a
pause, the facilitator attempts to guide the students thaaesolution of the question
using a discussion format, before he resumes playing tlee W&en not many questions
are asked, it is also the facilitator’s job to instigate mguestions and discussions.
Over a number of years, careful studies were performed tgpaoethe performance
of the students participating in the TVI program against tifadhree other groups: one
was the group of students in the live classrooms; the secasdtiwe group of students
who viewed the lectures live on close-circuit TV and wereegithe option of interacting
with the instructor using phone hookups; and the third wasgitoup of students who
viewed the delayed taped lectures without any augmentaiiencall these three groups
the “live” group, the “interactive TV” (or ITV) group, and &X“TV” group, respectively.
While it was not surprising that the TVI group outperformee thV group, what
was especially interesting was that the TVI group outpentxtall three other groups,
including the live group, consistently over the years! ledlethe TVI students appeared
to lag behind the live (on-campus) students in terms of gxmission qualifications; yet
the TVI mechanism appeared to have more than compensatiisforitial disadvantage.
The conjecture is that there is more systematic interadiioh into the TVI model
than even that in the live classroom, and this increased atrafudiscussion in a less
inhibiting environment also fosters the formation of a graliscovery process that builds

communication and team skills, all of which ultimately cdmtiting to an enhanced
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learning process [35]. Variations of the TVI approach hagerbtried subsequently [13,
3], and similar degrees of success are observed.

What we can learn from these previous experiences is thewioip Recorded
classes, while not sufficient by themselves, when coupldgd successful instigation
of systematic interaction, can be extremely powerful inoagglishing education goals.
Successful instigation of interactions can be effectedl gitnple means. When success-
fully employed, the TVI approach unleashes the vast paikatipeer-learning: students
teaching students. Many “ingredients” in our Digital Sttidl are different. We are
teaching very young children in rural India, not college caiduate students in the U.S.
The subject matters are different. The type of interactibas we need to engage in are
different. The technologies involved are different. To besst of our knowledge, we are
not aware of comparable projects that address these i<3ndke other hand, we believe
that the lessons that we can learn from the TVI experienceésglaack to the 1970s are

still valid and, indeed, inspirational!
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Chapter 8

Conclusion

In this thesis, we propose turning storage media transpdagethe postal system into a
digital transport mechanism. The resulting generic assorabus digital network, which
we call the Postmanet, allows us to extend pervasive, hégithvidth, and low-cost
connectivity to places such as third world countries, whesaventional networking
technology is beyond people’s reach today. To fully realmepotential of this approach,
however, an application writer needs better support tharglield to just burn discs and
toss them into the postal system. In this thesis, we studgytsiems support that we must
provide in order to achieve the generality, transpareritigiency, and scalability goals
of the Postmanet. We examine three support systems andearsie application.

The first system, PHTTP, provides end-point support: ivedltdisconnected” browser-
based client applications to interact with their remotessecounterparts via the Post-
manet. In addition to low-level functionalities such as sfaling/unmarshaling “mes-
sages” onto/from DVDs and ensuring their authenticityegnity, and best-effort reliabil-
ity, PHTTP also provides the abstraction of a distributegctrepository, a mechanism

for distributing and updating application code on “discected” sites, and controllers
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for managing “DVD robots” that automate mass-processingmqodming and outgoing
DVDs at hub sites. The level of sophistication involved iedl system support func-
tionalities is likely beyond what most application prograers should be required to
handle on their own. The inclusion of a distributed objeqosatory inside PHTTP
that is programmatically accessible by the postal systepaiticularly important. It
presents a service that is akin to that of a distributed fiktesy, by making a single
name space available “everywhere,” including places tiat tonventional networking
access, and allowing all these distributed sites to perfead, write, navigation, search
and other operations on this name space. This high-levélaaition makes it easier to
construct distributed Postmanet applications. The PHTHjEab repository also helps
realize a “network effect,” as digital messages arriving thie Postmanet are deposited
in a database accessible by the “entire world.” The benédfés dne can derive from
this network effect are more profound than that can be derfireem mere point-to-point
connections.

The second system focuses on “routing,” the issue of howttdaa from the sender
to the receiver via the postal system. The naive approadtaweirig end users to burn and
swap discs on their own does not scale well, because as m&fydiscs may need to be
exchanged in ahl-node network on any given day. Such an approach is slowysiue
and requires much tedious manual labor at all sites. In cdiwgal networking, packets
are routed through a sequence of shared routers and linkke ittee network on their
way from a sender to a receiver, so that one does not have tdolay N2 physical
links in an N-node network. Similarly, in the Postmanet, our solutiorthe scalable
routing problem is to route Postmanet discs through a numbietermediate hops. At
each of these intermediate hops, data from incoming disds-isiultiplexed, and then

re-multiplexed onto outgoing discs destined to next hop& dim is to devise a dynamic
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routing topology that simultaneously minimizes the nunidetiscs that each node needs
to handle and the end-to-end postal latency. In this pahteo$tudy, we present a range of
routing heuristics, including those that rely on dedicatath distribution centers inside
the infrastructure, those that rely on Postmanet end nddogadelves to forward data
for each other, and hybrid combinations. We do not claim teehfaund the optimal
strategies, as the theoretical formulation of this probiehkely NP-hard; but our current
conjecture is that a hybrid strategy, when combined withugimg graph topology based
on the de Bruijn graphs, might offer the best tradeoff.

The third system is an experimental message passing syis&toffers more flexibil-
ity than the browser-based PHTTP substrate described aaoget allows us to explore
a number of solutions to current deficiencies in the PHTTResysThe issues addressed
in this message passing system include: intelligent hagdif bursty arrival of bulk data
so that interactive applications are not unnecessarilgkgld or delayed, exploitation
of an LLLB link (such as a ham radio link) in the Postmanet f@nsmitting control
messages (such as acknowledgements) and data (such asstmwtion versions of data
otherwise transmitted on the HLHB link), support for undcergiions that can “shoot
down” earlier messages while they are in various intermedlmatransit stages, and intel-
ligent exploitation of knowledge of storage media layoutgerformance optimization.
An important insight of this exercise can be best illusuldig the relationships among the
various data copiers. Application-specific data copierstmamore efficient because they
alone may have the knowledge of, for example, whether cedaia can be discarded
without being read, or where certain data should be placedth® other hand, system-
level data copiers can be more efficient because they alopg@ossess low-level storage
layout information and/or the opportunity to coordinateltiple user applications. These

effects, though visible in conventional contexts as wek, particularly profound in the
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Postmanet environment due to the large data sizes invohRednaximum efficiency, we
need both system copiers and application-specific copesmtk together.

We have built and deployed a substantial real-world aptitinaa rural distance learn-
ing system called the Digital StudyHall, on top of the Postgta The Digital StudyHall
consists of a network of hubs and spokes, where the hubsmacally distributed in urban
centers of excellence, which “radiate” contextually megful and coherent content and
methodology into village and slum schools in their vicinkyprototype system has been
operating in rural India since July of 2005. Our experieneéh the system not only
have provided us insights on the systems support that we ineadler to fully realize
the potential of the Postmanet, but also have allowed usrtdweti interesting mediation-
based pedagogy studies that have proved promising in artghayh-quality education

to a needy population.

Future Work

To a large extent, the messaging layer that we have discus$&tapter 6 is an experi-
mental “playing ground” that has allowed us to quickly gaidarstanding of a number
of issues before we fully incorporate the solutions into piheduction-quality PHTTP
system (Chapter 4). Among the first tasks of our future work igtaft” the validated
ideas learned at the message layer onto the PHTTP systense Tidude a system-
level data copier that can exploit its knowledge of the DVIadayout and collaborates
with application-specific data copiers, exploitation osa¢ond network” (based on ham
radios or cellular phones deployed to village schools),smtb operations.

As we have discussed in Chapter 3, our current Digital Stutlyieduction testbed

consists of only a single hub and its spokes. While operatatisn a single-hub network
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are transparent and fully automated, and several otherdreba various different stages
of development, we do not yet have the full system suppottleaneed to present a
coherent view of the entire multi-hub network. Communicaspanning multiple hubs,
at the time of this writing, still requires manual intervient by each hub operator on
the route. The routing strategies and algorithms discuss€&thapter 5 are only a first
step toward a single system view of the entire network, andhnmiore work needs to be
done. We are continuing the investigation of routing algponis. And to fully implement
any of these routing algorithms, we need to resolve othe@gdassues such as end-to-
end naming and addressing. Our eventual aim is to build aehilgivel system that, for
the lack of a better term, can be described as an “educatiomneta” whose individual
nodes are connected together via a variety of connectigitiirtologies, including the
Postmanet. A human user of this education Gnutella systenidinot have to be aware
of the disparity of such a complex and diverse network, wheta is located, from which
site to receive the data, and how the data is to be transmittstdad, the users should be
able to access the system as a single logically coherertiat®a

Only when we achieve this goal, can we hope to succeed irzieglihe “Learning
eBay” vision, a vision of a coherent content repository, $iemeously acting as a meet-
ing place, where learners and teaching staff can collab@ertoss time and space. We
hope such a learning system will scale up to encompass a wadiar of disadvantaged
children, contributing toward the Millennium Developmeaobal of universal primary

education.
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