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Abstract

Web users are not passive, but provide valuable information throughout the process of

information generation, delivery and access. User-provided information is openly available in

various novel web services and can often be a valuable resource for constructing further

improved and enhanced services. This thesis explores the application of user-provided

information in two important services, one of which is at application level while the other is at

middleware level.

Our first study proposes and investigates a new reputation framework for improving rating

service. Rating services allow users to harvest the collective wisdom of the broad community in

making decisions. However, the difficulty with Internet ratings is that little is known about the

people providing them. This thesis presents a powerful methodology that automatically

computes the reputation of each online rater according to the quality and the quantity of the

ratings given by the rater. This reputation information can be used to weight the ratings in

aggregating multiple users’ opinions on a product and to guide readers to high-quality opinions.

Using data collected from real rating sites, our experiments demonstrate that our system

possesses a set of important properties and has the potential to greatly enhance the effectiveness

of rating service.

This thesis also proposes and investigates the utilization of user provided information in

middleware design for distributed content delivery and caching. The information needs of

content consumers form the key to driving content delivery over the Internet. Typically, these

information needs are determined based on access patterns. This thesis explores a set of novel
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content placement approaches enhanced by using stated user interest through subscriptions. Our

algorithms proactively deliver contents at publishing time and on demand at access time to the

edge servers that are close to end-users, based on subscription and access information. We

studied the algorithms’ performances using a simulator and the workloads that we built to

mimic the content and access dynamics of a busy news site. The results demonstrate that

incorporating subscription information judiciously can substantially improve the hit rate in the

local servers as compared to the access-based approaches, even when the subscription

information does not reflect users’ actual accesses perfectly.
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Chapter 1

Introduction

1.1 User Information and Internet Services

In many novel Internet services, web users are not passive, but provide valuable information

explicitly throughout the process of information generation, delivery and access. For example,

e-commerce customers provide their feedback on products and services after transactions; the

users of the notification services state their interest in web contents via subscriptions.

User information usually implies the key knowledge about the usefulness of certain

contents, from the perspective of either individual users or groups of users who are clustered by

location or by service. Analyzing user information is important for building novel Internet

services and constructing further improved and enhanced services.

User information has been popularly used in the areas of content personalization,

collaborative recommendation, etc. Specifically, many value-added services are built up based

on user-provided information. With the exponential growth in web contents, an important area

in the application of user-provided information is information filtering.

Rating services are powerful in helping new customers to harvest the community wisdom in

e-commerce. A popular use of rating information is to reflect a product’s quality based on the

average rating of the product. Rating information can be also used to infer a user’s preference in

recommendation systems. According to the similarity in the ratings that have been given to the

same products in the past, similar-minded users are grouped together, and a product is
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recommended to a user if the other members of the same group as the user give high ratings to

the product.

A user can also form a preference profile about the information the user would like to

receive from Internet services. This idea has been applied for spamming check in email

services. Many notification services such as stock alerts and news feeds are based on users’

subscriptions declaring their interests.

Depending on the type of service, user information can be kept, analyzed and applied at

either the content provider’s side or user’s side. A publishing site has the complete information

about its users’ activities at the site. Based on the information, the site’s manager can analyze

the aggregated user behaviors and thus improves the services of that site. In contrast, a user log

embedded in a client browser holds a single user’s activities on the web. The information about

a user’s preferences or activities through the whole web is useful for building up personalized

services at the user’s side.

Besides the publishing side and the user side, an interesting component of an Internet

service infrastructure for using user information is the intermediary that stands between

information producers and information consumers. The intermediary can be implemented as a

centralized node or an overlay network of distributed intermediaries. A distributed system is

usually able in strengthening Internet services with better quality of services, scalability and

availability than a centralized model, but at the expense of ease of use and maintenance.

1.2 Focus of This Thesis

This thesis discusses two independent Internet services that are enhanced by analyzing user-

provided information. One is at the application level and the other at the middleware level. In

addition, one focuses on publishing-side services, while the other is implemented for a group of

distributed intermediary nodes between the content producers and the users.
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For both problems we studied in this thesis, different approaches are proposed and

compared against each other in our experiments. The results demonstrate clearly the importance

of algorithm design in greatly improving solutions to each problem.

1.2.1 Reputation System in Rating Services

The first service studied in this thesis is the rating engine in e-commerce. A rating engine

provides the quality information about products based on the ratings given by Internet users.

Rating information is useful for helping new customers to harvest community wisdom.

However, the difficulty with Internet ratings is that little is known about the people providing

them. Existing services simply assume all raters are equally trustworthy and therefore they

calculate a product score as a simple average of all the ratings that are given to the product.

To generate value-added information on products, raters’ reputations should be taken into

account in rating integration. This thesis proposes a framework to quantify a rater’s reputation

by analyzing the ratings given by this user and other users on all products. Given the computed

reputation information, the product score is a weighted average of all ratings, with each rating

being weighted by the rater’s reputation. The reputation information can also serve as an

indicator of the reliability of each review.

We evaluated the proposed reputation framework using data collected from real rating sites.

The results show that the reputation framework built by our statistical methods has the desirable

properties with regard to temporal trend, correlation between rating experience and reputation

rank, greater consistency among good raters than bad raters, and the ability of reputations (and

high-reputation raters) to differentiate items more finely. In addition, our automatic

methodology generates results that basically match the manual judgments on raters’ reliability

made by site managers, while our method is able to avoid certain problems in human judgment,

which is restricted by a human’s ability to aggregate large and complicated data sources.
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Besides Internet rating service, our reputation framework is useful in other application

scenarios in which multiple parameters co-exist for generating a decision, and the quality of

each parameter can be learnt from the performances of the parameter in the past.

1.2.2 Subscription-enhanced Content Delivery

The second service studied in this thesis illustrates the utilization of user-provided information

in middleware design for distributed content delivery and caching. The information needs of

content consumers form the key to driving content delivery over the Internet. Typically, these

information needs are determined based on access patterns and pre-determinations of popular

resources. This thesis studies the enhancement of content placement approaches by using stated

user interest through subscriptions.

We take the “pushing to edge” philosophy to serve users’ requests at the content servers that

are deployed close to the end-users. As a priori knowledge about users’ interests, subscription

information facilitates proactive content placement to the edge servers at content generation

time. Subscription information can be also used with access information to predict on the fly the

future requests of a page at a content server. Our algorithms proactively deliver contents at

publishing time and on demand at access time to the edge servers that are close to the users who

are interested in the contents, based on subscription and access information and other factors

related to a page’s value.

We have studied the algorithms’ performances using a simulator and workloads that we

have built to mimic the content and access dynamics of a busy news site. Under various

correlations between the users’ pre-defined preferences and their actual behaviors, our best

approaches improve the hit rate in the local servers by between 16% and 50% as compared to

the baseline caching approach. When using a trace that represents more general request patterns
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than news requests, the relative improvement in hit rate by using stated user interest is between

33% and 133%, which is more pronounced than that for the news trace.

The results demonstrated that incorporating subscription information judiciously can

substantially improve the hit rate in the local servers as compared to the access-based

approaches, even when the subscription information does not reflect users’ accesses perfectly.

1.3 Organization of This Thesis

The next chapter presents the algorithms to build and apply a reputation framework in Internet

rating services, and discusses the performances of our algorithms. Starting from chapter 3, we

investigate the application of users’ pre-defined interest in building content delivery middleware

system. Chapter 3 introduces the publish/subscribe communication paradigm between content

providers and content consumers, and presents the challenges of content delivery in

publish/subscribe applications. Chapter 4 proposes the algorithms for subscription-enhanced

content delivery and caching. Chapter 5 describes the simulator and the workloads we built to

mimic the content delivery service for a news site. The simulation results are demonstrated and

analyzed in chapter 6. The last chapter of this thesis summarizes the major contributions of this

thesis on using user-provided information for improving Internet services, and proposes some

interesting directions to extend this study in the future.



1

Chapter 2

Computing and Using Reputations

for Internet Ratings

2.1 Internet Rating Services

The Internet facilitates the circulation of opinions. The subjects span a wide range from

products, services to celebrities’ personalities. Anyone can give comments (in this work, a

comment consists of a numerical rating and the associated text review) based on his/her

expertise or purely on personal experience [Guernsey ’00], and comments allow users to harvest

the combined wisdom of the community in making decisions about products and service-

providers. Users fall into two categories: raters who are information producers, and readers

who are information consumers. A user may be both a rater and a reader.

Two key issues arise in this scenario. The first concerns the quality of comments provided

by reviewers. The openness of the Internet makes comments very rich and valuable, but it also

causes the reliability of these comments to be a key problem. This issue is especially crucial in

E-Commerce where users use others’ opinions as guidance before making transactions. At the

same time, good raters would welcome reputation differentiation as a reward for their efforts.

The reliability of raters can also be used by the site designers to better organize a site [Hafner

’01]. Therefore, determining reputations for raters is a common concern for all parties.
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The second issue concerns the evaluation and presentation of overall ratings for objects (the

overall rating is often referred to as reputation in the literature; however, to discriminate it from

the rater’s reputation, it is called score in this study). A score is a summary of all numerical

ratings given to an object. A simple average of raw ratings does not discriminate between the

reliability of ratings, and thus is of limited usefulness. In addition to the reputations of raters, a

good estimated product score is affected by many factors such as the number of ratings given to

the object; hence it is desirable to generate a separate parameter to indicate the confidence level

of each score.

The goal of this research is to build a rating aggregation system that provides the following

value-added information to users:

1. The reputations of raters (organized as a hierarchy of categories);

2. The scores of objects, taking reputations of raters into account;

3. The confidence level of scores.

2.2 Other Applications of Reputations and Ratings

Rating service is needed in any scenario in which qualification information is important. One

possible application of reputation/rating systems is to improve security and fault tolerance in

Distributed Information Systems. For example, one important problem in loosely-coupled

distributed information systems such as p2p networks is identifying a source’s reliability. In p2p

networks, each node exposes only limited information to other nodes. A reputation/rating

system can be built to track the behavior of each node such as connection availability in the past

and generate a rating for each node regarding its reliability in terms of availability. The

replicating and searching algorithms in a p2p network can make use of this reliability rating of

neighboring nodes to avoid querying unavailable nodes.



8

Our reputation system is also applicable to the applications in which a decision is made

based on multiple parameters and the importance of each parameter can be estimated from the

performance of the parameter in the past. For example, reputation information can be used to

build up novel collaborative recommendation systems. Existing collaborative recommendation

methods usually rely on the similarity of users’ opinions. We can improve the recommendation

quality by incorporating the reliability information about each user.

2.3 Related Work

The most relevant work to our study includes different reputation schemes about raters applied

at rating sites. Beside that, this section also discusses some work that has been done on

reputation problems in areas other than Internet ratings. Finally, this section investigates the

efforts to build up Internet rating services in general.

2.3.1 Use of Reputations on Rating Sites

Available rating aggregation systems can be classified by the degree of differentiation in the

reliability of ratings. In one type of system (e.g. CNET.com [CNet ‘04]), no differentiation in

the quality of reviews is provided. Consequently, there is no help for readers to identify high-

quality reviews. The second type of system supports readers’ voting on the values of reviews,

and tries to highlight good reviews by readers’ consensus (e.g., Amazon [Amazon ‘00] and

Deja.com, which has been acquired by eBay’s [ebay] Half.com [Half]). However, no reputation

about raters is aggregated on this type of site. Examples of the third type are online auction sites

such as eBay.com. Here, both raters and rated objects are people participating in auctions. The

“reputation” of a user can be estimated from ratings given to that user. The problem within this

rating scheme is that this “reputation” is not a suitable metric for that user’s qualification as a
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rater. For all three types, every individual rating is given the same importance in computing the

overall scores of rated objects. The fourth type of rating system is the most relevant to our work

on reputation system. On these sites, raters are discriminated based on their qualification,

judged somehow. In calculating scores, ratings carry different weights. To our knowledge, the

only site in this class is Epinions [Epinions ‘01].

In 2001, when our study was carried out, Epinions identified two special user groups, Most

Trusted Users and Advisors. Its basic idea is to have its members identify good reviewers in one

of two ways. Users may explicitly indicate trusted and distrusted users; they can also rate text

reviews written by other users, and thus affect the scores of those reviews. In this scheme, a

Most Trusted User is one who is indicated as trustworthy by many users; an advisor is a

reviewer who is widely trusted by other users and has written many reviews with high scores.

This discrimination determines the relative importance given to reviews, and in turn affects a

product’s score via the weight given to each review. The significant distinctions that exist

between our approach and that of Epinions are listed in Table 2.1.

In Epinions’ method to evaluate raters, subjectivity is introduced in two ways. First, users’

trustworthiness is evaluated directly by other users; which trustworthiness (and quality of

ratings/reviews) should be based on an overall understanding of the whole database of ratings,

Table 2.1 Differences between our mechanism and that of Epinions

Epinions Our methods
Framework of

reputation
Binary division between
good raters and others

Quantitative reputation for
each rater

Evaluation on comment Evaluate its text review
only

Evaluate both numeric and
text portions, intrinsically

Mechanism
for raters’
reputation Users can directly

evaluate other users? Yes No

Weight of a rating Score of its textual
review Reputation of the rater

Need readers’ explicit
ratings on reviews? Yes No

Evaluation
of object

Confidence of score � Presented separately
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but in practice a user is very likely limited in the basis for judgments of other users or their

reviews. In addition, at Epinions, the evaluation of a comment is only based on its text part

where bias can easily be introduced. Our method computes reputations, scores, and confidences

implicitly from the entire database of ratings, without applying direct judgments on reputation

by people. Our methodology is also different from Epinions in applying the reliability

information to compute a product score. To weight a comment, Epinions requires that weights

(called “ratings” then) be given explicitly to the corresponding review; our methods weigh a

comment using the rater’s reputation that is estimated from the quality of the user’s previous

comments. Therefore, our method provides more granular information in a more objective way.

The current Epinions site (2004) identifies three types of good raters according to the way

they contribute to Epinions’ users. Top Reviewers are those users who write high quality

reviews in the category of their expertise. This category is in fact the Advisor category in the

earlier classification. “Advisors” is now used to name the users who give high quality comments

on the reviews written by other users. The third group of good raters, Most Popular Lists, writes

reviews that are visited most. Although the categorization of helpful raters has changed, the

basic methodology used to determine these special users is similar, according to the text

descriptions at Epinions’ site. Therefore, the above discussions on the key differences between

our rating scheme and that of Epinions still hold.

2.3.2 Use of Reputations in Other Applications

Working almost at the same time as us in studying Internet ratings, Riggs and Wilensky

proposed an algorithm to evaluate peer reviewers’ qualifications in the context of digital

scientific documents dissemination [Riggs’01]. Similar to our mechanism, Riggs and Wilensky

compute reviewers’ qualification automatically; and the endorsements from other reviewers on
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the same rated document are used as the indicator of a review’s quality. For evaluating

algorithms, Riggs and Wilensky also compare with Epinions.

The key algorithm of Riggs and Wilensky is a set of mutually recursive functions that

calculate an item’s score by weighing each rating by the qualification of the rater, where the

qualification of a rater is determined based on the match of the rating to the item score. Our

methodology has two major distinctions from that proposed in Riggs and Wilensky’s work:

1.) Our approach incorporates the quality of text reviews in addition to ratings, while Riggs

and Wilensky evaluate numeric ratings only;

2.) Our approach does not compute reviewers’ qualifications and item score recursively.

Riggs and Wilensky do not prove if their recursive algorithm can always converge.

2.3.3 Related Research on Ratings

An important application of online ratings is collaborative recommendation [Hill’95,

Konstan’97, Resnick’94, Terveen’97]. Products rated highly by users are recommended to

others with similar tastes. In collaborative recommendation systems, a product’s score for a

given user is determined based on the user’s personal taste, and thus the calculation of objective

reputation and product score is not necessary.

Zacharia and co-workers [Zacharia’99] propose a reputation system in E-communities

where people rate each other. That work focuses on how reputation evolves with time based on

direct ratings between people. Our method discriminates raters from rated entities, and thus is

applicable in both uni-directional rating schemes for products and bi-directional rating

communities for people. Compared to Zacharia’s work, our reputation system is a more general

and open scheme that not only incorporates users’ direct ratings on other users’ reviews but also

analyzes the distribution of numeric ratings on each product.



12

Dellarocas [Dellarocas’00] proposes mechanisms to detect two types of cheating behavior.

The basic idea is to detect and filter out “exceptions” in certain scenarios. Our objective is to

build reputations for all raters; of course, one possible application of our reputation framework

could be in detecting fake ratings from unreliable raters.

2.4 Key Idea of Our Approach and Validation Methodology

Taking advantage of the insight that reputation can be computed implicitly from ratings, we

develop a general method to automatically compute reputations for raters based on the ratings

they and others give to objects, and incorporate these reputations to generate value-added

information about rated objects. Ultimately, a rater is reliable if the rater gives a large amount of

high quality ratings. In this way, a user’s reputation is determined from the number and the

quality of the ratings the user gives.

People’s expertise usually varies across knowledge domains, hence a rater’s reputation is

broken down by category of rated objects. A rater’s reputation for a category combines the

rater’s qualification for rating objects in that category and the confidence in that qualification. A

rater’s qualification for a category is computed based on the qualities of all the opinions given

by the rater in the category, while the confidence in the computed qualification for the user and

the category is measured from the number of ratings given by the user in that category.

In many on-line rating systems, people are allowed to submit not only the numeric ratings

but also text reviews on products. A user’s opinion on a given product may consist of a rating

and a review. Our algorithm evaluates the two portions separately, and then computes the

opinion’s quality by aggregating the two results. The quality of a numeric rating is determined

from the consistency of the rating to other ratings given to the same product. The evaluation of a
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text review is based on a consensus model on readers’ voting. When many readers indicate a

review is helpful, the review’s quality is expected to be high.

Taking advantage of the computed reputations of raters, we use reputation-weighted ratings

as the overall score for each object. To capture other factors affecting the reliability of a score

such as the number of ratings given to the object or the reputations of the raters evaluating the

object, we compute a separate parameter to indicate the confidence level of each score.

The quantitative experiments in this study are carried out with two goals. One is to analyze

the characteristics of two major types of online ratings: bi-directional ratings for online auctions

and uni-directional ratings for various objects. Another goal is to analyze our mechanisms for

computing reputation-enhanced ratings from two perspectives. First, we demonstrate that our

reputation framework and methods indeed satisfy a set of desired properties. Second, our

methods for computing reputations are compared to Epinions. We find that the raters with high

computed reputation by our methods correspond well to the good raters chosen by site managers

and users on Epinions. However, our methods provide additional, important, more granular

information and thus are more discriminating than human judgments.

2.5 Building Reputation for Raters

We first discuss how we compute reputations for raters. In the next section, we will discuss how

these reputations are used to compute scores of rated objects.

Two properties are assumed to be associated with a rater’s reputation in our work:

(1) It is a dynamic random variable, reflecting uncertainty.

(2) It is classified based on expertise category.

The uncertainty of reputation is partly due to variability of every person’s expertise with

time, and partly because of updates in direct or indirect knowledge our system has about raters
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over time. The second property is encoded in our bottom-up approach in building a reputation

hierarchy for each user from leaf categories to the root category.

AutomobileMovie

Comments: (LM, LC)

Leaf Categories:
(CM, CC, Reputation)

Global Reputation:
(CM, CC, Reputation)

Rater “Joe”

Figure 2.1 Reputation hierarchy for one rater

Figure 2.1 illustrates a reputation tree for a rater based on the classification of objects into

categories. Rectangles denote comments that include raw ratings and text reviews, and circles

refer to categories. The categories on the lowest level are called leaf categories. The reputation

information in the non-leaf categories is aggregated from information in their children.

The procedure to build a reputation tree consists of three stages. First, every comment that

consists of a numeric rating and a textual review is evaluated using information regarding that

comment and other comments on the same object. The local match (LM) denotes the resulting

quality of one comment. The local confidence (LC) is the confidence in LM. Second, the rater’s

reputation in the leaf categories is calculated based on � �� �LC,LM  for all comments by that rater

in that category. The overall quality of all comments by that rater in a category is computed and

referred to as category match (CM), and the confidence in CM is computed and referred to as

category confidence (CC). A rater’s reputation in a category is built by combining the rater’s

CM and CC for that category. Finally, information regarding reputation in all non-leaf

categories is generated. The ranges of all variables mentioned above are [0, 1].
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2.5.1 EVALUATING A COMMENT

As the first step in the three stages described above, evaluating an individual comment can be

split into two parts: evaluation of its numeric rating and of its textual review. The quality of a

comment as a whole is based on these two evaluations. The formulae in this section can be

easily extended to any rating scales, though a rating scale of 5 is assumed in this discussion.

2.5.1.1 Evaluating the Numeric Rating Locally

The only information we use to evaluate an individual numeric rating is the frequency

distribution of all ratings given to the same object.

First, raters are grouped according to the rating values they give to the object. Every rater is

deemed to give the highest endorsement to other raters in that rater’s group. The endorsement of

raters to other groups is a function of the discrepancy between the rating levels of the groups.

The endorsement of one group to another group could simply be a function of difference of

two ratings. However, the semantics of rating levels provide the hints to define endorsements in

a more meaningful way. For example, the discrepancy between “5” (excellent) and “3” (neutral)

is smaller than that between “4” (good) and “2” (bad) intrinsically, though the numerical gaps

between the pairs are same. The following endorsement matrices (before normalization) are

examples of the above two endorsement measurement schemes. 1E  is simply a linear function

of the difference of two rating levels, while 2E  factors in the meaning of rating levels. For

example, according to 1E  the endorsement of a rating group to any other group that is two

rating levels away is 0.6. Using 2E , in contrast, the endorsement of the rating group at “5” to

the group at “3” is 0.2, but that of “4” to “2” is 0 because they are fundamentally opposite

opinions. In our implementation we normalize the matrix E so that the total endorsement of one

group to all groups including itself is 1.
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levels rating of semantics             ratings of differenceon      
account into  takingtsEndorsemen  only       based  tsEndorsemen     

1   0.8  0.2     0     0
0.7   1    0.3     0     0
0.2 0.3    1    0.3  0.2
0    0   0.3      1  0.7
0    0   0.2   0.8     1

         

1   0.8  0.6  0.4  0.2
0.8   1   0.8  0.6  0.4
0.6  0.8    1   0.8  0.6
0.4  0.6  0.8    1   0.8
0.2  0.4  0.6  0.8     1
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The quality of a rating at the rating level i, denoted as iQN , is the sum of endorsements

from all groups/rating levels, weighted by the importance of each endorsement. This importance

is the QN of the endorsing group. To make the computation converge, the relative group size is

used as the a priori importance. � �iQN  is computed by solving Equation 2.1.
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Our method to analyze the distribution of ratings is similar to the method of weight

propagation or transfer of endorsement that is used to rank pages in some search engines

[Brin’98, Kleinberg’99]. Each rating group in our problem can be viewed as a page node in the

analysis on page ranks. Similar to Brin and Page’s work, our approaches do not distinguish an

authority from a hub, or in other words, an authority node that represents a high quality rating is

also a hub that endorses other good ratings, which is different from the analysis on pages’

importance in Kleinberg’s work.

In practice, “rating scarcity” is a common problem for rating aggregation systems.

Measuring the confidence of a result is important but is often ignored. The confidence of � �iQN

is determined by the sample size N (the total number of ratings given to an object). Based on the

discussion about the confidence of index numbers in [Arkin’70], a piecewise function as shown
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in Figure 2.2 is designed to compute a confidence level (CN) for QN. The function grows

slowly when N is smaller than 20; it grows faster when N is between 20 and 50; after that CN

still grows but gradually; and when N is beyond 200, increasing N has no effect on CN.
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0.8

1

0 20 40 60 80 100 120 140 160 180 200
N (the total number of ratings given to an item)

C
N

 

             Figure 2.2 Piecewise function for CN

The method discussed in this section is based on the assumption that the quality of objects

can be evaluated somehow by majority rule. For objects outside this assumption, the

information consumers can decide to what degree they accept the raw ratings and other value-

added information generated from raw ratings.

2.5.1.2 Evaluating Text Reviews

For sites that support readers’ voting, the quality of a text review can be estimated from readers’

explicit ratings of that review. In this computation, every reader’s rating is weighted based on

the current reputation of the reader. Thus, a user can be an information producer and an

information consumer for the same object (text review). The quality of a text review and the

corresponding confidence are denoted as QT and CT.

When computing QT, Equation 2.2 factors the reputations of the readers in, assuming a

good rater on products also has good judgements on reviews. In Equation 2.2, the parameter M

is used to normalize the resulting QT.
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2.5.1.3 Evaluating a Comment Overall

Equation 2.4 shows how we put the computed evaluations of the two parts of a comment

together to generate LM, the quality of a comment, and LC, the confidence in LM. The resulting

local confidence LC is based on discussions on the standard error of arithmetic mean

[Arkin’70]. Because we do not want a linear correlation between the confidence and the

standard error, LM is equal to the difference of 1 and the square root of the standard error as

shown in Equation 2.4. Not trivially, the evaluation on either portion of a comment can be used

to estimate the overall quality of a comment, if the other portion is unavailable.
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2.5.2 Building the Reputation Tree

As mentioned earlier, a given rater’s reputation is organized as a tree based on the category

structure of objects. Each category node in the tree is associated with three values: Category

Match or CM is the estimate of the rater’s qualification for that category; Category Confidence

or CC measures the confidence in CM; Reputation is a quantitative summary about the rater’s

qualification in that category based on CM and CC. CM and CC for a category are determined

from the matches and the corresponding confidences of its children using Equation 2.5.
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There are multiple options for computing the reputation of a rater in a category from CM

and CC for that category. The basic requirements of a reputation function include:

1.) It increases with CM or CC when the other variable is fixed.
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2.) It is 0 if either CM or CC is 0, which implies that either all comments given by the rater

are very bad, or the relevant information is insufficient to generate any reputation.

3.) It is 1 only when both CM and CC are 1.

4.) It is exactly the same as CM if CC is 1.

Some other properties as follows are also desirable:

1.) The bigger CC, the faster reputation grows with CM.

2.) The bigger CM, the faster reputation grows with CC.

3.) CM is dominant when CC is large but CM is small.

4.) CC is dominant when CM is large but CC is small.

A formula satisfying all of the above basic and supplementary requirements is given by

Equation 2.6. The proof that the following reputation function satisfies all the properties is

given in appendix A.

� � 2.6Equation                   11  Reputation ����  CM CC

2.5.3 Deploying Mathematical Modules

The modularity of our mathematical model allows modules to be loaded and combined in a

flexible way to build reputation. Our reputation framework consists of several pluggable

modules. In particular, either part of a comment (numerical or textual) or both parts can be used

in comment evaluation as desired; for reputation organization, choices can be made between a

flat structure and a category-based hierarchical structure.

In this work, four mechanisms to build a rater’s reputation are discussed, as defined in table

2.2. Among the four models, the least computationally expensive model is FLAT model that

ignores the categorization of rated objects and the qualities of text reviews. The model that

involves all the modules introduced above is TREE&TEXT. In general, different deployments
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make different trade-offs between the computational complexity and the quality of results. An

experimental comparison of these models will be shown in Section 2.6.2.

Table 2.2 Four deployments of mathematical modules

Organization of Reputation
Flat Tree

No FLAT TREEEvaluate text
reviews too? Yes FLAT&TEXT TREE&TEXT

2.6 Scoring Objects

A direct application of the reputation framework built using the approaches in section 2.5 is

generating product score. Raters’ reputations can be used as weights in aggregating multiple

users’ opinions on an object, and in estimating the reliability of a score.

2.6.1 Absolute Score and Confidence of Score

For information consumers, the central concern is the evaluation of objects, denoted as score.

The score of an object is calculated as the weighted average of all its ratings, with the weight of

a rating being the rater’s reputation. This is more meaningful than a simple average of raw

ratings as used in many existing rating systems.

If only few, not very reliable people have rated an object, one cannot be very confident in

the resulting score. Inspired by the statistical method to estimate the standard error of arithmetic

mean, the confidence of a score is determined by at least three factors as follows:

1.) The total number of ratings given to the object

2.) Reputations of raters who give these ratings

3.) Degree of consistency in ratings
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Equation 2.7 is the formula we used to calculate the confidence of a score, denoted as SC .

SC  of a product’s score increases with the total number of ratings given to the product, the

reputations of raters who give the ratings, and the degree of consistency in the ratings.
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2.6.2 Use of Reputation Hierarchy

When computing a score for an object, the weight of a rating may be chosen to be the rater’s

reputation for any category on the path from the root of that rater’s reputation tree to the leaf

category including the object under evaluation. Using a user’s reputation for a given category as

the weight of the ratings that the user gives to the products in that category emphasizes the

rater’s expertise in the given category.

However, when there is lack of information about the raters at finer granularity, which is

reflected by small Category Confidence (CC), it is desirable to apply reputations for a coarser-

grained category in computing product score. Therefore, every object can be given a set of

scores based on raters’ reputations at different category levels.
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2.7 Experimental Results

Our experiments are divided into two sections. The first section is a set of observations on raw

online ratings. The second section is an analysis of our methods to build reputations and scores.

2.7.1 Observations About Raw Online Ratings

There are several ways to classify online ratings. Ratings can be discriminated as uni-directional

or bi-directional ratings, or be classified as ratings on people or ratings on products. For

example, ratings on online auctions are usually bi-directional and the rated objects are people

involved in transactions. Many shopping sites or rating intermediary sites like Epinions collect

uni-directional ratings for a wide range of objects.

Two data sets are used in this section. The first includes bi-directional ratings of people,

collected from three auction sites: eBay [ebay], Amazon [amazon], and Yahoo [Yahoo]. The

second data set includes uni-directional ratings of different objects on Epinions [Epinions]. All

the data was collected in the spring and summer of 2000.

Table 2.3 Data sets for analysis on raw online ratings

Auction Sites
Amazon Yahoo Ebay Epinions

Number of objects with
more than 10 ratings 16,377 59,293 212,285 5,974

2.7.1.1 Distribution of Mean Ratings

Figure 2.3 shows the distribution of the mean ratings for rated objects. Most users on auction

sites, either sellers or buyers, have mean ratings at the highest rating level. Compared to auction

ratings, the distribution of mean ratings on Epinions spreads over a wider range on the rating

scale.
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Figure 2.3 Distribution of means of ratings on four rating sites (eBay uses rating scale of 3, so the

ratings from eBay are normalized to scales of 5 in our experiments)

Table 2.4 gives more details about the distributions in Figure 2.3.

Table 2.4 Summary on the distributions of means of ratings on four rating sites

Auction sitesSites
% Objects for which: Amazon Yahoo Ebay

Epinions

Mean of ratings is above 4 98 90 99.36 51
Mean of ratings is below 3 0.24 1.6 0 5.3

2.7.1.2 Correlation of Ratings Given by the Two Parties in Bi-directional Rating

There are several possible reasons why many people have high scores on auction sites:

1. People do well in online transactions.

2. People tend to give high ratings as long as the other party pays or sends the goods.

3. Some sellers rig the system to bolster their ratings.

4. Bi-directional rating schemes lead users to give high ratings to others in the hope of

getting high ratings in return.
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The first two reasons are beyond the scope of this study. The cheating behavior in the third

case is not enough to explain the ubiquity of high scores on auction sites. In this work we focus

on the fourth possibility.

Based on user IDs, 1,056,368 transactions were extracted from ratings given to 295,930

users on Yahoo. The ratings given by the seller and buyer in a single transaction are paired

together. Table 2.5 presents the summary of raw results.

Table 2.5 Correlation of ratings given by seller and buyer in a single transaction on Yahoo

Cases % Transactions
 exactly same 91The ratings that two parties give

to each other are both high ratings (�4) 95

a low rating (�2) 56

a high rating (�4) 29
When one party gives a low rating
(�2), the other party gives:

a neutral rating (=3) 15

Ignoring the differences between 4 (good) and 5 (excellent), and 2 (bad) and 1 (very bad),

the Pearson's correlation coefficient between ratings from two parties r (defined in Equation

2.8) is about 0.72, which shows a high positive correlation. Based on observations in Figure 2.3

and Table 2.4, we believe this positive correlation is stronger on Amazon and eBay than Yahoo.

The results support our hypothesis that a bi-directional rating scheme leads to high ratings in

online auctions.
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2.7.1.3 The Relationship Between Type of Rated Object and Distribution of Ratings

For uni-directional ratings on Epinions, the rated objects span a wide range of products,

services, and other topics such as travel destinations or celebrities. To investigate the relation

between types of rated objects and distributions of ratings, the objects on Epinions are classified

according to their nature in terms of the difficulty of being evaluated objectively. We defined

three classes for objects: “Objective”�the quality can be determined by fairly objective

standards (e.g. electronic products); “Subjective”�the evaluation is strongly based on personal

taste (e.g. travel destinations); “Medium”�the evaluation is based on a mixture of objective

standards and personal expectations (e.g. services).

Table 2.6 Sample size of three classes for objects on Epinions

Objective Medium Subjective
# Objects with more than 10 ratings 1926 2198 1850

The three classes were first compared in the distributions of their mean ratings by

experiments discussed in sections 2.7.1.1. The distributions for the three classes show similar

properties as the whole data set before classification; namely, ratings of many objects are high.

The three classes of objects are then compared in the shape of rating profiles for a single object.

We classified all possible rating profiles into 10 groups, as described in Table 2.7, and counted

the relative occurrence of each shape for each class.

Table 2.7 The distribution of rating profiles

Obj.(%) Med.(%) Sub.(%)
Monotonically Increasing 33.2 34.1 39.1

Bi-modal (“U” shaped) 24.8 20.7 24.0
Uniform Distribution 12.3 10.1 10.3

Bell-shaped 7.6 12.2 11.0
9.1 9.0 5.2
5.9 5.5 4.4

(“M” shaped) 3.1 3.6 1.9

Monotonically Decreasing 2.7 2.8 2.2
(“W” shaped) 1.0 1.4 1.0

A Single Rating Group 0.3 0.6 0.8
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The distributions described in Table 2.7 can be interpreted as follows. Uniform distribution

represents high degree of dispersion in users’ opinions to a same object, or no dominating

opinion about the rated object; “W” shaped distribution can be viewed as an extension of

strictly uniform distribution. Bi-modal or “U” shaped distribution demonstrates that two

opposite opinions dominate users’ ratings on a same object; “M” shaped curve also reflects two

dominating opposite ratings but with a lower degree of discrepancy between the two ratings;

 and  curves exhibit the mildest discrepancy when there are two dominating

opinions of an object. Monotonically changing curves or bell-shaped ones demonstrate that

users’ opinions converge to a common rating, though the degree of the concentration of users’

opinions is not as high as represented by a single rating group.

Some interesting observations are obtained from Table 2.7:

1) The distributions of possible rating profiles are similar for all three classes;

2) The possible rating profile for a single object may be any of the 10 types of shapes;

3) Monotonically increasing and “U” shaped distributions are dominating cases after

which are uniform distribution and bell-shapes.

2.7.1.4 Summary on Characteristics of Raw Online Ratings

The above analysis results on raw ratings have several important implications in designing our

rating aggregation methods:

1) It is difficult to perform a meaningful or non-trivial evaluation on raters and rated

objects from bi-directional ratings in online auctions, which is due to the ubiquity of

high ratings. We therefore do not use the auction ratings in the performance analysis on

our reputation scheme, described in the next section;
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2) Given the lack of correlation between the distribution and the subjectivity of ratings, a

general method can be applied to evaluate raters and objects for uni-directional ratings,

regardless of the type of rated object in terms of expected subjectivity of ratings;

3) Rating analysis on an object needs to take into account all possible distributions.

2.7.2 Experiments on Reputations

The kernel of our rating aggregation system involves building reputations for raters. The data

used in this section are the ratings from Epinions during the summer of 2000. The structure of

the reputation tree for a rater is based on the classification of categories on Epinions. In our

experiments, the depth of a reputation tree is 2 and all leaf categories are at the same level.

Table 2.8 Data set for experiments on reputations

Number of
Objects

Number of
Raters

Number of Categories at
level 1 Number of Leaf categories

50,725 59,986 14 80

Equation 2.6 generates a real number between 0 and 1 as a rater’s reputation for a category.

To illustrate a rater’s qualification as compared to the other raters, we convert each raw

reputation into a reputation rank. Our algorithm to generate reputation rank is based on the

Square-Error clustering method. The total number of rank clusters is set as 10. In a rater’s

reputation hierarchy, each reputation value is associated with a reputation rank in the

corresponding category.

While there is no gold-standard metric to compare with for evaluating raters’ reputations,

we tested our methods from two perspectives. First, the rater’s reputations as computed by our

system are analyzed against some desirable properties of reputations. Second, for raters who are

(independently) distinguished as being trusted or advisors on Epinions, the reputations

computed by our mechanisms are presented and analyzed. The second approach is also adopted
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in Riggs’ work to evaluate their algorithms for evaluating qualifications of on-line reviewers on

scientific documents [Riggs’ 01].

2.7.2.1 Properties of Reputations

Some important, desired properties of a system for computing rater’s reputation include:

1.) Reputation depends on both quality and quantity of all ratings given by a rater.

2.) Rating experience should not directly determine reputation rank for a rater, though

reputation generally grows with rating experience for an individual rater.

3.) Good raters are more consistent in their ratings for the same object than bad raters.

4.) Good raters have greater ability to be discriminating among objects in the same category.

Criterion 1 is built-in to our method for computing a rater’s reputation. The experiments in

this section test our system against the other three properties. The model used in this section is

TREE (see Table 2.2). Raters in each leaf category are classified into three groups: Good

Raters, whose reputation rank is not lower than 7, Bad Raters (below 4), and Others (between 4

and 6, inclusive).

(1) Rater Reputation as Experience Increases

The goal of this experiment is to investigate the evolution of a rater’s reputation as their rating

experience increases. In this experiment, raters’ reputations at leaf category level are analyzed,

and a rater’s rating experience in a category is measured as the total number of ratings the rater

gives in that category.

Within every leaf category, every rater’s rating history is sorted according to the generation

time of the ratings. Putting emphasis on users who have long enough rating history, this analysis

includes only raters who give at least 50 ratings in the category. To avoid the “cold start”
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problem, after a rater gives 10 ratings in a category, the reputation for that rater is calculated

and plotted on a curve. The curves are aggregated into the three groups according to raters’ final

reputation rank for that category. In Figure 2.4, the y-axis is the average reputation for raters in

the same group at each time point.
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Figure 2.4 Temporal trend of a rater’s reputation

In general, a rater’s reputation increases with rating experience. However, the three groups

exhibit different properties in reputation’s evolvement. There are two stages when the

reputation of Good Raters increases at the highest speed: the “warm-up” stage (while giving the

first 70 ratings) and the “maturing” stage (after giving 140 ratings). For Bad Raters, the

reputation grows in a step-wise manner. Others gain their medium reputation ranks mainly from

the reputation accumulated in the “warm-up” stage. For Bad Raters and Others, low starting

point and inability to provide high quality comments cause their lower reputation than Good

Raters, respectively.

The next experiment shows that reputation cannot be determined from rating experience

directly. First, Table 2.9 shows the lack of functional dependency between the “experience” and
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the class a rater belongs to. Each cell in Table 2.9 shows the probability for a user whose rating

experience falls into a given range belonging to a certain rater class.

Table 2.9 Probability for a rater with a certain “rating experience” belonging to a certain class

In Figure 2.5, each point represents the average reputation rank of the raters of a rater class

with a given rating experience. Within each rater class, the lack of correlation between rating

experience and reputation is quite clear.
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       Figure 2.5 Reputation rank vs. rating experience

The results that reputation can not be determined from rating experience directly in our

reputation system shows that our method effectively incorporates other important factors such

as the quality of comments (including numeric ratings and textual reviews) in addition to the

amount of ratings given by a rater.

Total number of ratings [0,50] [50,100] [100,150] [150,200]
Good Raters 38% 29% 46% 33%

Others 41% 45% 54% 33%
Bad Raters 21% 26% 0% 33%
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(2) Consistency of Good Raters and Bad Raters

In this experiment, Good Raters and Bad Raters, defined as before, are compared in the

consistency of ratings given by members of each group to the same object. Only items rated by

at least 5 Good Raters and 5 Bad Raters are sampled, and only raters who have given more than

5 ratings in the corresponding leaf category are included. The inconsistency of ratings is

measured using the standard deviation of the ratings given by a group of raters to an object.
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Figure 2.6 Consistency of Good and Bad Raters

In Figure 2.6, a point represents one object. The x-axis and y-axis give the standard

deviation of ratings given to an object by Good Raters and Bad Raters, respectively. For more

than 85% of the 246 objects, the standard deviation of Good Raters’ ratings is much smaller

than that of Bad Raters’ ratings. The average of standard deviation of Good Raters’ ratings is

0.83, while this value is 1.23 for Bad Raters. So Good Raters as computed by our methods are

indeed more consistent in their ratings than Bad Raters.
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(3) Ability to Discriminate Among Items Within a Category

Intuitively, good raters should be more discriminating, and are therefore more valuable as raters.

We define the entropy of product scores in a category as the standard deviation of scores for all

objects in that category. The change in entropy resulted from applying reputations in calculation

of scores is measured. To keep the confidence level, this experiment considers only categories

that include more than 30 rated objects, yielding all 14 categories on the first level and 59 of 80

leaf categories analyzed.
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     Figure 2.7 Change in score’s entropy after incorporating raters’ reputations in computing scores

Figure 2.7 shows that the score’s entropy in all sampled categories is increased after using

reputations in computing scores. The change is resulted from highlighting ratings from good

raters, which supports the hypothesis that good raters are more discriminating, in general.

2.7.2.2 Comparison with Reputations on Epinions

The data used in this study were collected in summer 2000 when two special communities were

qualitatively distinguished from other members on Epinions. The first community is called
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“Most Trusted Users” who are widely trusted by other users based on a web of trust which

propagates the trust of one user to those who trust the user. The second kind of community is

advisors (see section 2.3.1) defined by Epinions’ category managers for each category. To

compare our reputation mechanism to that of Epinions, we isolate the computed reputation

ranks of the users whom Epinions separates out into the two special communities.

(1) “Most Trusted Users” (MTU)

On Epinions, MTU is a global (category-independent) group. To match Epinions in our

comparison, for the two hierarchical models, the reputation ranks in this experiment are global

values at the root of reputation tree. Figure 2.8 presents the distributions of reputation ranks for

MTU, computed with our four models in Table 2.2.
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            Figure 2.8 Distribution of reputation rank for MTU

From Figure 2.8 we observe that:

1.) Reputation ranks of MTU built with any of our models are located at the high ends;
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2.) Interestingly, analyzing quality of text reviews makes reputation ranks of MTU much

closer to the high end;

3.) The reputation ranks of MTU computed using the flat structure are closer to the high

end than using the corresponding tree structure.

The second observation shows that people rely heavily on quality of text reviews to decide

the trustworthiness of a reviewer. The last observation indicates that people tend to deem all

data as at the same category/topic level in making overall judgments on reliability, which is

natural when people need to deal with many data sources in a complicated information network.

Superior to human beings, our hierarchical models can capture the information structure using

the bottom-up approach to build every rater’s reputation framework from the leaf categories to

the root category.

The next experiment is to highlight another limitation of the MTU scheme due to human

subjectivity and lack of ability to use the entire database of knowledge: many of the Most

Trusted Users (MTU) are people who give a lot of ratings but sometimes of poor quality. In this

analysis, MTU are ranked (compared to all users) separately by their Category Match and

Category Confidence (see section 2.5.2) for the root of the reputation tree. Figure 2.9 shows the

results separately for MTU who qualify as Good Raters by our reputation calculations and those

who do not, using the TREE model.

One point in Figure 2.9 refers to MTU(s) with certain ranks of Category Match (CM) and

Confidence in CM (CC). As we can see, subjectively determined MTU as a whole have

relatively high CC due to their frequent rating activity on “hot” objects, however, their ranks

according to CM are sometimes near or below the middle rank level. Our method, on the other

hand, gives lower credence to those popular raters whose ratings’ quality is not high enough at

a given confidence level, which is shown by the low reputation rank (< 7) of the raters whose

Category Match (CC) is low in Figure 2.9.
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       Figure 2.9 Distribution of CM and CC of MTU

(2) “Category Advisors”

Figure 2.10 shows the distribution of reputation ranks for Advisors as determined by Epinions.

Using TREE model, more than 62% of Advisors fall into the category of Good Raters according

to our rating system. However, this proportion achieves 96% when the quality of text reviews is

included. This result is not surprising because Epinions relies on text reviews to evaluate rater’s

qualification.
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2.8 Summary on Reputation System for On-line Raters

We have addressed the problem of building reputations for raters based on their rating history

and that of the entire rating community. Reputations help guide users toward high quality

opinions, and they also provide a standard to weigh ratings in computing overall scores for rated

objects, leading to more reliable scores. Through experiments, our automated methods are

shown to be more objective, precise and discriminating than existing rating aggregation

systems.

The experimental results show that the reputation framework built by our statistical

methods has the desirable properties with regard to temporal trend, correlation between rating

experience and reputation rank, greater consistency among good raters than bad raters, and the

ability of reputations (and high-reputation raters) to differentiate items more finely. In addition,

special communities of raters defined manually on Epinions can also be identified using our

automatic methods in most cases.

Some interesting patterns of human beings in judging trustworthiness of raters are also

discovered in our experiments:

(1) People use text reviews substantially in evaluations;

(2) People tend to view different information sources as at the same level in making overall

judgment;

(3) People tend to trust active raters even if their rating quality is not high.

In addition to aiding consumers in choosing products, reputations also have some social

implications as follows:

(1) “Information explosion” vs. “rating scarcity”

The publication of reputations encourages content with high quality, providing a

way to deal with both “information explosion” and “rating scarcity”.
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(2) Privacy vs. reliability

Some people do not want others to know their opinions on certain objects. This can

be handled by hiding their identities and pegging them anonymously by reputation

instead. Without a reputation scheme, anonymity often degrades the reliability of

people’s opinions, and reputation information helps protect privacy without loss in

reliability.

(3) Robustness of rating aggregation methods

Boosting scores by fake ratings is a typical cheating behavior in rating-based reputation

schemes. With our reputation framework, intruders need to gain sufficient reputation to

make their attack work. They will need to “attack” other rating profiles of items besides

the product they are actually interested in, and understand how to gain high reputations

based on our methods. Giving ratings (e.g. fake ratings) that deviate from those of the

rating community leads to lower reputation, which means that such attacks must be

conducted by not just a few but many conspirators (end users). Also, given that the

rating sites are open to all users, as new ratings come in, the rating profiles change, so

maintaining a reputation artificially is a dynamic and expensive affair.
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Chapter 3

Content Delivery in Publish/Subscribe

Applications

Starting from this chapter, we present the approaches to enhance content delivery service using

user-provided preference profiles. This chapter first introduces publish/subscribe model, the

basic communication model used in the content delivery service studied in this thesis. After that

the related work on publish/subscribe system is reviewed. Focusing on publish/subscribe

applications that involve intensive content delivery, we introduce the importance of content

placement problem in publish/subscribe systems and identify the major problems that this thesis

addresses. The last section of this chapter discusses the related work on content delivery and

web caching techniques.

3.1 Communication Paradigm of Publish/subscribe Systems

Publish/subscribe (pub-sub) is a communication paradigm for information producers

(publishers) and information consumers (subscribers). Different from the conventional client-

server communication model for one-to-one interaction, the publish/subscribe model supports

many-to-many interaction between publishers and subscribers. Specifically, the

publish/subscribe model is a loosely-coupled model in three aspects: space decoupling, time

decoupling and flow decoupling [Eugster ’03]. Firstly, space decoupling indicates that
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publishers and subscribers do not need to know each other and hence the two parties do not

need to indicate the address of the destination in their communication. Secondly, pub-sub model

is time-decoupled, which means that the two parties do not need to connect to the network at the

same time; in other words, publishing and consuming can be done asynchronously. Finally,

flow decoupling means that polling for communication is not in the main flow of the

participating entities, and hence the pub-sub communication does not block the main flow of

control at either the publisher side or the subscriber side.

Pub-sub communication can be performed within a local network, but in many important

pub-sub services, the publishers and subscribers are globally distributed. Dedicated

publish/subscribe middleware should be designed to support Internet-scale scalable

publish/subscribe services. Both publishers and subscribers talk to each other via the dedicated

pub-sub system: information consumers declare their information needs to a publish/subscribe

system, publishers generate events to the pub-sub system that notifies the subscribers if the

published content matches the users’ subscriptions.

 

3
Publishers Subscribers

12
Matching

Routing

Content 
delivery

Publish/subscribe brokering system 

Figure 3.1 Architecture of a publish/subscribe system

Figure 3.1 outlines a conceptual architecture of a publish/subscribe system. Publishers and

subscribers (end-users) are connected via the publish/subscribe system. When a publisher

generates the content of some subscribers’ interest, the publish/subscribe system notifies the
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subscribers. Notification services are usually implemented through three basic communication

steps as labeled in the figure:

(1) Users subscribe, announcing their interests to the system;

(2) Producers publish contents to the system;

(3) The system notifies the users whose subscriptions match the contents.

The communication between publishers and subscribers is driven by matching content and

users’ interests described as subscriptions. A typical system consists of a matching engine and a

routing engine. After content is published into the system (flow 2), the matching engine finds

the users who are interested in the events according to their subscriptions, and the routing

engine delivers events to those users. The matching engines and routing engines may be

centralized or distributed, and are often coupled.

3.2 Related Work on Publish/subscribe Systems

As an asynchronous and content-driven communication paradigm, publish/subscribe is used as a

platform to build many systems and applications. The research in publish/subscribe systems can

be classified as network layer communication protocols, infrastructure design, and applications.

Most research about publish/subscribe systems is focused on the issues surrounding the system

infrastructure design. Specifically, many systems examine event routing and efficient matching

[Makwana ’02, Carzaniga ’98, Altinel ‘00, Fabret ‘00, Fabret ’01, Eugster ‘00].

According to the expressiveness of subscription language, pub-sub models can be classified

as topic-based, content-based and type-based. Topic-based publish-subscribe systems allow

users to express their interest at the topic or subject level [TIBCO ‘99]. Type-based pub-sub

systems require subscriptions to be defined using object-oriented language and enable the

integration of middleware and language in an object-oriented programming environment

[Eugster ‘00].
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Content-based publish-subscribe systems are more powerful and flexible in the sense that

users can define their interest in content using predicates on keywords. Siena [Carzaniga ‘98] is

a content-based distributed publish/subscribe system. Carzaniga et. al. define and use a

coverage relation for messages and subscriptions to achieve high scalability. Cao and Singh

propose a content-based routing scheme that combines dynamic content-based filtering in

routers and multicasting in static and pre-defined multicast groups [Cao ’04]. Semandex

[Makwana ‘02] is a content-routing network to deliver messages from the producers to the

subscribers by matching messages against the aggregated subscription profiles in each router.

Pub-sub systems can be centralized or distributed. While centralized systems have

advantage in maintainability, distributed systems provide better scalability and availability.

Gryphon is a full-fledged distributed publish/subscribe system developed by IBM researchers

[Gryphon ’98]. Gryphon supports both topic-based and content-based publish/subscribe

services. In addition to the basic modules such as multicast-based routing algorithms

[GryphonR ’99, GryphonR ’00] and matching algorithms [GryphonM ’99], Gryphon project

also proposes the algorithms and the architecture to handle durable subscriptions and congestion

control in scalable publish/subscribe services [GryphonD ’03, GryphonC ’03].

Other interesting issues around publish/subscribe systems include security and economic

issues. Wang et. al. investigate the security concerns within a pub-sub service that must handle

information dissemination across distinct authoritative domains [Wang ‘02]. Evans et. al.

propose a mechanism to collect payments from subscribers and distribute them to publishers

[Evans ‘03].

The publish/subscribe paradigm supports various academic and commercial applications.

Elvin is an event notification system that helps people form dynamic community [Fitzpatrick

‘00]. Bornhvd et al. [Bornhvd ‘00] propose an Internet-scale shopping platform by using a pub-

sub system to aggregate the auction information across multiple sites. Pub-sub can also be used
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as a communication paradigm in multi-agent system [Skarmeas ‘98] and in sensor networks

[Huang ‘01]. Peer-to-peer applications form another area to apply publish/subscribe

communication model. Scribe [Scribe ‘01] is a topic-based publish/subscribe system built on

top of Pastry [Pastry ‘01], a generic peer-to-peer object locating and routing substrate overlay

on the Internet. Heimbigner [Heimbigner ‘00] presents publish/subscirbe middleware to achieve

the functionalities such as searching of a Gnutella-like peer-to-peer system.

3.3 Content Placement Problem in Content-intensive

Publish/subscribe Services

In the literature, most work on publish/subscribe systems examines event routing and efficient

matching. However, the storage management problem in content-intensive publish/subscribe

services, or using publish/subscribe information to improve content distribution and caching,

has not been adequately studied to the best of our knowledge. The content delivery module is

usually ignored because the existing publish/subscribe applications assume subscribers are only

interested in short messages rather than large-size contents. However, this assumption does not

hold for many applications that have intensive information exchanged.

An example is the notification services at news sites. A user indicates the categories or

keywords of the news of interest; the news site notifies the user with a list of titles when it

publishes news that matches the user’s subscription. If the user wants to read an article in the

list, the user requests the actual content from the origin site. In this type of news notification

services, the object of interest (to which the notification might only carry a link) may embed

long texts, images and video/audio streams.
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3.3.1 Content Delivery for Content-intensive Pub-sub Services

In content-intensive publish/subscribe services, an important performance issue is user

perceived response time to receive the contents of their interest. There are two simple content

delivery approaches for publish/subscribe services. One approach stores all the contents at the

publisher side until users request them at access time. Another method delivers and stores all the

matched contents at the subscriber side once the content is generated. To guarantee short

response time, the former approach assumes low network latency, while the latter assumes

unlimited storage capacity at the user site.

This study considers globally distributed publish/subscribe services in which intensive

content is generated continually. Besides that, we do not make specific assumptions about the

system capability and network capability. For the existing Internet, latency constraint cannot be

ignored in general, which implies the inefficiency of the approach that delivers contents only on

demand. Two reasons make the latter approach that stores all contents at user side until users

read them unrealistic. To serve users’ requests most efficiently, the contents requested by users

should be stored in the main memory which is definitely constrained in the memory size.

Alternatively, content can be stored in and served from the low-cost and large-size disks of the

proxy servers that are close to end-users. Even if content is stored in the disks, the storage

capacity may still become a problem because the time-decoupling characteristic of the

publish/subscribe model implies a lot of contents may be accumulated at user-side before the

users request them, especially in the content-intensive applications. Therefore, intelligent and

dynamic content delivery strategies must be developed.

To enhance content-intensive publish/subscribe services, this thesis addresses content

delivery and caching module in distributed publish/subscribe middleware. To the best of our

knowledge, this is the first effort on enhancing content delivery in the context of

publish/subscribe services. After step 3 in the notification service outlined in Figure 3.1, the
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notified users may choose to read the actual content of the event; the content delivery module in

Figure 3.1 is in charge of delivering content to subscribers who request them.

We take the “pushing to edge” philosophy in designing our content delivery module for

publish/subscribe middleware system. Our content delivery module is a distributed overlay

network of content servers that are deployed close to the end-users. Each content server

connects to a group of users/subscribers. A content server aggregates its users’ subscriptions

and processes notifications for its users. Each content server also serves as the cache that is

consulted when one of its users accesses content. In the following discussion, the terms proxy,

proxy server and server are used synonymously for content distribution server.

3.3.2     Research Issues in Content Delivery for Pub-sub Applications

The information needs of content consumers form a key to driving content delivery over the

Internet. Typically, these information needs are determined based on access patterns and pre-

determinations of popular resources. Web-based notification services are based on users’

subscriptions, which are statements of interest. The stated interest can therefore also be used as

a basis for content delivery and caching. Little exploration of this use has been done.

The loose-coupling characteristics of publish/subscribe services provide two opportunities

for improving content delivery and caching in publish/subscribe scenario. Subscriptions provide

a priori knowledge about users’ interest in contents. Once content is published, the matching

engine can decide which users’ pre-defined preferences match a given published event. The

matching result is useful for estimating the usage pattern of the content at each server, which

creates an opportunity for proactive content delivery at publish-time. Delivering content before

users request the content can be successful because information producing and consuming occur

asynchronously in publish/subscribe services. In addition, after users start to request the
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contents at a server, the access pattern and the subscription information of the users can be

analyzed together to decide the value of each page on the fly.

Some interesting issues about content delivery arise in publish/subscribe services:

1.) How to use pub-sub information in designing content delivery and caching algorithms;

2.) How to extend the methods to benefit users of non-publish/subscribe services;

3.) What are major performance metrics for comparing different approaches;

4.) How to develop realistic workloads for evaluation, a major challenge given that

publish/subscribe workloads are not generally available.

3.4 Highlights of Our Study on Subscription-enhanced

Content Delivery

We investigate the content delivery and caching problem under two scenarios: for pure

publish/subscribe service and for an integrated service shared by publish/subscribe services and

non-publish/subscribe services. The former assumes that the content delivery module serves

only the publish/subscribe users who make accesses to content based on notifications received

from the publish/subscribe system (i.e. a user does not access any page unless a notification for

it has been received). The latter case assumes that our content delivery module serves both

publish/subscribe users and those who access web content not via publish/subscribe services, in

which case publish/subscribe information is used as one more source of information for

facilitating content delivery for all users. In other words, in the second scenario, a user of each

content server may access a given piece of content either based on notifications or based on

general browsing as is done without a publish/subscribe environment.

This thesis presents a set of content delivery strategies that use publish/subscribe

information dynamically. The different approaches can be classified along two axes, which also

expose the key design issues: (i) when is the best opportunity for placing a page into a cache
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server; (ii) how (on what basis) should the placement and replacement decisions be made at

evaluation time of pages at a server. The two major possibilities for when are (a) at

publish/match time, i.e. when a page is determined to match certain subscriptions and (b) at

access time, as in traditional caching systems.  The two major possibilities for how are (a) based

on access patterns only, as in traditional caching systems, and (b) based on matching results

between subscriptions and content.

A major challenge in such a study is developing workloads, given that no real-world

publish/subscribe workloads are available for such studies. We therefore have developed

workloads based on studies of observed access patterns at busy sites, extrapolating from there to

publish/subscribe workloads. In particular, to study the performance of our approaches, we

simulate news delivery to subscribers who are geographically distributed. The publishing

pattern and the access dynamics are simulated according to a study of accesses to one of the

busiest media sites, MSNBC [MSNBC].

In our experiments, the major performance metric is the hit ratio in the local proxy servers,

since the major goal of this work is to reduce the response time perceived by end-users. Using a

purely access-based caching approach as the baseline, our approaches improve the hit ratio

dramatically (and thus reducing the response time perceived by users). This is even true when

the content delivery service serves both the publish/subscribe users and other users in which

case predefined subscription information does not reflect the actual users’ access patterns

perfectly.

Our investigation also measures the total traffic as the bandwidth consumption for

transferring contents from the publisher site to the proxies of subscribers. Although improving

hit ratio should tend to reduce traffic, this metric is useful because the reduction in traffic

resulted by higher hit ratio is offset by the traffic of proactive content placement. Existing

prefetching techniques usually have to trade bandwidth for hit ratio. In the pure
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publish/subscribe scenario, our best approaches yield higher hit ratio than the baseline algorithm

while keeping the traffic overhead comparable.

3.5 State of the Art of Content Delivery Network

and Web Caching

Content delivery network (CDN) aims at facilitating distribution of web content by using

globally distributed servers. From the perspective of end-users, CDN provides faster and more

reliable access to web contents; for the content providers, CDN helps shift the workload and

remove “flash crowd” in requests at the providers’ origin sites; the Internet service is benefited

by avoiding unnecessary traffic between hosts. Our content delivery scheme carries the same

goal as a CDN under the scenario of content-intensive publish/subscribe services.

Content delivery networks have evolved in three major stages. The earliest systems were

based on smart DNS (domain name service) and passive catching. Then, the concepts of CDN

and cooperative caching system were proposed. Nowadays systems put emphasis on dynamic

content processing. An important trend is “pushing to edge” that puts the processing power of

CDN to the servers at the Internet edge. For example, some CDNs like Akamai [Akamai]

adaptively assemble content at edge servers which are deployed close to the users.

A content network consists of many components, including a caching module, a proactive

content placement module, a content-based routing system, the components to achieve global

and/or local load balancing, etc. An important component in CDN is load balancing. Most

commercial products and research in CDN focus on request redirection to achieve load balance

among servers and thus reduce the response time [Akamai, Digital Island]. Hashing is the basis

of many request redirection schemes [Karger ‘97, Wang ‘02].
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Instead of designing a complete general-purpose content delivery network, this thesis

focuses on content placement and caching modules for special-purpose content delivery in

publish/subscribe services. Our approach also uses the “pushing to edge” philosophy by serving

contents from local content servers close to end-users.

3.5.1 Web Caching and Caching in CDN

Web caching has been widely applied to distribute content via the Internet. Web caching

passively keeps the most useful information in a capacity-limited proxy server.

Many caching replacement algorithms have been presented in the literature, from classical

Least-Recently-Used (LRU) algorithms, Least-Frequently-Used (LFU) algorithms, to more

complicated approaches that consider other factors such as fetch cost. A representative cost-

aware approach is the GreedyDual-Size algorithm that combines factors such as temporal

locality and popularity as well as fetching cost and page size in caching replacement [Cao ‘97].

GreedyDual* is a generalization of GDS and balances the effects of long-term popularity and

short-term reference correlation in a reference stream [Jin ‘01].

Caching is also an important module in modern CDN. The caching systems in CDN are

usually cooperative systems. Gadde et al. [Gadde ‘00] study how to derive the hit ratios for

interior caches in a multi-level cache hierarchy of CDN servers in which misses in a leaf cache

are redirected to a parent cache. An important conclusion in the study of Gadde et al. is that

there may exist a natural limit to the marginal benefits of redirection-based CDNs, since the hit

ratio in proxy caches increases dramatically as ISPs serve larger user communities. The results

of a recent experimental study show the superiority of globally deployed proxy caches

compared to a separate CDN [Saroiu ‘02]. To the best of our knowledge, the caching algorithms

in the existing CDNs rely on request pattern analysis as conventional caching schemes.
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Two characteristics of conventional caching approaches form the fundamental differences

between catching and our content delivery algorithms. First, caching mechanisms passively

store only the contents that have been requested by users. Our approaches place contents

proactively before users request them. Secondly, the replacement algorithm in caching

approaches considers factors such as access patterns, while our approaches incorporate pre-

defined user interest as well as access patterns in evaluation of pages.

3.5.2 Prefetching: Client-initiated Proactive Content Placement

Prefetching is used to proactively pull information from an original site to a proxy server

[Deolasee ‘01, Duchamp ‘99, Venkataramani ’01 TR], or from a proxy to a browser cache [Fan

‘99]. A successful prefetching algorithm loads contents into a local cache before users request

them. The success of prefetching relies on the prediction accuracy about usage patterns. The

major information used by prefetching algorithms is the dependency between the pages that

have been requested and the pages that can be fetched from a source. The dependency can be

inferred from access pattern, page content, link structure, etc.

Many prefetching techniques predict which pages will be requested based on an access

sequence in history, using Markov models as analysis tools. Fan et. al. [Fan ‘99] propose a

prefetching mechanism by mining the reference dependency between pages from users’ access

sequences at a proxy. However, access history is not the only knowledge used in prefetching

techniques. Some personal browsing agents prefetch the pages that link to the page a user is

reading or based on the similarity in pages’ contents [Chi ‘01, Lieberman ‘95]. Combining

access information and link structure together, Duchamp proposes a mechanism to pull the

embedded components that are popularly referenced when a given page is read [Duchamp ‘99].

Venkataramani et al. present a threshold-based prefetching algorithm that accounts for the long-

term popularity of pages and the content’s update rate [Venkataramani ’01 TR].
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The content delivery approaches proposed in this thesis utilize pre-defined user interest as a

new information source for predicting the usefulness of each page for a server’s cache.

3.5.3 Replication: Server-initiated Proactive Content Placement

Rabinovich [Rabinovich ‘98] differentiates replication from caching by whether the placed

content would be queried by users. Caching stores the content that has been requested by some

users, while replication schemes place content based on predictive usage patterns and hence the

placed content may not be requested by any user eventually. We believe another dimension to

distinguish replication and caching is whether the content placement is performed on behalf of

publishers or users. The replication scheme for the publishers can make use of publisher-side

information or global information about the access patterns and traffic in a content delivery

network, while user-side caching approaches have only local information.

3.5.3.1  Server-initiated Pushing

Server-initiated multicast is a kind of dynamic replica placement according to the categorization

of Rabinovich [Rabinovich ‘98]. Besravros [Besravros ‘95] proposes a pushing algorithm that

places the most popular pages at the layer closer to the end users in a hierarchical caching

system. In the system presented by Gwertzman and Seltzer [Gwertzman ‘97], the popular pages

are automatically pushed to the proxy servers that request the pages frequently. Similar to some

link-based prefetching techniques, a server can actively push embedded objects when a page is

requested [Tang ‘00].

Server-based multicast is also used in server-based invalidation for frequently updated

objects [Deolasee ‘01, Li, D. ‘99]. Deolasee et al. combine push and pull adaptively according

to users’ requirements for the consistency of dynamic contents and other factors such as the

capabilities of servers and proxies [Deolasee ‘01].
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3.5.3.2  Replication Schemes in CDN

As a dedicated engine, CDN is in charge of content replication on behalf of publishers and the

replication is done among the multiple servers of CDN. The replication problem in CDN is

usually referred to as content placement problem.

There is an increasing interest in the placement problem in CDN. The previous work done

in CDN has mainly concentrated on optimum solution for restricted scenarios. Most of the study

of the optimum placement in CDN is space-constrained. Kangasharju et al. [Kangasharju ‘01]

formulate an optimum content replication problem as the problem of minimizing the average

number of network hops to fetch a copy, assuming the locating algorithm always gets a copy

from the nearest server holding a copy. This is a typical formation of the placement problem in

CDN. The optimum placement in an overlay network with a graph topology has been proved to

be NP-hard, while there exist polynomial solutions for other topologies like trees [Krishnan ‘00,

Li, B. ‘99]. Cidon et al. [Cidon ‘01] present an optimum placement solution in a distribution

tree, but the work assumes a static environment in which all the requests are given precisely in

advance and the network does not change. The assumptions such as having global and static

information used by optimum solutions make the solutions infeasible for web-applications,

which are usually featured in highly dynamic content publishing and requests.

Researchers design and evaluate placement heuristics for realistic applications. Kangasharju

et al. [Kangasharju ‘01] propose four heuristics, but the best one needs to exploit global

knowledge about the network topology, the global reference distribution and the global content

image at different times. Qiu et al. [Qiu ‘01] propose several heuristics to choose M replica sites

from N candidates for a given site, also assuming a relatively stable reference pattern at the

candidate sites.

Space is not the only constraint in content placement problems. Venkataramani et al.

[Venkataramani ‘01] study the bandwidth-constraint placement problem. They present a
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solution whose expected response time is within a constant factor of the optimal placement if

the information objects have uniform size. However, the algorithm is not designed for a highly

dynamic environment in which the object update rate is high and demand-readings proceed with

publishing in parallel.

Although it is usually assumed that proactive replication mechanisms are superior to

caching approaches, Karlsson and Mahalingam [Karlsson ‘02] argue that caching works at least

as well as replica placement algorithms, if the cache storage is ample and the replacement

algorithm runs periodically rather than after each access.

3.5.4    Combining Passive Caching and Proactive Content Placement

Chang and Chen [Chang ‘02] combine caching factors and prefetching factors into a single

replacement algorithm, and prefetching is also based on the dependency among page references.

For combining replication/placement and caching, Korupolu and Dahlin propose a “static

partition” approach that divides a server’s cache into two portions and runs placement and

caching algorithms on the two portions separately [Korupolu ‘02]. The approach is analogous to

the Dual-Caches Partitioned by Operation algorithms (DC-O) that we propose in chapter 4.

However, several major distinctions exist between the two. Our DC-O takes into account stated

user interest rather than being purely based on request distribution. For the placement portion,

our push-time placement is triggered by content generation and matching the content to users’

subscriptions, while placement is performed periodically in Korupolu and Dahlin’s system.

Moreover, DC-O re-partitions a server’s cache according to the access and publishing pattern.

3.5.5     Interesting Problems in Content Delivery and Caching Algorithms

Two problems have not been investigated adequately in the area of content delivery and caching

algorithms. One has to do with the information or knowledge that can be used in the algorithm
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design. In existing content delivery systems, caching, prefetching and pushing are mainly based

on inferred user interest. With publish/subscribe applications becoming more and more popular,

publish/subscribe information such as user preference stated via subscriptions is a new source

for intelligent content delivery. Another important problem in the study of content delivery is a

system’s scalability and adaptability in a highly dynamic environment.

This thesis addresses how to exploit the stated user interest in conjunction with the inferred

user interest from their access patterns to facilitate content delivery. Our approaches use a

distributed network of content servers each of which is autonomous in managing its storage

using local subscription and access information only. In this study, the proxy servers act as both

demand-side caches and the supply-side caches [Gadde ‘00], and there is no cooperation

between the proxies. This work focuses on the coordination between a publisher and a content

server. Therefore, our approaches are scalable in a globally distributed system that encounters

dynamic content publishing and request patterns, and network conditions. Exploring the

algorithms for cooperative content servers is one topic of future work to extend this study.
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Chapter 4

Content Delivery Algorithms Using Subscription

This chapter proposes our content delivery algorithms for caching contents at servers that are

close to end users. We first outline the architecture of our content delivery engine for publish-

subscribe services, and then describe the specific content delivery algorithms.

4.1 Architecture of Our Content Delivery Engine

For serving users’ requests from the Internet edge, we assume the content servers as the

endpoints of the publish/subscribe systems as shown in Figure 4.1. Every content server collects

the subscriptions from its local users and uploads the subscription information to the

publish/subscribe system. From the perspective of the publish/subscribe service, the content

servers become the pseudo-users each of whom represents the subscribers in a certain area.

In this study, we assume a published event consists of two separate parts: a header which is

the summary (e.g. news title) or the meta-information on the event, and content which is the

body of the event. The header of every event, usually called event in publish/subscribe service,

should always be stored in the content server that is notified as assumed by general

publish/subscribe service. Our content delivery algorithm deals with the delivery and caching of

large-size event body. When an event is published to the publish/subscribe system, the matching

engine decides a list of subscribers whom should be notified with the generation of the event,
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and the routing engine delivers the event to the content servers of those subscribers. Each

notified content server runs the content placement algorithm to decide whether only the header

or the whole event including the content should be stored in the server’s cache.

 
 

Publisher / subscriber
End-user Content server / proxy 

Pseudo-user 

Internet

Figure 4.1 Deployment of content delivery engine for publish/subscribe services

When a user requests the content associated with a certain event, the local server first

checks the local cache. If the content is in the local cache, the server replies the user request

with the content; otherwise, the server fetches the content from the publisher of the content.

4.2 Categorization of Algorithms

The information needs of content consumers form the key to intelligent caching and content

delivery over the Internet. Subscriptions provide the basis for estimating future requests from

subscribers. This estimation can be done at publishing time by matching the content to

subscriptions from all users, which creates an opportunity for early content distribution (the
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matching of content to subscriptions may be done in an intermediary publish-subscribe service

that sits between the user and the content source, and may be based on the entire content or

subsets of the content or metadata).

On the other hand, subscription information by itself is insufficient for designing efficient

content delivery algorithms. This is because subscriptions just imply the static distribution of

subscribers’ requests in terms of numbers but not the dynamic access patterns of users.

Moreover, pre-defined subscriptions may not even reflect the actual request distribution of users

perfectly. For example, subscribers may not read every page that matches their subscriptions.

Therefore, the access patterns of users provide complementary knowledge to subscriptions for

estimating the actual temporal and frequency request patterns on the fly.

The focus of this study is on using subscription and access information together in

both proactive content placement at publishing time and on-demand caching.

As discussed earlier, content delivery strategies can be classified along two axes, namely

when and how pages are evaluated for placement in caches. Regarding when, the content

distribution engine has two obvious opportunities to deliver content from a publisher to a proxy

server. In the first case, the publisher proactively forwards a page to the proxy for potential

placement in the cache when the matching engine determines that the content of the page

matches some of the subscriptions of some users that contact that proxy. This approach, which

we call the publish-time strategy, assumes that the subscribers are likely to request the page later

after receiving the notifications. The second scenario, which we call the access-time strategy, is

like traditional caching and is based on the fact of rather than the prediction or likelihood of

users’ accesses to a page. A content distribution engine can apply one or both of publish-time

and access-time strategies.

Since a server is limited in physical storage capacity, when a page is delivered to a server in

either the publish-time or access-time approaches, the server may need to replace some content
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at the local server if the server’s cache is already full. Replacement is based on values assigned

to pages. Regarding how the value is determined, it can be done based on (predictive)

subscription and matching information or on actual access information.

This thesis focuses on the following interesting combinations of when and how evaluations

are made for page placement in caches:

1.) Access-time strategy based on access pattern only

2.) Publish-time strategy based on subscription and matching information only

3.) Publish-time and access-time strategy based on subscription and access information

The first combination is the traditional caching approach and is the baseline used in this

study. The second combination is a simple way to apply the subscription information in content

delivery for publish/subscribe applications. The emphasis of this thesis is the third class of

schemes that combines both proactive publish-time and on-demand access-time placement

using pre-defined subscriptions as well as analysis on dynamic access patterns.

4.3 Algorithms for Pure Publish/subscribe Applications

In this thesis, a pure publish/subscribe system is defined as a system in which the only

communication between content publishers and content subscribers is via a notification service.

Therefore, a subscriber requests content only if the content matches the user’s subscriptions and

thus the user receives a notification message about the content. In the following discussion, the

content associated with an event is called a “page”.

4.3.1  Access-time Strategy Based on Access Patterns Only

As mentioned in the categorization of the content delivery algorithms, conventional caching

approaches belong to this category. There is a lot of research in caching algorithms. This thesis

uses a replacement algorithm called Greedy-Dual* (GD*) [Jin ‘01] as the baseline algorithm.
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GD* generalizes Greedy-Dual-Size (GDS) [Cao ‘97] by adjusting the relative worth of long-

term popularity and short-term temporal correlation of accesses. In an experimental study, GD*

demonstrates superiority in terms of hit ratio as compared to LRU, GDS and LFU-DA [Jin ‘01].

In GD*, the value of a page V(p) is determined by the access frequency, the access recency, the

cost to fetch a page, and the size of the page, as represented in Equation 4.1.
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In the implementation, the reference count of a page, f(p), is discarded when the page is

evicted, as in the In-Cache Least-Frequently-Used (LFU) [Jin ‘01]. Based on the experimental

study about GDS replacement algorithms [Cao ‘97], the network hops from the origin site is a

good metric for the cost to fetch a document. In our implementation, the network distance to the

origin publisher is used to measure the cost to fetch a page for a given proxy, where the network

topology of proxy servers and the publishers is a random graph built using the Internet topology

simulator BRITE designed by Boston University [BRITE]. The constant parameter � is set

manually according to preliminary experiments on the workloads (see chapter 5).

The pseudocode of the replacement algorithms in GD* is shown in Figure 4.2. On an access

hit of page p, the replacement algorithm GD* increases the reference count f(p) and recalculates

the page’s value based on the current inflation value L for each page. To make the algorithm

more efficient, in our implementation the recalculation of a page’s value is only carried out

when a replacement in a cache is triggered. On a cache miss, all the pages residing in the cache
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are sorted by values, and pages are evicted from the cache until there is room for the requested

page; the inflation value L is set to be the value of the page that is evicted last.

L�0.0

For each request in turn:

The current request is for page p:
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End

Figure 4.2 Replacement algorithm in GD*

4.3.2 Publish-time Strategy Based on Subscriptions

At the publishing time of an event, the matching results between the event and users’

subscriptions provide a good estimation on the request patterns from the content servers in the

future. Specifically, the number of subscriptions matching the event on a server implies the total

number of accesses of the event at the server. This static subscription information can be used to

evaluate pages in a publish-time replacement.

In addition to the subscription information, the publish-time evaluation also considers other

meta-information about a page, for example, the cost to fetch a page from a publishing site to a

server and the page’s size. Equation 4.2 is used to evaluate a page in a publish-time
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replacement. Since only the static information regarding a page’s value is available at the

publish time, the evaluation does not incorporate any temporal information.
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When an event is generated and routed to a destination proxy (based on matching the event

and users’ subscriptions), the new page associated with the event is evaluated and compared to

the existing pages in the proxy. If it is necessary to evict some pages from the local cache to

make room for the new page, the pages whose values are lower than that of the new page are

candidates. The candidate pages are sorted, and the least valuable page is evicted in each run

until the available storage on the proxy is large enough for the new page.

The pseudo-code in Figure 4.3 shows the replacement algorithm in the subscription-based

publish-time strategy, denoted as SUB in this thesis.

For each page published to the server in turn:

The current page to store is page p:

    � �
� � � �
� �ps

pcpfpV S �

�

    If the available storage in the cache � �pSize�

        minV �min { � � cache in the pages �k,kV }

        While ( � �pVV �min ) AND (no enough room)

     Evict q s.t. )(qV = minV

    minV �min { � � cache in the pages �k,kV }

     If the available storage in the cache � �pSize�

 Bring p into cache with value as V(p)

End

Figure 4.3 Replacement algorithm at publish-time in SUB
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Different from the access-time replacement algorithm, the publish-time placement possibly

decides not to store a new page if the total size of all the candidate pages  (i.e. the pages whose

values are smaller than that of the new page) is smaller than that of the new page. Since SUB is

a publish-time-only placement strategy, on a cache miss, SUB fetches the requested page from

the publisher and forwards the page to the user without caching the page in the local server.

4.3.3 Publish-time and Access-time Schemes Using Subscription and

Access Pattern

Within the class that performs both publish-time and access-time placement, we developed

different approaches to analyze the subscription and access information. The approaches in this

category have two independent placement modules that are executed at publish-time and access-

time respectively. However, the two placement modules use the same replacement algorithm.

Similar to SUB, the replacement algorithms decide whether to store a page on a server

purely based on the value of the page. The publish-time placement fails to store a new page if

its size is larger than the total size of all the candidate pages for eviction. On a cache miss, if the

value of the requested page is not high enough to stay in the cache, the page is discarded

immediately after being forwarded to the end-users.

Within this framework, the evaluation function used in the replacement algorithm can

combine the subscription and access information together in several ways. Analog to the basic

categorization criterion for caching approaches, our algorithms can be classified as frequency-

based and frequency-recency-based approaches.

4.3.3.1 Frequency-based Approach

To explore the usefulness of the number of subscriptions only, we develop a new evaluation

function that relies on the prediction on access frequency as well as other static factors
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regarding a page’s value. This evaluation function is defined in Equation 4.3. The approach

using this evaluation method is referred to as Subscription-Request or SR in this thesis. SR can

be viewed as an analog to LFU algorithms and as an adaptive version of SUB.
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4.3.3.2 GD*-based Approaches

Since GD* provides a general framework to combine several factors related to a page’s value, it

is used as the basis of the evaluation function to incorporate the subscription information. Two

evaluation functions are developed based on GD*.

For a given page at any given time, the number of end-user subscriptions that match the

page is an indication of the total number of accesses to the page in the whole application, while

the number of accesses in the past exhibits users’ actual interests in the page. A direct way to

combine the subscription and access information is to use the sum of the two. The intuition is

that a page is valuable if many users’ stated interest matches the page and the page is popularly

used by users. The evaluation function based on this idea is Equation 4.1 after replacing the

frequency factor f(p) by the sum of the number of subscriptions and of the accesses as in

Equation 4.4:

� �

pa
ps

aspf

 page of accesses ofnumber   the:
 page matching onssubscripti ofnumber   the:

Where
4.4Equation  -                                       ��

The above approach, denoted as Subscription-GD*-1 or SG1 in this thesis, ignores the

relationship between static pre-defined user interest and dynamic user access. Ideally, if every

subscriber reads any page that matches his/her subscription exactly once, the difference between
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the number of subscriptions and the number of past requests at any time is exactly equal to the

number of future references of a page. Based on this idea, an alternative scheme uses the

following equation to calculate the frequency factor f(p) , while keeping the other factors the

same as in Equation 4.1. The approach is called Subscription-GD*-2 or SG2 in this thesis.
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Using either SG1 or SG2, the inflation parameter L is updated with the value of the page

that is evicted last at the end of each replacement, as in GD*.

4.4 Algorithms for a More General Scenario

The algorithms presented in section 4.3 assume a strong correlation between users’ pre-defined

interest in subscriptions and their access patterns to events, which is hard to hold in practical

applications. Many reasons may cause the mismatch between subscriptions and access patterns.

For example, multiple subscriptions of a single user may match an event. However, the same

user usually only requests the same page no more than once because duplicate requests to a

same page can be intercepted in a browser-level cache. It is also very likely for a subscriber not

to request the content of every event that matches the user’s subscriptions. In any of above case,

the total number of subscriptions that match an event exceeds that of accesses on the content.

More generally, a content server is not used for a particular publish/subscribe service;

instead, it is shared by both pub-sub service providers and non-pub-sub service providers to

serve end-users. The client of two types of services can be integrated via web browser through

which users access information based on both notification services and general browsing as is

done without a publish/subscribe environment. In this case, for a given event, users’ accesses
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may be driven by notifications or not and hence the number of users’ accesses may exceed that

of subscriptions that match the event.

News delivery can be used to explain the more general scenario introduced above. Many

news sites [CNN, MSNBC] provide notification service that is based on matching the contents

to users’ subscriptions. A user may not read all the pages that match the user’s subscriptions

(and of which they therefore receive notifications). Users may request news pages upon

receiving the notifications or when they browse news sites independent of the notification

service. The two types of accesses are called notification-driven accesses and non-notification-

driven accesses or general browsing in this study. When pub-sub users and non-pub-sub users

of a content server share interest in web content, subscription-based content delivery approaches

benefit all users, whether they explicitly provided their interest in advance or not.

4.4.1 Our Previous Approaches Adapted for the New Scenario

When ignoring the type of access and viewing the two types of accesses in the same way, all

approaches presented for pure publish/subscribe scenario except for Subscription-GD*-2 (SG2)

are still applicable for the more general scenario.

The problem with SG2 is that Equation 4.5 assumes that the number of subscriptions that

match a page is always larger than that of accesses of the page up to any point in time. The

assumption holds when all requests are driven by notifications. However, if only some accesses

are notification-driven, the result of Equation 4.5 may be negative, which is invalid for the

evaluation function 4.1.A simple way to deal with the invalid case is to set all negative results to

0 when using Equation 4.5. In this way, when the number of accesses exceeds that of the

subscriptions, SG2 ignores the frequency information and evaluates a page purely based on

access recency. To distinguish from SG2, the above adapted version of SG2 is referred to as

Restrictive-Subscription-GD*-2 or RSG2 in this thesis.
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We also designed a set of new algorithms specifically for the more general scenario in

which subscriptions do not reflect actual access patterns perfectly. The algorithms perform both

publish-time and access-time placement, and can be further classified into three categories. The

first algorithm uses the same replacement algorithm in publish-time module and access-time

module. The evaluation function combines all information regarding a page’s value as SG1,

SG2 and RSG2. The second algorithm uses different evaluation functions in publish-time and

access-time replacements. In the third class of algorithms, we designed approaches that partition

a server’s cache into two portions that are managed using independent modules.

4.4.2 Single Replacement Algorithm: Hybrid-User-GD* (HUG)

When users request contents via notifications and general browsing, the type of access,

notification-driven or general browsing, becomes a new type of knowledge about user

information needs. In practice, the information about the type of access can be obtained using

protocols between end user’s machines and content servers. For example, content servers can

set up cookies in clients to track users’ accesses driven by notifications.

The first approach we propose for the more general scenario applies the same placement

algorithm at both publish-time and access-time, as do SR, SG1, SG2 or RSG2. Different from

our previous approaches, the evaluation function in the new approach distinguishes the

information associated with the two types of accesses. The new approach is called Hybrid-User-

GD* (HUG) in this thesis, since it considers the hybrid type of access and uses GD* framework.

HUG analyzes the frequency information of two types of accesses separately. For

notification-driven accesses, the difference between the number of subscriptions matching a

page and that of notification-based accesses up to the current time implies the amount of

notification-driven accesses in the future (as in SG2 and SR). In contrast, the number of non-

notification-based accesses in the future is derived from that in the past, according to the



67

traditional LFU algorithms. The following equation estimates the number of future requests of a

page using the sum of two factors each of which is associated with one type of access. The

evaluation function of HUG is Equation 4.1 but using f(p) as defined by Equation 4.6.
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Interestingly, Equation 4.6 interprets the access frequency of two types of accesses in

opposite ways: a high volume of past notification-driven accesses indicates low leftover value

of a page for subscribers, while heavy general browsing implies a strong interest of web surfers

in the page.

4.4.3 Dual Replacement Methods

The strategies that combine the subscription and the usage pattern into a single evaluation

function are based on the assumptions on the relationship between the two patterns. When the

correlation is not strong as in the more general scenario, one alternative is to use subscription

information and access time information independently at publish time and at access time.

Based on this idea, the publish-time placement module and the access-time replacement module

run different replacement algorithms and different evaluation functions.

Using the new approach, every page is tagged with two values, one used in the replacement

by the publish-time placement module and the other by the access-time placement module. At

any time, the value of a page depends on whether the evaluation is for placing a newly

published page or for an access-time replacement. We choose GD* to be applied in an access-

time replacement and SUB in a publish-time placement. Since the two replacement algorithms

use either access analysis or subscription information (neither uses both types of information),
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the two types of information are used separately in different modules in this way. This approach

is referred to as Dual-Methods or DM in this thesis.

A potential problem with DM using independent functions to manage a single cache is that

a page that is in common use will be replaced in a publish-time placement if the total number of

subscriptions matching the page is not large enough. Or, on the other hand, a new page with a

high future usage indicated by subscription matching will be replaced on a cache miss just

because the page has not been referenced frequently up to the replacing time. This problem is

due to the overlapping operations of the publish-time and the access-time placement modules in

the same cache space.

4.4.4 Dual Caches Partitioned by Operation

To deal with the problem associated with Dual-Methods, the cache on a proxy can be divided

into two portions that are used by the publish-time and the access-time modules independently.

Under this scheme, the cache portion used by the publish-time module is called Publish-Cache

or PC in this thesis, while the portion used by the access-time module is called Access-Cache or

AC. Any page can stay in either PC or AC but not both at any time. The mechanism is denoted

as Dual-Caches Partitioned by Operation or DC-O in our discussion.

Like Dual-Methods, DC-O runs GD* in the access-time module and SUB in the publish-

time module. But unlike DM, each replacement algorithm runs only on the corresponding

portion of a proxy cache. In this way, partitioning a server’s cache provides a cleaner way than

Dual-Methods for using subscription and access information separately.

We design different ways to handle a dual-cache as regard to whether the cache partition is

static or adaptive. The following two subsections present one approach that uses a fixed

partition and the schemes that partition a cache dynamically according to the publishing

dynamics and access patterns.
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4.4.4.1       Dual Caches Partitioned by Operation with Fixed Partition (DC-O-FP)

A simple way to handle a dual-cache is keeping a fixed partition on the storage. The approach is

denoted as Dual-Caches Partitioned by Operation with Fixed Partition or DC-O-FP in this

thesis. When a page is published and delivered to a server, the publish-time module runs SUB to

store the page into Publish Cache. GD* is used to handle the replacement on Access Cache at

cache misses.

Any portion of the dual cache can serve user requests. Therefore, the two cache portions are

cooperative in locating a user’s request. From a user’s point of view, dual-caches work as a

whole. In DC-O-FP when a page in Publish Cache is accessed for the first time, the page is

moved (not copied) from Publish Cache to Access Cache (AC), meaning that the page should be

henceforth evaluated based on the access pattern and be compared with other referenced pages

in AC in the cache replacement algorithm. The locating algorithm with “Moving” operation in

DC-O-FP is shown in Figure 4.4:

Page A is requested:

If A is in the publish cache PC

      Record a “hit”

      Move A from PC to the access cache AC

Else

      Run GD* on AC

Return page A

End

Figure 4.4 Locating algorithm in DC-O-FP

4.4.4.2    Dual Cache Partitioned by Operation with Adaptive Partition (DC-O-AP)

A fixed partition in a dual-cache lacks flexibility in using the cache storage according to the

content publishing dynamics and the access dynamics. For example, when a page in the
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publishing cache PC is requested, the page is moved to the access cache AC, which possibly

triggers a replacement in AC if AC is full. However, the storage in PC that was cleared by

moving out the requested page is unused at least until the next new page is published. In such a

case, a better strategy may be to reassign the storage of the requested page to the access cache.

On the other hand, some storage in AC can be given to PC if there is no room to store a new

page in PC and several old pages in AC have not been referenced for a while.

The approach that labels which partition each page belongs to according to the publishing

and request patterns is called Dual-Caches Partitioned by Operation with Adaptive Partition or

DC-O-AP in our discussion. Using DC-O-AP, when a page cannot be stored into PC based on

SUB at publish time, the publish-time placement module checks the pages in AC. If some pages

in AC have not been referenced since the last replacement in AC, these pages are assumed to be

less important than the new page and thus become candidates for eviction. The storage of those

pages is labeled as belonging to PC and is used to store the new pages. The placing algorithm of

DC-O-AP is shown in Figure 4.5:

Page P is published to the server:

Run SUB on the publish cache PC;

If SUB fails to store P

     S  � pages in access cache AC not accessed since the last replacement in AC

     If Size (S) � Size (P)

          While the available storage in PC < Size (P)

              mP s.t. 
mPV = Min{ iV , i � S}

               Label the storage of mP  as PC

          Store P in PC

END

Figure 4.5 Placing algorithm of DC-O-AP
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The “Moving operation” in DC-O-FP is replaced by labeling the storage of the page as AC,

assuming the publishing frequency in PC is relatively low compared to the update frequency in

AC. The locating algorithm of DC-O-AP is described using the pseudo-codes in Figure 4.6.

Page A is requested:

If A is in the publish cache PC

    Label the storage of A as belonging to the access cache AC

Else

   Run GD* on AC

END

Figure 4.6 Locating algorithm of DC-O-AP

Recall that the Dual-Methods for Single Cache (DM) strategy labels each page with two

values and considers each value only in the corresponding module. In contrast, DC-O-AP labels

each page with a 2-tuple (o, v) at any time, where o indicates the module that should process the

page and v refers to the page’s value under the corresponding operation. Both elements o and v

are updated with time.

In DC-O-AP, the fraction of the storage assigned to each portion at a given point in time can

be any value between 0 and 1. If either PC or AC dominates the storage on a server, publishing

or caching consequently dominates the content distribution at that server. To avoid the possible

imbalance in the influences of the two modules, a boundary should be set on the fraction of

storage that can be assigned to each portion. A variant of DC-O-AP sets the upper boundary and

the lower boundary on the fraction that can be PC or AC at any given time. We call this variant

Dual-Caches Partitioned by Operation with Limited Adaptive Partition (DC-O-LAP). In DC-O-

LAP, the re-partitioning in the placing and locating algorithms is performed only when the new

partition makes the cache fraction used as any portion within the pre-defined range.

The Dual Caches Partitioned by Operation with Adaptive Partition approaches exploit the

cache storage more intelligently than Dual-Caches Partitioned by Operation with Fixed
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Partitioned (DC-O-FP). However, the approaches that partition a server’s cache dynamically

require more sophisticated cache management schemes than DC-O-FP. The complexity is

mainly due to locating a page in the cache. Beside that, the fraction of each cache portion

should be updated and kept for each server in DC-O-LAP.

4.4.5  Dual-Caches Partitioned by Type of Access: DC-TA

The key idea of the dual-caches approaches is exploiting different information sources in

separate cache portions. The Dual-Caches Partitioned by Operation schemes (DC-O) use the

subscription information only at publish-time and the access pattern only at access-time, hence

DC-O divides a cache based on the type of operations, publishing and caching.

The type of access is another dimension along which to partition a cache space. Based on

this idea a server’s cache is divided into two equal portions that serve notification-driven and

non-notification-driven accesses respectively. In our presentation this approach is called Dual-

Caches partitioned by Type of Access (DC-TA). Using DC-TA, the cache portion that is

consulted for notification-driven accesses is called the notification-based portion (NP). The

other portion that serves general browsing is referred to as the browsing portion (BP).

NP is managed using Subscription-GD*-2 since SG2 captures the strong correlation

between subscriptions and accesses best for subscribers according to the experimental analysis

in chapter 6. Browsing portion works as a traditional cache using GD*. The page evaluation in

NP is based on the subscription information and the accesses from subscribers of the pages,

while the evaluation in BP relies only on the access pattern of general browsing.

NP and BP cooperate in locating requests of end users. If BP holds a page that is requested

in a notification-driven access, the locating algorithm returns the page from BP. Similarly, a

non-notification-driven request can be satisfied in NP. The cooperative locating between NP
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and BP is carried out in background and thus is transparent to end-users. From the point of view

of users, the two portions seamlessly form a cache as a whole.

We assume that a publish-time placement for page p in NP is always completed before the

first request of p. The access-time fetching occurs only when the page is not found in either BP

or NP. Therefore, the cooperative locating in the two portions guarantees that no page resides in

both portions at the same time.

However, NP and BP do not have to exchange information other than the existence of pages

in each portion. In other words, each portion is read-only for the other portion. This design is

suitable for an integrated caching system shared by multiple independent service providers. For

example, one portion of a server’s cache is assigned to a general-purpose content delivery

service provider such as Akamai [Akamai], and another portion to a publish/subscribe service

provider. The locating engine in DC-TA aggregates only the location information of pages in the

portions, but leaves other privacy-sensitive information to each portion.

4.5 Summary of Strategies

Table 4.1 categorizes all the approaches discussed in this thesis as regard to when to place

content at content servers and how the page is evaluated.

Table 4.1 Categorization of content distribution schemes

How
When Access Subscription Access + Subscription

Access-time GD*
Publish-time SUB
Access-time

+
Publish-time

SG1, SG2, SR, RSG2, HUG
DM,

DC-O-FP, DC-O-AP, DC-O-LAP, DC-TA

GD* is the baseline caching approach. SUB uses subscription information at publish-time

only. We also propose several approaches that combine proactive publish-time placement and
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on-demand access-time placement using subscription information, access patterns, access type

and other information together. The methods in bold are designed specifically for the more

general scenario in which subscriptions may not match users’ actual behaviors.

As discussed in the literature [Wang ‘99], the performance of the cache replacement

algorithms depends highly on the traffic characteristics of accesses. It is worth pointing out that

although we use GD* as the framework in designing our publish-time and access-time

combined schemes based on subscription as well as access patterns, our approaches can also be

incorporated with other cache replacement algorithms.
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Chapter 5

Simulator and Workloads for

Evaluation of Algorithms

Because of the difficulty in obtaining real-world data about the publish/subscribe services

assumed in this study, we evaluate the content delivery and caching approaches discussed in

chapter 4 using a system simulator and the synthetic workloads that we build based on analysis

and observations about the real-world data in the literature.

We chose news delivery to be the application scenario for our simulation because of its

challenges. This is a challenging application since news publishing and reading have high

temporal dynamics. In addition, news pages are of significant size, and many information

objects embedded in media news (e.g., video, audio, and images) have large sizes. As indicated

by Gadde et al. [Gadde ‘00], content distribution is more beneficial in applications that have a

large number of popular objects that may have large sizes and high update frequencies.

Henceforth, the news delivery that our workload generator mimics is challenging and thus can

demonstrate the power of the content distribution strategies on which this thesis focuses.

5.1 Architecture of System Simulator

The system simulator for distributing the contents for a news site has the architecture as shown

in Figure 5.1. The system simulator assumes a single publisher as a news site and a group of
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proxy servers, each of which connects to a set of users who are close to that server. To simplify

our system simulator, we assume a centralized matching/routing engine. Nevertheless, the

design of matching and routing engines for a whole publish-subscribe system does not affect the

performance analysis on the content delivery algorithms in this study.

The input of the system simulator includes a publishing stream, a request sequence at each

proxy-server, and the subscriptions collected from the end-users at each proxy-server. This

input constitutes the synthetic workload we generate using our workload generator.

In our system simulator, the content servers accept subscriptions from the end users and

upload the subscriptions to the matching/routing engine. The single publisher, for example, a

news site, publishes events and the matching/routing engine notifies the servers whose users’

subscriptions match the events. When an event is delivered to a server, the publish-time placing

module of the server evaluates the content associated with the event and decides whether to

store the content in the local cache. When a user requests a page that is not in a server’s cache,

the caching module of the server fetches the content from the publisher and runs the access-time

replacement algorithm.

Fetching

Subscriptions

Matching engine
Publishing stream

Placing module

Caching module

Cache

User

Publisher

A server

Subscription
aggregator

Request / Reply

  Figure 5.1. Architecture of the simulator
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5.2 Workload Generation

Our study assumes that the fundamental users’ request patterns in publish/subscribe applications

are not different from that observed at general-purpose proxies and content sites. Similar to the

request model presented by Breslau et al. [Breslau ‘99] and extended by Wolman et al.

[Wolman SOSP ‘99] for proxy servers, our request model parameterizes the request rate,

document rate of change, the total number of the information objects, and the popularity

distribution for objects. Unlike the Wolman model, our request model simulates the number of

proxy-servers rather than the population size of end-users because the proxy servers aggregate

the requests and the subscriptions from the end-users and thus each proxy becomes a “virtual

user” in our simulator. Another difference is that we consider the sizes of the objects and

simulate a more realistic scenario in which every cache server has a limited storage capacity.

Our model is also distinct from the previous models in that we incorporate subscription and

matching information, whose distribution has not been addressed in the literature. Finally, our

workload generator considers the content generation and access patterns at a whole publishing

site, rather than that is observed at a forward proxy as in most trace analyses. This is because

our study is about content delivery of whole contents from publishers such as a news site.

The subscriptions are information known in advance of the first access to each page, while

the publishing stream and the request streams are temporal sequences. The following part of this

section introduces the methods to generate the three input streams for a 7-day simulation. The

publishing stream, request sequences and subscriptions are generated in that order, with every

stream being built based on the streams built in the earlier steps. In generating the publishing

and the request streams, most criteria and parameters are based on the analysis on the traffic

[Padmanabhan ‘00] at the MSNBC site [MSNBC].
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5.2.1     Generating Publishing Stream

For generating the publishing stream, we first need to decide the total number of pages that are

published in 7 days. In the publishing stream, each page is associated with a publishing time and

the page size. In the second step, the publishing time of each page should be determined based

on the temporal patterns of content generation. Finally, the size of each page is decided.

5.2.1.1      Number of Pages and Publishing Time

According to the content dynamics observed at MSNBC [Padmanabhan ‘00], the total number

of pages published in 7 days is about 30,000 with 6,000 of them being distinct pages. The other

24,000 pages are modified versions of about 2,400 out of the 6,000 distinct pages. Our

publishing sequence consists of 30,147 pages in total.

The generation times of the pages are determined based on the observations of the

modification intervals. At MSNBC, the cumulative distribution frequency of the modification

intervals of all the 24,000 modifications has two distinct knees: the first is around 5% of all

modifications and occurs at about 1 hour; another is around 95% and occurs at approximately 1

day [Padmanabhan ‘00]. This update rate is a feature of news sites and is much higher than the

14-day average update period of a popular object in the Wolman model [Wolman SOSP ‘99].

Given the above statistical observations, the modification intervals of the 2400 pages are built

using a random number generator with 5% instances falling into the time period (0, 1 hour], 5%

in [24 hours, 7 days), and 90% in (1 hour, 24 hours). Within each sector, the distribution of the

modification intervals is uniform. We assume a fixed update interval for any page that is

possibly modified multiple times.

Figure 5.2 demonstrates the cumulative distribution frequency (CDF) of the modification

intervals in our publishing stream, with every modification on a page being counted. This

distribution has two knees that are consistent with the observations in [Padmanabhan ‘00].
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Figure 5.2 CDF of modification intervals for 24147 modifications(1 hr: 5% level, 24 hrs: 95% level)

The first publishing time of any of the 6,000 distinct pages is randomly chosen from the

period (0, 7 days), and the generation times of the 24,000 modified versions are decided based

on the modification intervals and the generation times of the first versions. Figure 5.3 shows the

generation frequency of pages with each version of a page (new or modified) being counted as a

separate page.
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                Figure 5.3 Publishing frequency of 30147 pages in 7 days



80

The modifications to a news page stop after some time, and the rate of publishing is the sum

of new page generations and old page updates in figure 5.3. Hence the publishing frequency

increases with time in the “warm-up” period and then becomes stable later. In the following

discussion, “page” refers to any page in the 30147 published pages, including both the original

pages and the modification versions.

5.2.1.2     Page Size and Cacheability

The sizes of the pages are generated using a log-normal distribution according to the

observations in literature [Barford ‘98]1. As suggested in a previous study [Venkataramani ’01

TR], we assume no correlation between the size and the popularity of a page.

All the pages are assumed to be cacheable in our simulation, which is an optimistic

assumption for caching technology. In reality, some pages are tagged with “non-cacheable by

proxy caches” due to security concerns. This is not a barrier for a content delivery network

(CDN) since a CDN is the surrogate of publishers rather than end users. Therefore, in practice,

more pages are cacheable for a CDN with proactive placement module than for a client-side

proxy cache. The assumption that all the pages are cacheable biases our experimental results

toward the caching-only approach.

5.2.2     Generating Request Stream

After deciding the publishing stream, the second step in building our workloads is generating

the request trace at each content server. Information about each request consists of three parts:

the requested entity (page ID), the issuing time, and the server that issues the request. This

section first describes the approach to scale down the simulation size by randomly choosing 100
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content servers into our simulation. After that, the total number of requests and the time of each

access to each page are decided. The last step in request generation is splitting the global

request stream to the access streams per content server.

5.2.2.1     Scaling Down the Number of Requests

As observed in the literature [Padmanabhan ‘00], there are about 25 million requests to the

MSNBC site every day, so there should be about 175 million requests to the publishing site in a

7-days trace to mimic a busy site like MSNBC.

To scale down our simulation, we consider a request workload as a part of the global trace

only. We assume that 100 servers are randomly chosen from all the servers sending requests to

the MSNBC site from all over the world. Therefore the behavior of each of the 100 servers is

representative of that of a proxy server that serves a domain such as an institute. Under this

hypothesis, our request generator uses the global request pattern as reported in [Padmanabhan

‘00] to shape the aggregated request pattern from the 100 servers. According to the definition of

institutional domains in [Padmanabhan ‘00], the analysis of 5-day traces reveals that at least

several hundreds of thousands of domains request MSNBC, hence we assume the 100 servers

issue about 1/1000 of all the requests to the site. In this way, the request rate in our 7-day traces

is scaled down to around 195,000.

Instead of choosing a fraction of the global requests to a publishing site as we did, an

alternative approach is to distribute the global requests to a site in the traces on these 100

servers. This approach is actually to aggregate the requests from multiple servers into a trace on

one server. However, as pointed out in earlier studies [Gadde ‘00, Wolman SOSP ‘99], the hit

ratio grows quickly with the population size served by each proxy. This implies that the

behavior of a server with aggregated accesses from several actual proxies cannot represent that

of a single proxy in reality.
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One of the interesting results in [Padmanabhan ‘00] is that the page popularity distribution

at the news site follows Zipf’s Law2 with parameter � taking the high value of 1.5. This

observation is consistent with the observation that the set of popular pages is smaller on a

globally popular site than not popular sites [Gwertzman ‘97]. Our request generator uses Zipf’s

Law with � of 1.5 to model the popularity distribution of the 30147 pages published in our

simulation. The popularity rank of every page is randomly assigned, assuming the rank is

independent of the publishing time. The total number of references to a page is determined

using the popularity rank of the page, the popularity distribution, and the total number of

requests in the 7-day trace.

5.2.2.2       Deciding Request Times

Given the total number of requests to each page, one needs to determine the issuing time of each

request.  Our request generator determines the reference times based on the correlation between

a page’s age and the probability that the page is accessed. According to the observations in

[Padmanabhan ‘00], most news pages are requested when they are fresh, but popular pages are

still referenced even if they have been generated for a long time. It is also observed in an

independent study that the probability of referencing an object t units of time after the last

reference of the object is roughly proportional to 1 / t [Breslau ‘99].

Based on the above qualitative observations, the reference model of a page is related to the

page’s popularity. We cluster the pages according to their popularity and define a reference

model to each class. One way to cluster pages according to popularity is to make the request

rate drops about one order of magnitude from one class to the next.  In this way all the pages are

grouped into four classes according to their popularity: the pages whose ranks are between 0
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i
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and 20, those between 20 and 350, those between 350 and 1400, and those above 1400. A

page’s lifetime is the period between the page’s generation time and the time of the next

modification to the page, or, if it is not modified, the period between its generation time and the

end of the seventh day.  A page’s relative age is represented as one of the four quartiles that

divide a page’s lifetime equally. For a given class, the probability of a page being requested is

inversely correlated to the page’s relative age as shown in Figure 5.4. Within each quartile in

lifetime for a given class, we assume the distribution of the access times is uniform.
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  Figure 5.4 Probability of access w.r.t relative age

The access times of a page are distributed in the 7-day window based on the probability

distributions in Figure 5.4 and the publishing time of the page. The resulting distribution of all

the requests is shown in Figure 5.5. Although not generated by design, the spikes in the

resulting request stream from the 100 servers demonstrate the burstiness in the overall traffic to

a news site, which reflects an important characteristic in web traffic.
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     Figure 5.5. Number of requests issued at different times

5.2.2.3      Splitting Requests by Server

The traces per server are extracted from the aggregated request sequence generated so far. As

observed in the literature [Padmanabhan ‘00, Wolman USITS ‘99], the frequently referenced

pages are usually globally popular and are accessed by more organizations. This observation

implies a positive correlation between the number of servers requesting a page and the page’s

popularity. This correlation is the basis of our server assignment.

As the first step, the server assignment algorithm decides the maximum number of servers

requesting a given page in a day as a function of the page’s popularity using Equation 5.1. To

avoid a rigid correlation between the popularity and the number of servers requesting a page,

iS  is scaled by 10% up or down in a random way for each page after applying Equation 5.1.

pages  theall of popularity maximum  the:
 page of popularity     the:

Where

5.1Equation -                    
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For the first time that a page is requested, iS  servers are randomly chosen from the 100

servers to make up a pool of potential servers. After that, every request to that page in that day

is randomly assigned to one of the iS  servers. The random assignment implies that not every

server in the pool may be used.

As observed in [Padmanabhan ‘00], the server group requesting a page in one day and that

in the next day overlap. Assuming the overlapping ratio is 60%, 40% of the candidate servers

for a page in one day are replaced by the servers that are not in the current pool when generating

the candidate servers for the page in the second day. The requests to a page may span several

days.  Figure 5.6 shows the maximum number of servers requesting each of the 2000 most

popular pages in a day during the 7-day simulation.
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Figure 5.6. Number of servers visiting a page in a day

The first time miss ratio (FTM) in the requests at a server, the percentage of accesses that

are to the objects that have not been accessed before by users at the server, gives an upper

bound for the hit ratio of access-only based caching algorithms for the server. The first time

miss ratio is determined by the distribution of pages’ popularity and the number of requests.

Given a number of requests, the more uniform a page popularity distribution, the lower the
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FTM. After the server assignment, the average FTM at a server in our request traces is 33%,

which is lower than the 40% usually observed on a proxy server in the literature. The low FTM

in our trace is due to the relatively large � in Zipf’s Law that models the popularity distribution

of the news pages. Figure 5.7 shows the distribution of FTM at the 100 servers. The high

variance of FTM among the servers is consistent with our assumption that the 100 servers are

randomly chosen and thus have different reference patterns.
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Figure 5.7 First time miss rate at the 100 servers
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In Figure 5.8, the total number of requests at a server is positively correlated to the number

of the distinct pages requested from a server. Reading Figures 5.7 and 5.8 together, a positive

correlation can be found between FTM and the number of distinct pages requested at a server.

This observation matches the assumption that the miss stream is divided among CDN servers in

proportion to the number of objects assigned to each server in the study of [Gadde ‘00].

5.2.2.4     Generating Request Traces with � = 1.0

While news delivery is the focus of our validation study, the performances of our content

delivery strategies for more general scenarios are also of interest. As a comparison, another

request trace is built using a more popular � value of 1.0 in the popularity distribution that

follows Zipf’s Law. Except for �, all the other criteria and parameters for generating requests

are the same as before. This trace has an average FTM of 50% with a distribution as shown in

Figure 5.9. In the rest of this thesis, the set of request traces and subscription information built

using � = 1.5 is called NEWS, and that using � = 1.0 is called ALTERNATIVE.
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                Figure 5.9. First time miss rate at the 100 servers (� = 1.0)
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5.2.3 Generating Subscription Information

In addition to the publishing and the request traces, the third trace we used is the sequence of

end-user subscriptions. In this study, the subscriptions are assumed to be static information that

is known in advance. This assumption is reasonable since the update rate of user subscription is

usually much lower than the rate of user access. The only subscription information used in our

algorithms is the number of subscriptions matching each page at each content server, which can

be inferred from the total number of requests to the page from the server.

Equation 5.2 determines the number of subscriptions that match a page i at a server j based

on the total number of requests to i at j and the correlation between the subscriptions and the

accesses. The correlation is determined by two factors: the ratio of the number of notification-

driven accesses to that of all accesses for the page at the server, and the ratio of the number of

the notification-driven accesses to that of the subscriptions for a page. The first parameter

{ jiF , } models the composition of two types of accesses, while the second one, { jiSQ , },

quantifies the probability for a subscriber to read a page that matches the user’s subscriptions, or

the quality/accuracy of a user’s subscriptions.

ji:SQ
ji:F

ji:P
jiSF

SQ
FP

SF

j,i

j,i

j,i

j,i

j,i

j,ij.i
j,i

server at   page read  tossubscriberfor y probabilit 
server at   page  torequestsdriven -onnotificati offraction    

server at   page  torequests ofnumber    
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Where

5.2Equation  -                                                            
�

�

For a given user model, we use the global parameter F to describe the estimate of { jiF , },

the fraction of notification-driven accesses for all page/server pairs. The global parameter SQ

stands for global subscription quality, and it is the estimate of { jiSQ , }, the probability for a

subscriber to actually access a page that matches the user’s stated interest (i.e., for which the

subscriber receives a notification).
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By definition pure pub-sub applications have F of 1, which means all user accesses are

driven by notifications. The global subscription quality SQ being 1 is the special case that every

user will in fact access any page matching the user’s interest after the user is notified.

Given a distribution for the { jiF , } or { jiSQ , } and a global parameter F or SQ, one can

generate { jiF , } and { jiSQ , }, respectively, for all pages and servers, and hence build the

subscription information using Equation 5.2. Given the lack of evidence in the literature about

the distributions of { jiF , } and { jiSQ , } as defined, we explore three different distributions to

model { jiF , } and { jiSQ , }. The first distribution is a step-wise function with the disjoint point at

the estimate value of the sequence. The second distribution is a uniform distribution. The last

one is a Gaussian-like distribution. All three distributions have a domain of [0, 1]. Figure 5.10

shows the uniform function and the step-wise function for a global parameter of 0.75.
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Figure 5.10 Functions of { jiF , } and { jiSQ , } for a given global parameter F or SQ of 0.75

Since the experiments using the three distributions yield similar results, we focus our

discussion on the results using a Gaussian-like distribution to model { jiF , } and { jiSQ , }.
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5.2.4 Tagging Accesses as Notification-Driven or Not

Since the two algorithms HUG and DC-TA require knowledge about the type of access, each

access in our request streams should be identified as either notification-driven or non-

notification-driven. Given jiP ,  and jiF ,  as defined in Equation 5.2, jiji FP ,, �  accesses are

randomly chosen from the access sequence to page i at server j. The chosen accesses are tagged

as notification-driven, while others are marked as general browsing accesses.
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Chapter 6

Experimental Results on Subscription-enhanced

Content Delivery

We compared the caching and content delivery mechanism presented in chapter 4 against each

other by using the workloads and the simulator discussed in chapter 5. The experimental results

are demonstrated in two sections. In the first section of this chapter, we analyze the algorithms’

performance for the cases in which all users’ requests are driven by the notification messages

but a notification may or may not cause a user access to the associated content. The second

section in this chapter demonstrates the performances of different approaches in the more

general scenarios in which not only notifications but general browsing may also drive users’

accesses of contents. Table 6.1 reviews the key characteristics of our approaches.

Table 6.1 Review of the characteristics of important algorithms

Name of Method Key characteristics
Dreedy-Dual* (GD*) an caching approach

Subscription-based placement  (SUB) f = s
Subscription-GD*-1 (SG1) f = s + a, with recency analysis
Subscription-GD*-2 (SG2) f = s – a, with recency analysis
Subscription-Request (SR) f = s – a, without recency analysis

Hybrid-User-GD* (HUG)
� � � �SNS asapf ��� ,
with recency analysis

Dual-Method (DM) SUB for publish time and GD* for
access time, a single cache

Dual-Caches Partitioned by Operation (DC-O) SUB for publish time and GD* for
access time, dual caches

Dual-Caches Partitioned by Type of Access (DC-TA) SG2 for notification-driven accesses and
GD* for general browsing, dual caches
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6.1 Comparing Algorithms When All Accesses are Driven by

Notifications (F = 1)

The experiments in this section demonstrate the performances of different approaches when all

accesses to contents are driven by notifications (F = 1). Without specification on subscription

quality (SQ), the results are for the cases when each notification causes one access (SQ = 1).

6.1.1 Metrics and Experimental Setup

Our main motivation for designing a content delivery scheme is to reduce the response time

perceived by the end users. The communication latency between users and a local proxy-server

is usually much smaller than that between users and the publisher. Consequently, a high hit ratio

in a local server generally means a smaller response time. We use three key metrics to evaluate

the approaches. They are the global hit ratio (H) on the 100 servers, the workload at the

publishing site, and the network traffic. Global hit ratio is defined in Equation 6.1.
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A desirable approach should improve H without introducing a big overhead into the network

traffic between the publishing site and proxy servers. Snapshots of the network traffic are highly

dynamic and depend on many factors. To simplify the evaluation, the network traffic is

measured using the total amount of contents triggered by either the publishers or the servers

within the whole network at different times in our experiments. The amount of traffic is

measured using the number of pages as well as the total number of bytes.



93

Our simulation-based experiments model a scenario in which the storage capacity of each

cache is limited. The storage capacity is set per server, assuming each server can be configured

independently according to its workload. The experimental results on the chief performance

metric H of each algorithm are demonstrated, but the major discussions are around the

performances of the methods that are tested under three different settings for cache capacity: 1%

of the total number of unique bytes requested by each server in the whole simulation, 5%, and

10%, according to typical cache settings in the literature.

The experimental results presented in this thesis can be extended for the cases in which

multiple publishers generate events with associated contents. If the content generation is

independent on multiple publishing sites and the access patterns on these sites have similar

characteristics as discussed in chapter 5, the total number of documents and that of requests will

scale up with the number of publishers. Of course, if we want to use the same cache capacity

settings in percentage as in this thesis, the actual cache size of each content server required for

delivering contents from multiple publishers should be larger than that for a single publisher.

In this section, we first examine the influence of the parameter � in equation 4.1. Then we

compare the Dual-Caches partitioned by Operation (DC-O) approaches and identify the best

algorithm in DC-O family. By comparing the best DC-O approach and Dual-Method (DM)

algorithm, we further determine the winner between the two algorithms. After narrowing down

the algorithms for further study, we analyze the major algorithms’ performances for the trace

NEWS. Using this trace, we first measure the global hit ratio of the major algorithms under

different cache capacity settings; then focusing on the cache capacity 5%, we analyze the

algorithms’ hit ratio under different subscription quality SQ (the probability for a notification to

drive an access). For the most important algorithms, we compare them regarding the temporal

hit ratio, the workload at the original publishing site, and the network traffic. For the trace

ALTERNATIVE, we repeat the major analyses on the algorithms.
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6.1.2 Influence of �

According to experimental results [Jin ‘01], the parameter � (see equation 4.1 repeated below)

that balances the long-term popularity and the short-term temporal correlation in GD* should be

set differently for optimal performances from trace to trace. On the other hand, when � is

learned on-line from the past accesses seen at different times, � is quite stable for a given trace.

To decide the suitable value of �, GD* and the two GD*-based approaches subscription-GD*-1

(SG1) and subscrption-GD*-2 (SG2) are evaluated using different settings of �.
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Figure 6.1 shows the performance of the three methods for the trace NEWS. Figure 6.1(a)

shows that GD* achieves the highest hit ratio for this trace when � is 2. This optimum value of

� for our request trace is larger than 0.5 that was calculated for the traces in [Jin ‘01]. A larger �

means a higher importance of access recency than popularity in the evaluation function of

Equation 4.1. We conjecture that the difference results from the higher temporal correlation in

the requests for news stories. Figure 6.1(b) demonstrates the hit ratios of SG1 when the value of

� varies from 0.125 to 4. As with GD*, the value 2 is the best choice for � when using SG1. On

the other hand, the hit ratio of SG2 is maximized when � is 0.5, as shown in Figure 6.1(c). The

above observations about the best value of � for the three methods hold for all three cache

capacity settings we used in the experiments.



95

0
10
20
30
40
50
60
70

0.125 0.25 0.5 1 2 4
Beta

H
it 

ra
tio

 (%
)

10% capacity
5%capacity
1% capacity

(a) GD*

0
10
20
30
40
50
60
70
80
90

100

0.125 0.25 0.5 1 2 4
Beta

H
it 

ra
tio

 (%
)

10% capacity
5%capacity
1% capacity

(b) SG1

0
10
20
30
40
50
60
70
80
90

100

0.125 0.25 0.5 1 2 4Beta

H
it 

ra
tio

 (%
)

10% capacity
5%capacity
1% capacity

(c) SG2

Figure 6.1 Hit ratios of GD*, SG1 and SG2 with different �  (NEWS)
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Among the three methods, SG1 is most sensitive to �. This is due to the large base value of

the exponential in the evaluation function of SG1 (see Equation 4.4). However, the sensitivity

of SG1 to � is very low if � is not less than 1. In contrast, SG2 is least sensitive to � because the

base value for SG2 (see Equation 4.5) is usually smaller than that in GD* and SG1.

For the trace ALTERNATIVE that has the popularity distribution of pages following Zipf’s

Law with � = 1.0, the hit ratios of GD*, SG1 and SG2 with different values of � are shown in

the Figures 6.2. In general, the performance of each algorithm changes with � in similar ways as

for NEWS, except that the best result using GD* or SG1 is achieved when � = 1 rather than 2

when the cache capacity setting is very low (1%). For SG2, the hit ratio is still quite stable with

� when the cache capacity setting is 5% and 10%, but its hit ratio is affected dramatically when

the capacity setting is 1%.

Assuming a suitable value of � can be learned for each method, in the following

experiments, the value of � is set to maximize the hit ratio for each algorithm over the trace.

Namely, � is 2 in GD* and SG1 for the trace NEWS; for ALTERNATIVE, � is 2 in GD* and

SG1 when the capacity setting is 5% or 10% and 1 for 1%.  � is always 0.5 in SG2.
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6.1.3 Best of Dual-Methods and Dual-Caches Partitioned by Operation

Dual-Methods (DM) and Dual-Caches Partitioned by Operation (DC-O) apply the subscription

information and access information separately in publish-time placement and access-time

placement.  DM carries out the placement algorithms on a single cache, while DC-O performs

the algorithms on a dual-cache. The experiments in this section compare the approaches in these

two categories and identify the best approach in Dual* family (including DM and DC-O).
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6.1.3.1   Analyzing the Influence of Partition in DC-FP

Figure 6.3 demonstrates the hit ratios of Dual-Caches Partitioned by Operation with Fixed

Partition (DC-O-FP) for different traces and cache sizes with different fraction of storage given

to the publish-time cache, shown as the values in the legend. There is no obvious difference

when assigning 20%, 25% or 50% of total storage to the publish-time cache at a server, but

neither giving too much storage (75%) nor too little storage (10%) to the publish-time cache is a

good strategy for this trace. The results for ALTERNATIVE are similar to that for NEWS.

0

10

20

30

40

50

60

70

80

90

100

1% 5% 10%
Storage capacity

H
it 

ra
tio

 (%
)

GD* DC-FP (10%) DC-FP (20%) DC-FP (25%) DC-FP (50%) DC-FP (75%)

Figure 6.3 Hit ratio of DC-O-FP vs. partitions (NEWS)

6.1.3.2     Comparing DC-O with Fixed Partition and Adaptive Partition

Figure 6.4 compares DC-O-FP, Dual-Caches Partitioned by Operation with Adaptive Partition

(DC-O-AP), and Dual-Caches Partitioned by Operation with Limited Adaptive Partition (DC-

O-LAP). DC-O-FP uses a 50%-50% partition, while DC-O-AP starts from a 50%-50% partition

but adjusts the partition based on the publishing pattern and the reference pattern. DC-O-LAP
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limits the re-partition in DC-O-AP by bounding the fraction of storage of each cache portion

between 25% and 75%.
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Figure 6.4 Hit ratios of Dual-Caches Partitioned by Operation with different cache sizes (NEWS)

Adding constraints to the cache partition (i.e. DC-O-LAP) helps to improve the hit ratio of

DC-O-AP and make it uniformly better than DC-O-FP, especially when SQ < 1 as shown in

Figure 6.5. However, the marginal improvement using adaptive partition is very small when all

users’ accesses are driven by notifications and every notification is assumed to result in one user

request. A similar result is observed for the trace ALTERNATIVE.

We conjecture that the small improvement using the more intelligent approach DC-O-AP

results from the high publishing frequency and high re-access frequency in our traces. Recall

that our motivation to adaptively decide the dual-cache partition is to expand the publish-time

cache when the pages in the access cache are not used in recent references and on the other

hand, to expand the access cache if the publishing stream comes slowly. In our simulator, the

publishing frequency is as high as about 3 pages per minute, and the rate of repeated references

of a page at a server is high (the repeated requests constitutes about 67% of all requests in
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NEWS trace and 50% in ALTERNATIVE trace). The high rate of repeated references is a result

of both large � in the popularity distribution and the strong correlation between a page’s

recency and the access probability (see Figure 5.4). Therefore, the power of DC-O-LAP is not

obvious for our traces that have both high publishing rate and re-access rate.
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Figure 6.5 Hit ratios of Dual-Caches Partitioned by Operation with different SQ (cache size

= 5%, NEWS)

6.1.3.3     Comparing DM and DC-O-LAP

Figures 6.6 compares DM and the best Dual-Caches Partitioned by Operation approach, DC-O-

LAP with boundaries set at 25% and 75% of the cache, for two traces. Under different cache

capacity settings, DM consistently performs worse than DC-O-LAP. This is especially true

when the popularity of pages is more uniform.
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Figure 6.6 Hit ratios of three Dual* approaches

6.1.3.4     Summarizing Dual* Methods

The above comparison results are for the case that the subscription quality (SQ) is 1, but the

ranks of the algorithms hold when SQ varies from 1 to 0.25. All the Dual* approaches have

better hit ratio than GD* as shown in the Figures 6.3 to 6.6, but DC-O-LAP outperforms DM
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and other DC-O approaches in all the cases. Therefore, DC-O-LAP is chosen as the

representative of the Dual* family in the following comparison experiments.

6.1.4 Performance of Major Algorithms for NEWS

Cache capacity and subscription quality (SQ, see Equation 5.2) are two dimensions to analyze

the algorithms’ performance. This section first compares the global hit ratio of the approaches

under different cache sizes with a fixed subscription quality (SQ) as 1, then under different

assumptions about SQ with a fixed cache size as 5%. Assuming SQ = 1 and cache size is 5%,

the temporal hit ratios, the workload at the publishing site and the network traffic of the major

algorithms are demonstrated and analyzed in that order.

6.1.4.1  Comparison of the Approaches Under Different Cache Sizes

Figure 6.7 shows the hit ratios of the algorithms under cache sizes from 1% to 100% of the total

number of unique bytes requested at each content server for the NEWS trace in the ideal case

that the subscription information perfectly reflects users’ request frequencies in the future (SQ =

1). Given the first time miss ratio for NEWS traces is around 34.2%, the optimum hit ratio of

GD* is 65.8%. All the subscription-based approaches are able to achieve 100% hit ratio when

the cache size is large because the algorithms proactively place contents before any request to

the contents. Under any cache size, all our subscription-enhanced approaches outperform GD*

except for SUB at cache size = 1%. Figure 6.7 also shows that the hit ratio using any algorithm

changes dramatically from 1% cache size level to 10% cache size, hence we focus on the results

at the three capacity levels, 1%, 5% and 10%, in the following analyses on the algorithms’

performance for the NEWS trace.
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Figure 6.7 Hit ratios of all the methods for NEWS (SQ = 1, cache size from 1% to 100%)

Figure 6.8 compares the hit ratios of the major algorithms discussed in this paper for the

NEWS trace under three cache capacity settings 1%, 5% and 10%.
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104

The only case in which any of our new approaches that incorporate subscription-based

publish-time placement are worse than the access-based caching-only scheme GD* is when the

cache capacity is low (1%) and GD* is compared to the simple subscription-based pushing-only

scheme SUB. When the cache capacity is high, even SUB yields relatively higher hit ratio than

GD*: 6% higher when the cache capacity is 5% and 22% higher when the cache capacity is

10%. Not trivially, the news trace is featured in that many user requests concentrate on few

pages, which is biased to basic caching approaches in comparison to a more general trace

(compare to Figures 6.15 and 6.16).

While the hit ratio increases with the capacity setting for any method, the relative

performance ranks of the approaches are quite stable under different capacity settings. All the

other subscription-based approaches shown in the figure outperform SUB under any setting.

SG2 and Subscription-Request (SR), which use the estimation of the number of requests of

a page in the future, provide the highest hit ratios. The temporal analysis on accesses in SG2

does not provide extra benefit over SR, which illustrates the difficulty of combining the access

recency in past and the frequency information of future usage. SG1 also combines subscription

and access information for both publish-time and access-time placement, as do SG2 and SR.

However, SG1 has a lower hit ratio than SG2 and SR because SG1 ignores the correlation

between the subscriptions and the accesses of a page. The comparison between the

performances of SG1, SG2 and SR demonstrates the importance of making use of the

correlation between subscription and access when the correlation is strong.

DC-O-LAP has a hit ratio similar to SG1. When the storage capacity is high (5% or 10%),

DC-O-LAP yields around 4% higher hit ratio than SG1. The superiority of SG2 and SR to DC-

O-LAP shows that it is not necessary to apply a dual-caches method that uses the subscription

and access information separately if users’ accesses match their pre-defined interest perfectly

well (e.g. SQ = 1). We examine other values of subscription quality (SQ) next.
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To study the performances of our approaches under a much lower first time miss ratio, for

example, assuming our algorithms are applied at reverse proxy servers, we generate another

workload with first time miss ratio as low as 4.8%. The benefits by using our subscription-

enhanced content delivery approaches are also pronounced, as demonstrated in appendix B.

6.1.4.2 Influence of Subscription Quality

Focusing on the 5% capacity level, Figure 6.9 reveals the effect of subscription quality (SQ)

that is the probability for a user to read a page in the notification list. All the approaches are

affected by SQ, except for GD* which does not use the subscription information at all.
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Figure 6.9 Hit ratios of the algorithms with different subscription qualities (storage capacity = 5%)

SR, the best approach when the subscription information is perfectly accurate (SQ = 1), is

most affected by SQ, and its superiority disappears quickly as SQ decreases. SR and SUB are

worse than GD* if SQ � 0.5. By incorporating the analysis of access recency information, SG2

remains highly effective when SQ varies. When SQ � 0.5, whether one is using the sum (SG1)
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or the difference (SG2) of the number of subscriptions and that of accesses becomes less

important because the number of subscriptions dominates the frequency factor in Equation 4.1.

Both SG1 and DC-O-LAP are not sensitive to SQ. As SQ decreases, DC-O-LAP, SG1 and

SG2 algorithms have similarly good performances, although DC-O-LAP has about a 2% higher

hit ratio over SG2 when SQ is as low as 0.25. The power of DC-O-LAP, which takes into

consideration the mismatch between subscription and access patterns is partially demonstrated

through this result, even though the degree of mismatch is not very high because all the accesses

are assumed to be driven by notifications (F = 1).

6.1.4.3    Hit Ratio Versus Time

Figure 6.10 demonstrates the average hit ratio of three algorithms in every hour, given that the

subscription quality is 1 and the cache capacity setting is 5%. SG2, the best approach that

combines publish-time and access-time placement in general, is compared against the simple

subscription-based pushing-only method SUB and the access-based caching-only method GD*.
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Figure 6.10 Average hit ratio H hourly (SQ = 1, capacity = 5%)



107

After the first couple of hours, GD* behaves stably. At the beginning, SUB has a high hit

ratio by proactively delivering contents to the content servers at publish time before users

request them. However, the hit ratio of SUB drops with time because SUB only uses static

subscription information to deliver contents at publish time but totally ignores the opportunity

to deliver contents at access time. In addition, SUB does not adjust its evaluation of pages

according to actual request patterns. SG2 keeps a high hit ratio by combining the analysis of the

access pattern and the subscriptions in the replacement algorithm.

6.1.4.4 Workload at the Publishing Site

Figure 6.11 demonstrates the workload in terms of the number of requests at the publishing site.
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Figure 6.11 Workload at the publishing site

When not using any content delivery techniques so that every user request has to go to the

publishing site, the publishing site needs to serve about 200 or 300 requests in total from 100

sites in every 10 minutes. More importantly, flash crowds, which are the burst in requests, exist

in the original user requests. The caching algorithm GD* is useful to reduce the workload at the
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publishing site and remove the flash crowds. However, SG2 is much more successful than GD*

for shifting the workload from the publisher to multiple distributed content servers.

6.1.4.5  Traffic Overhead for NEWS

The publish-time module can use either of the following two schemes to push contents:

(1) Always Pushing: the publish-time module transfers all the relevant matched pages to a

server when pages generated are matched to the subscriptions from the server; the

server then decides whether to store each page in its local cache based on the

replacement algorithm. Bandwidth is wasted if the server decides not to store a page.

(2) Pushing When Necessary: the publish-time module notifies the server of the meta-

information such as page size when a page matches the subscriptions from the server;

then the server performs its evaluation to decide whether to store the page and sends the

result to the publish-time placement module; if the reply is “will store it in cache”, the

publish-time placement module notifies the publisher to forward the page to the server.

This scheme is designed to reduce unnecessary pushing of pages from the publisher to

the server, but it can mean additional control messages. The cost of control messages is

ignored in the following analysis.

The total amount of traffic within the whole network at any time is the sum of two parts.

One part of traffic comes from publish-time placement, and another part is for fetching contents

on cache misses. The caching approach GD* does not consume bandwidth for publish-time

placement, while the other two approaches do. However, the advantage of the subscription-

based approaches in reducing cache misses implies lower traffic overhead due to cache misses

as compared to GD*.
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Figures 6.12 and 6.13 show the total traffic for pushing pages and fetching pages on cache

misses versus time, in terms of the number of pages or the total number of bytes, when using

GD*, SUB and SG2, considering each one of the above two pushing schemes.
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Figure 6.12 Traffic in number of pages (SQ = 1, capacity = 5%)
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Figure 6.13 Traffic in bytes (SQ = 1, capacity = 5%)

The traffic overhead of GD* does not change with pushing scheme so it can be used as the

baseline to compare the two pushing schemes. Interestingly, SG2 is not sensitive to the two
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options, Always-Pushing and Pushing-When-Necessary. The insensitivity of SG2 implies there

is a high probability for SG2 to store a new page. Using any option, the traffic overhead of SG2

is comparable to the access-time pull scheme GD*.

Using any pushing scheme, SUB always introduces the highest traffic overhead among the

three algorithms. This is because that SUB suffers from fetching-on-miss due to its low hit ratio

as GD* does, and it consumes bandwidth in publish-time pushing as SG2 does. When using the

Pushing-When-Necessary scheme, the difference between the curves of SUB and GD* is

smaller than using Always-Pushing, which means the former benefits SUB a lot in reducing the

traffic overhead in publish-time pushing. The above observations hold in terms of both traffic

metrics, pages and kB.
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Figure 6.14 Fraction of pushed pages that are evicted before the first request for NEWS

Figure 6.14 shows the fraction of the pages that are stored in local servers at publish time

but evicted during replacements before the pages are requested by any user. We call these pages

as “wrongly placed”. At the 5% cache capacity setting, the fraction of “wrongly placed” pages

is not high when using SUB. Therefore the higher network traffic of SUB than that of SG2 in

Figures 6.12 and 6.13 is mainly resulted from the network cost for fetching on cache misses.

Overall, SG2 performs very well in terms of improving hit ratio as well as keeping traffic

low, and being relatively insensitive to several parameters.
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6.1.5 Performance of Major Algorithms for ALTERNATIVE Trace

The experimental results in this section demonstrate the performances of our approaches for a

web reference stream with a more uniform popularity distribution than NEWS. Namely, the

requests distribute more uniformly among pages in ALTERNATIVE than in NEWS.

6.1.5.1 Comparison of the Approaches Under Different Cache Sizes

Figure 6.15 and Figure 6.16 show the hit ratios of different methods for trace ALTERNATIVE.

For both NEWS and ALTERNATIVE, the common observation is that our new approaches

provide a much higher hit ratio than the access-based caching-only scheme GD*. Even the only

bad case for NEWS (SUB for 1% cache capacity) does not exist for ALTERNATIVE. There are

certain changes in the results for ALTERNATIVE from those for NEWS.
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Figure 6.16 Hit ratios of the approaches for ALTERNATIVE (SQ = 1, cache size 1%, 5% and 10%)

When � becomes smaller (� = 1.0, in ALTERNATIVE), the hit ratio of the caching

approach GD* is much lower than that when � is 1.5 (in NEWS), as with all other content

distribution schemes. The degradation in hit ratio is not surprising since a more uniform

popularity distribution implies fewer repeated reference to the same page, and the first time

miss ratio at a server in ALTERNATIVE is higher (around 50%). However, the relative

improvements using subscription-based pushing-enhanced methods are much higher when � is

1.0 than when � is 1.5, as summarized in Table 6.2.

Table 6.2 Relative improvements in hit ratio of different approaches over GD* (%) (capacity = 5%)

Method
�

SUB SG1 SG2 SR DC-LAP

1.5 6 34 50 54 40
1 47 84 133 133 96

The much higher relative improvements of our new methods for ALTERNATIVE mean

that non-homogeneous request streams (characterized by low �) make the publish-time

placement module more important. The higher importance of pushing for ALTERNATIVE is
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also revealed in the substantial improvement in performance of the pushing-only scheme SUB

for ALTERNATIVE versus NEWS.

6.1.5.2 Influence of Subscription Quality

As shown in Figure 6.17, the ranks of different approaches as a function of subscription quality

are similar for ALTERNATIVE and NEWS. One major distinction from the results for NEWS

is that the hit ratio of SG2 drops more quickly and it is even worse than SG1 when SQ � 0.5.

One possible reason is that since the access frequencies of pages are getting similar with smaller

�, the subscription frequency dominates the frequency factor in the evaluation method in SG2.

Therefore, the accuracy of subscription information becomes more important for SG2.
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Figure 6.17 Hit ratios with different SQ for ALTERNATIVE trace (capacity = 5%)

6.1.5.3 Hit Ratio Versus Time

Figure 6.18 demonstrates the hit ratios of GD*, SG2 and SUB over time. The observations

about the temporal performances of the three algorithms for trace ALTERNATIVE are similar
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to those for NEWS. However, the hit ratio of SUB is always above GD* for ALTERNATIVE,

even though it is still downward with time.
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Figure 6.18 Average H hourly (SQ = 1, capacity = 5%)

6.1.5.4 Traffic Overhead for ALTERNATIVE

Figures 6.19 and 6.20 demonstrate the traffic overheads of GD*, SUB and SG2.
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Figure 6.19 Traffic in number of pages for ALTERNATIVE (SQ = 1, capacity = 5%)
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Figure 6.20 Traffic in kilobytes for ALTERNATIVE (SQ = 1, capacity = 5%)

Compared to the results for NEWS, the difference between the network overhead of SG2

and that of GD* is smaller. The overhead of SG2 in terms of number of pages is even lower

than GD* at the later stage of the simulation.  The relative difference between SUB and GD* is

also lower than that for NEWS. The change is due to the higher relative hit ratio using SUB and

SG2 over GD*.
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Figure 6.21 Fraction of pushed pages that are evicted before the first request for ALTERNATIVE
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Figure 6.21 shows that as for NEWS trace (Figure 6.14), at the 5% cache capacity, the

fraction of “wrongly placed” pages is not high when using SUB. Therefore the higher network

traffic of SUB than that of SG2 is resulted from the network cost for fetching in cache misses.

6.2 Comparing Algorithms for More General Scenarios

The experiments in this section measure the performances of six major algorithms under a

more general scenario in which not only not every notification drives an access, but not all

requests are driven by notifications. GD* is the baseline algorithm. Subscription-GD*-1 (SG1)

is proposed for pure publish-subscribe services and evaluated in the new scenario. Restrictive-

Subscription-GD*-2 (RSG2) is the adapted version of SG2 to be suited in the new scenario. The

three approaches Dual-Caches Partitioned by Operation with Limited Adaptive Partition (DC-

O-LAP), Hybrid-User-GD* (HUG) and Dual-Caches Partitioned by Type of Access (DC-TA)

are presented for the more general scenarios in which some user accesses are not driven by

notifications and/or subscribers do not request all contents in the notification messages.

To investigate the importance of subscriptions in content delivery systems under a given

user model (quantified by {F, SQ} as defined in section 5.2.3), the performance of any of our

subscription-based approaches is expressed as the relative improvement in hit ratio H as

compared to the baseline caching-only approach GD*. The relative improvement I is defined in

Equation 6.2. A positive value of I indicates an improvement of a method over GD*.

*GD of ratiohit  global  :
 method of ratiohit  global :

 method oft improvemen relative  the:
Where

6.2Equation -             %100
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In this study, the cache size is set to be 5% of the total number of unique bytes requested at

the server in the whole simulation. The performances of the approaches are tested under

different user models that are characterized by the two global parameters, F and SQ.

Our experiments focus on three comparisons. The first comparison is between RSG2 and

HUG, the two approaches that combine subscription and access information into a single

evaluation function. The second comparison is between two Dual-Caches approaches that

divide and manage a server’s cache in different ways. Finally, we examine the best approach

under different user models in terms of F and SQ.

6.2.1 Comparing RSG2 and HUG

The experiments in section 6.1 identified SG2 as one of the best content delivery and

caching approaches when F is 1. RSG2 and HUG, the two variants of SG2, differ in whether the

two types of accesses, notification-driven accesses and general browsing, are distinguished in

the access frequency analysis. Therefore, the two approaches are the same when F is 1, in which

case all accesses are notification-driven.
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Figure 6.22 Performances of RSG2 and HUG
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As shown in Figure 6.22, RSG2 and HUG improve the hit ratio over GD* in all tested

cases. The superiority of HUG to RSG2 in most cases demonstrates the importance of

distinguishing access type in evaluating pages.

A larger F indicates that most accesses are driven by notifications and thus implies greater

importance of the subscription analysis. The positive correlation between F and the

performances of RSG2 and HUG in Figure 6.22 exhibits that both approaches are able to use

the subscription information adequately to enhance content delivery.

Interestingly, higher subscription quality itself does not always benefits the performances of

the approaches. When F is 0.25, the performances of RSG2 and HUG degrade with SQ in

general. A combination of small F and large SQ is likely to result in a small number of

subscriptions using Equation 5.2, which reduces the importance of subscription information.

6.2.2 Comparing Two Dual-Caches Algorithms: DC-O-LAP and DC-TA

The experiments in this section compare two Dual-Caches algorithms, Dual-Caches Partitioned

by Operation with Limited Adaptive Partition (DC-O-LAP) and Dual-Caches Partitioned by

Type of Access (DC-TA). The first experiment is conducted between DC-O-LAP (adaptive

partition between 25% and 75%) and DC-TA with 50%-50% partition between two cache

portions. Then we study the influence of cache partition on the performance of DC-TA and

examine the optimum partition for DC-TA under different F.

6.2.2.1 Comparing DC-O-LAP and DC-TA

Figure 6.23 shows the performances of the two dual-caches approaches. Both DC-O-LAP and

DC-TA yield better results in terms of hit ratio than GD* in all cases. As for RSG2 and HUG,

the performances of DC-O-LAP and DC-TA become worse with SQ when F is 0.25. As
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explained before, this is because a combination of small F and large SQ results in little

subscription information available in the workload.
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Figure 6.23 Comparison of performances of two Dual-Caches approaches

Under almost all settings of F and SQ, DC-O-LAP yields higher gains than DC-TA. Recall

that the major distinction between DC-O-LAP and DC-TA is the criterion to partition pages into

two cache portions. DC-O-LAP groups all pages that have not been referenced in one portion,

and other pages in another portion. In contrast, when a placement is triggered on a cache miss,

DC-TA may put the new page into either NP or BP (see section 4.4.5) according to the access

type. Consequently, DC-TA may evaluate a page using different rules at different reference

times of the page. We conjecture that the partition rule based on type of accesses may be one

reason for the worse performance of DC-TA.

6.2.2.2 Influence of Cache Partition on DC-TA

Different from RSG2, HUG, and DC-O-LAP, the performance of DC-TA does not increase

with F. Given an SQ, DC-TA achieves the best or the second best result when F is 0.5. Since

DC-TA uses a 50%-50% partition on a server’s cache, we conjecture that the good
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performances of DC-TA when F is 0.5 are resulted from the suitable cache partition under this F

value. However, a 50%-50% partition may not be good for traces with other F values. Recall

that DC-O-LAP adaptively updates its partition based on the publishing pattern and the request

pattern over time. The intelligent storage partition may be another reason for the superiority of

DC-O-LAP to DC-TA in Figure 6.23.

To study the influence of the cache partition, DC-TA is tested under different partitions for

each F. Based on our experimental results, the optimum storage fraction assigned to

notification-based portion are 100%, 100%, 100%, and 75% for F of 1, 0.75, 0.5 and 0.25

respectively. In particular, when at least half of the accesses are driven by notifications (F �

0.5), it is better to use the whole cache for the publish-time placement and the access-time

placement based on subscriptions and notification-driven accesses only.

The major benefit of notification cache portion comes from proactive placement at publish-

time in reducing cold misses, while the benefit of browsing cache portion is from serving

repeated requests in general browsing. Therefore, the optimum partitions for DC-TA indicate

the higher importance of reducing cold misses than serving repeated general browsing when the

fraction of notification-driven accesses is not lower than 0.5. The optimum fraction value of the

notification-driven portion, denoted as OF, is positively correlated to F and is always larger than

F for F < 1, which means that giving higher importance to the notification-driven accesses and

subscriptions benefits all users in reducing response time.

Figure 6.24(a) exhibits a dramatic improvement using DC-TA with Optimum Partition or

DC-TA-OP over DC-TA with fixed 50%-50% partition. Figure 6.24(b) compares DC-O-LAP

and DC-TA-OP. Using the optimum partitions, DC-TA-OP has comparable performances to

DC-O-LAP in many cases. When SQ is high, DC-TA-OP yields the same or even better results

than DC-O-LAP. The results in Figure 6.24 support the hypothesis that adaptive partition based

on access patterns is important to dual-caches approaches.
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Figure 6.24 Influence of cache partition to DC-TA

Although the performance of DC-TA with the optimum partition is similar to that of DC-O-

LAP, the performance of DC-TA is highly sensitive to the cache partition. In practice, it is hard

to know the user model and set a suitable partition in advance, therefore DC-O-LAP is a better

model than DC-TA in general.
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6.2.3     Comparing SG1, HUG and DC-O-LAP

The experiments in sections 6.2.1 and 6.2.2 demonstrate that HUG outperforms RSG2, and DC-

O-LAP outperforms DC-TA under most settings of F and SQ. The following figures compare

the performances of HUG and DC-O-LAP to that of SG1, one of our approaches for pure

notification-driven accesses.
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Figure 6.25 Performances of SG1, HUG and DC-O-LAP

As shown in Figure 6.25, all of the three approaches improve the hit ratio over GD* under

all settings of F and SQ. Table 6.3 summarizes the winners for different values F and SQ.

Table 6.3 Winners for the NEWS trace at different F and SQ

SQ
F 0.1 0.25 0.5 0.75 1

0.25 DC-O-LAP DC-O-LAP DC-O-LAP DC-O-LAP SG1
0.5 DC-O-LAP DC-O-LAP DC-O-LAP HUG/DC-O-LAP HUG

0.75 DC-O-LAP DC-O-LAP DC-O-LAP HUG HUG
1 DC-O-LAP DC-O-LAP DC-O-LAP HUG HUG
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When both F and SQ are high (F � 0.5, SQ > 0.5), HUG yields the highest relative gains

over GD* among the three approaches, hence HUG is best when most requests follow the users’

stated interest. DC-O-LAP is the winner for most settings of F and SQ when either F or SQ is

low. As the simplest approach among the three, SG1 yields comparably good results only when

F is low and SQ is high.

6.2.4       Analyzing the Influence of Homogeneity Parameter �

The above experiments for the general user models are for trace NEWS (defined in chapter 5)

that is featured in high concentration of requests on a few of very popular documents. This

section studies the performances of the approaches using trace ALTERNATIVE (defined in

chapter 5) that models a more general request pattern.

Figure 6.26 shows the performances of DC-O-LAP and HUG, the two best algorithms that

are presented in this study, in the simulations using the two traces. Using ALTERNATIVE, the

improvements in hit ratios of DC-O-LAP and HUG over that of the baseline algorithm are much

more pronounced than using NEWS.
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Figure 6.26 Comparing performances of algorithms for two traces

The results for F = 1 were introduced in section 6.1.5. Figure 6.26 confirms that our

algorithms yield greater superiority to GD* for the trace with more general popularity

distribution of pages in the scenarios that not all requests are driven by notifications.
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Figure 6.27 compares our two best approaches DC-O-LAP and HUG for the trace

ALTERNATIVE. In consistence with the results for NEWS trace, HUG works better when both

F and SQ are high; otherwise, DC-O-LAP is better than HUG.

6.2.5  Analyzing the Influence of Distribution Functions for { jiF , } and

{ jiSQ , }

The above experiments are for the workloads that are generated using Gaussian distribution

to model { jiF , } and { jiSQ , }  (defined in Equation 5.2). We also developed the workloads using

two other distribution functions, uniform distribution and stepwise distribution (see Figure

5.10). The experimental results using the two functions are similar to those using Gaussian

distribution, therefore we show only the performances of the two best algorithms HUG and DC-

O-LAP for the workloads generated using the three distribution functions.

As shown in Figures 6.28 and 6.29, the results that use the uniform distribution to model

{ jiF , } and { jiSQ , } are very close to that using the Gaussian distribution. For the results using

the step function, the hit ratios is lower than using the Gaussian function. When switching from

the Gaussian function to the step function, HUG is affected more than DC-O-LAP.
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Figure 6.28 Performances of HUG for three distribution functions
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Figure 6.29 Performances of DC-O-LAP for three distribution functions

The Figure 6.30 and Figure 6.31 compare the three algorithms SG1, HUG, and DC-O-LAP

for the workloads that are generated using the uniform function and the step function to model

{ jiF , } and { jiSQ , }. The winners under different user model in terms of F and SQ is essentially

the same as those shown in Table 6.3 for the workload generated using the Gaussian function.
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Figure 6.30 Performances of SG1, HUG and DC-O-LAP using uniform function to model { jiF , } and { jiSQ , }
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Figure 6.31 Performances of SG1, HUG and DC-O-LAP using stepwise function to model { jiF , } and { jiSQ , }

6.3 Summary of Results

(1) The content delivery approaches that combine publish-time and access-time placement

based on subscription and access patterns provide much higher hit ratios in the local proxy

servers than an access-based caching-only approach, which usually implies reduced user-

perceived response time and smaller workload at the publishing sites. When F and SQ vary

between 0.25 and 1, our best algorithms improve the hit ratio in local content servers by

33% to 133% for ALTERNATIVE trace, and by 16% to 50% for NEWS trace;

(2) In the publish/subscribe applications in which all requests are driven by matching and

notifications, SG2 yields the best performance in most cases and introduces only

comparable traffic burdens in the network over the caching-based approach;

(3) Under the combined user access model, HUG performs best when subscriptions fairly

match users’ actual access patterns; otherwise, Dual-Cache Partitioned by Operation with

Limited Adaptive Partition (DC-O-LAP) is superior to other approaches. This is true for

both traces we use in the simulation;
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(4) For the trace with a more general popularity distribution of pages than that for a very busy

news site, the benefits of the proposed approaches are more pronounced;

(5) Using the uniform, the stepwise and the Gaussian functions to model { jiF , } and { jiSQ , }

does not affect our conclusions above.
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Chapter 7

Conclusions

User provided information is a valuable resource for enhancing Internet services. This

information is useful in applications ranging from user-facing content personalization and

notification to infrastructural services. This thesis develops and studies two applications, one of

which focuses on inferring online raters’ reputations and enhancing application-level rating

services, and the other  addresses the use of subscription information in content delivery and

caching in publish-subscribe middleware.

7.1  Building and Applying Reputation System in Rating Services

The study of building and using a reputation framework demonstrates the power of statistical

analysis and data mining on raw user information, in this case ratings. The results demonstrate

the feasibility of a fully automatic and self-maintained reputation framework for online rating

management. While experimentally shown to match the criteria that human beings use for

judging reputation, the presented algorithms outperform the manual determination by human

beings, who are limited in their ability to process large and complicated information sources. In

addition to the comparisons to the results of manual judgments, our experiments also

demonstrate that our reputation system has the desirable properties such as the ability of

reputations (and high-reputation raters) to differentiate items more finely.
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7.1.1 CONTRIBUTIONS

This study has three primary research contributions:

1. Proposing a general framework for evaluating raters in rating-based communities;

2. Proposing a method to compute refined product scores by using reputation information;

3. Presenting a method to compute quantitative confidence in raters’ qualification and

objects’ scores;

4. Evaluating the proposed reputation framework with the framework of a neutral online

rating site;

5. Carrying out analyses of the characteristics of various types of online ratings.

This work may facilitate rating-aided applications in three aspects:

(1) Reputation information about raters can be used to identify experts or authorities in

applications ranging from product/knowledge research to social networks;

(2) Value-added information about rated objects guides consumers in choosing products;

(3) The reputation scheme benefits site managers in better organizing site content, for

example, ordering the reviews according to the reputations of the reviewers.

7.1.2 Social Implications of Reputation-enhanced Rating Services

In addition to aiding consumers, reputations also have some social implications:

(1) “Information explosion” vs. “rating scarcity”

The publication of reputations encourages content with high quality, providing a way to

deal with both “information explosion” and “rating scarcity”.
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(2) Privacy vs. reliability

Some people do not want others to know their opinions on certain objects. This can be

handled by hiding their identities and pegging them anonymously by reputation instead.

Without a reputation scheme, anonymity often degrades the reliability of people’s

opinions, hence reputation information helps protect privacy without loss in reliability.

(3) Robustness of rating aggregation methods

Boosting scores by fake ratings is a typical cheating behavior in rating-based reputation

schemes. With our reputation framework, intruders need to gain sufficient reputation to

make their attack work. They will need to “attack” other rating profiles of items besides

the product they are actually interested in, and understand how to gain high reputations

based on our methods. Giving ratings (e.g. fake ratings) that deviate from those of the

rating community leads to lower reputation, which means that such attacks must be

conducted by not just a few but many conspirators (end users). Also, given that the

rating sites are open to all users, as new ratings come in the rating profiles change, so

maintaining a reputation artificially is a dynamic and expensive affair.

7.1.3 Future Work in Reputation-enhanced Rating Service

There are several directions to extend the study on rating services:

(1) Refining the methods to compute reputation by accounting for raters’ temporal behavior

For example, let the importance of ratings decay with time, rather than giving all past

ratings equal value at any given time as in the current work.

(2) Aggregating ratings from multiple sites

This rating service can be used in information integration from distributed rating

sources. There are two directions to implement this aggregation. The first is to merge
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ratings given to the same item on multiple sites, and thus improving the confidence in

scores of rated objects. Our current system can be easily adapted to this task. In this

case, the same rater is viewed as different users at different sites.

Another direction is to aggregate reputation of one rater across multiple sites.

Technically, only one layer needs to be inserted in the current reputation hierarchy. But

eventually, this aggregation requires Internet-scale user identification which is not

generally supported at present. One approach to deal with the problem may be to

cooperate with services such as Microsoft .NET Passport [Microsoft] that supports

single user identification across the Internet.

Because different web sites may use different category structures and cover

different rated entities, one challenge of Internet-scale rating integration is to handle the

heterogeneous category structures.

(3) Detecting fraudulent behaviors to boost reputations and/or product scores

Dishonest users may intentionally boost their reputations and eventually affect scores of

products. One approach is to have several conspirators give the same ratings on the

same products and thus earn high reputations. The approach may work if there are few

ratings given by other users who do not participate in the conspiracy. One challenge is

to identify the patterns of major cheating behaviors and to design methods for

discovering these patterns effectively and promptly.

(4) Designing infrastructure to build and deploy a rating system

Rating information is growing quickly in a variety of areas as more and more people

realize the importance of rating services. One major challenge in building rating

engines is the scalability of the system, especially when ratings and reputations are

aggregated from multiple distributed sites.



140

(5) Exploring the application of our reputation/rating mechanism in other areas

Rating service is needed in any scenario in which qualification information is

important. One possible application of reputation/rating systems is to improve security

and fault tolerance in Distributed Information Systems. For example, one important

problem in loosely-coupled distributed information systems such as p2p networks is

identifying a source’s reliability. In p2p networks, each node exposes only limited

information to other nodes. A reputation/rating system can be built to track the behavior

of each node such as connection availability in the past and generate a rating for each

node regarding its reliability in terms of availability. The replicating and searching

algorithms in a p2p network can make use of this reliability rating of neighboring nodes

to avoid querying unavailable nodes.

Our reputation system is applicable to the applications in which a decision is made

based on multiple parameters and the importance of each parameter can be estimated

from the performance of the parameter in the past. For example, reputation information

can be used to build up novel collaborative recommendation systems. Existing

collaborative recommendation methods usually rely on the similarity of users’ opinions.

We can improve the recommendation quality by incorporating the reliability

information about each user.

7.2 Using Subscription Information for

Enhancing Content Delivery

The major lesson learnt from the exploration of subscription-enhanced content delivery and

caching algorithms is that user pre-defined interest is a valuable resource for identifying users’

information needs on the fly. As an additional information source to user access patterns,

subscription information can be used adequately for improving the hit ratio in the closest
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content servers, even when users’ actual request patterns do not match the pre-provided

subscriptions very closely.

7.2.1      Contributions

The major contributions of this study are as follows:

(1) Presenting the first study of content delivery and caching that uses publish-subscribe

information when it is available;

(2) Proposing several content delivery and caching methods based on access type,

subscription distribution, and access pattern, and comparing them under different

scenarios to determine the best one;

(3) Experimentally demonstrating the benefit of our approaches in reducing the response

time to end users without extra overhead in network traffic;

(4) Evaluating the tradeoff among the proposed mechanisms to understand what aspects

are most important or are important;

(5) Developing realistic workloads for evaluation, including modeling the hybrid request

sequence and the subscription quality;

(6) Building a simulator to study content delivery in globally distributed servers.

7.2.2      Future Work on Subscription-enhanced Content Delivery

The study on subscription-enhanced content delivery generates several interesting problems for

further investigation:

(1) Extending evaluation functions by incorporating other factors regarding the importance

of contents, e.g., the relations between contents can be used to associate related

contents that match a group of subscriptions;
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(2) Exploiting other opportunities for content replacement between the publishing time and

the first request time, e.g., deliver a page from a publisher when the value of a

published page is higher than some old pages in a cache;

(3) Introducing publisher-side content servers to deal with dynamic contents that can only

be generated upon users’ requests in database driven content sites;

(4) Designing content placement algorithms for cooperative content servers and making

content placement engine collaborate with the matching engine and the routing engine

in a content-based distributed publish/subscribe system;

(5) Deploying the proposed algorithms in a testbed of distributed computing systems such

as Planetlab [Planetlab]. The nodes of Planetlab can act as content servers that serve

users’ requests in each geographical area.

7.3 Future Work on User Modeling

A major challenge in the study of algorithms and systems that rely on user information is a lack

of real-world information and workloads. One can get real workloads from deployed ratings and

notification services, or deploy the services oneself to generate workloads. Some researchers

carry on small-scale user experiments that are usually limited in the samples selection, the

experiment design, etc. Therefore, user modeling and the design of system simulator and

workload generation are important for large-scale studies of web users’ behavior. More research

work can be done in this area.



143

Appendix A

Properties of Function to Build Reputation from

GM and GC

1. Properties of the Function Used to Compute Reputation:
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(2.2) It grows with GC faster if GM is bigger.

Proof:
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(2.3) GM is the dominant variable if GC is big but GM is small. And GC is the dominant

variable if GM is big but GC is small.

Proof:
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This function is shown in Figure A.1. From Figure A.1, some values along the z-axis are above

0, which means that Reputation grows with GM faster than it grows with GC, or in other words,

GM is dominant. It happens when GC is big but GM is small. When GC is small but GM is big,

the value of z-axis turns out to be negative, which indicates that GC is the dominant variable.
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Appendix B

Performance of Subscription-enhanced Content

Delivery Algorithms for a Workload with Very

Low First Time Miss Ratio

In this thesis, we study the performances of subscription-enhanced content delivery algorithms

that are deployed at the edge content servers that serve users in a certain area. The first time

miss ratio at such a server is usually about 40% as observed in real-world data. Our experiments

in chapter 6 demonstrate the benefits of our algorithms by prefetching contents to reduce the

first time miss ratio and by combining subscription and access information to decide a page’s

value accurately on the fly.

However, if our algorithms are applied at the content servers that are in front of a publisher,

the first time miss ratio at those servers turns to be much lower than 40% because of high

degree of concentration in users’ requests at reverse proxy servers. In this case, the subscription-

based approaches benefit content delivery mainly by evaluating pages more accurately than the

caching approaches that are based on access pattern only. To study the benefits of our approach

in this scenario, we generate a request workload using the methods to generate NEWS trace as

discussed in chapter 5, except for increasing the total number of requests by one order of

magnitude. Consequently, the first time miss ratio at the servers becomes 4.8%, which is much

lower than that of NEWS trace with 34.2%.
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To further understand the power of subscription information in predicting a page’s left-over

value on the fly, two variants of SG2 and SR are proposed. The two algorithms, designated as

SG2-GD* and SR-GD* in this thesis, do not take the placement opportunity at publish-time and

just use subscription information in cache-miss-driven content replacement.

Figure B.1 demonstrates the performance of the approaches when cache storage capacity is

at 5% and 10% levels respectively. The performance is measured as miss ratio because the low

first time miss ratio in the request trace results in high hit ratio using any approach.
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Figure B.1 Miss ratios of major algorithms when using a trace with first time miss ratio of 4.8%

Figure B.1 demonstrates that SG2-GD* and SR-GD*, which are different from GD* only in

using subscription information in evaluation, yield lower miss ratio than GD*. Furthermore,

SG1, SG2 and SR that place contents proactively at publish time are superior to the approaches

that use on-demand access-time content placement only.

Interestingly, DC-O-LAP is not a good approach for the trace with low first time miss ratio.

We conjecture that this is due to the fact that DC-O-LAP assigns a minimum of 25% storage to

publish-time portion for storing new pages. However, when most accesses are repeated

requests, it is better to assign more cache to store the pages that have been requested in DC-O.
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