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Abstract—The recent trend of constructing application- than strictly end-to-end. We call such a system running on
level overlays makes it increasingly common to have end-to- the intermediate nodesmaedia streaming boostesince it
end paths decomposed into multiple overlay segments (tun- can be viewed an example of a protocol booster [9].
nels). This paper investigates the potential benefits of mak- This paper studies the effectiveness of running TCP-

ing these intermediate overlay nodes both application- and friendly congestion control—in particular, the TERC al-
congestion-aware in the context of streaming media. In par- J—on a hop-by-hop basis. We d’emonstrate that

ticular, we demonstrate that hop-by-hop congestion control gorithm [1 - o~
improves the quality of TCP-friendly delivery of layered —the shorter RTT of each hop provides opportunities for (1)
video applications by up to a factor of four in the steady fast response to local congestion, (2) higher throughput
state. Moreover, the resulting system is significantly more while remaining TCP-friendly, and (3) better error recov-

responsive to changes in capacity, all the while not nega-ery through the use of localized retransmission. A sec-
tively impacting competing TCP flows. ondary contribution of this paper is to define an interface
between TFRC and layered-encoded video applications.

I. INTRODUCTION

Recent research advocates the use of rate-based, TCP- Il. ARCHITECTURE

friendly congestion control for realtime streaming medid- Overview
applications [1], [2], [3], [4]. The main goal of TCP- We assume a streaming application that traverses a path
friendly congestion control is to provide the relativelfthrough an overlay network, where each hop along the
smooth short-term response to congestion events requipadh is a tunnel through the underlying Internet. Since the
by streaming applications, while guaranteeing fairnepsath selection algorithm used by overlay networks often
with competing TCP flows over the long term. At theequires atleast one intermediate node to reflect traffic, we
application level, layered-encoded video nicely matchegpect to be able to decompose the end-to-end connection
such a congestion control scheme since it is easy to addrto two (or more) segments at one (or more) intermedi-
drop layers of the media stream in response to the avate node(s). As shown in Figure 1, we run three compo-
able rate [5]. nents of the applicationMmAppSend MmAppInt , and
Independent of work on rate-based congestion contMmAppRecv—at the sending, intermediate, and receiv-
and rate-adaptive applications, we are seeing an increasg nodes, respectively. Underneath these modules, we
in the use of overlay networks as a mechanism for prnin TFRC over each segment.
viding improved performance, reliability, and functional- MmAppSendand MmAppInt both have a transmit
ity; examples include RON [6] and End System Multicagjueue xmitq ) and a retransmit queueekmitq ),
[7], [8]. Such application-level overlays typically breakwvhile MmAppRecvhas a receive queuestvg ). These
the end-to-end path into a sequence of tunnels, with intgeues are implemented as priority queues whose key
mediate overlay nodes forwarding data in an applicatiois the transmission time needed to ensure EDF schedul-
specific way. Interposing proxies has a similar effect img. As soon asMmAppSendgenerates a video frame,
that one or more intermediate nodes sitting between thiguts it into xmitq with a pre-calculategbresentation
source and sink have an opportunity to process and firme When a packet is transmitted frommitq , it may
ward packets. be cached irpktbuf for future retransmission. When
We observe that these intermediate nodes provide apacket is delivered tmAppRecy it is enqueued in
opportunity to run both the rate-based congestion contrelcvg until it can be decoded.
algorithms and the rate-adaptive video applications men-MmAppint and MmAppRecv send NACKs when
tioned above, but to do so on a hop-by-hop basis rattpacket loss occurs. We use these NACKs to trigger re-



2) TCP-Friendly Transport Protocol: Although TCP

VmppSend meepint MppRecy is the dominant transport protocol in the current Internet,
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Nack it is not well suited for multimedia streaming. One rea-
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||=- g $a T @ son is that its Additive Increase/Multiplicative Decrease
| (AIMD) algorithm [10] halves the sending rate in re-

E E sponse to a single congestion indication, and this may

Lma fema recvq have a severe impact on the user-perceived video quality.
oepar reapiag ff seons ! Several TCP-friendly congestion control algorithms

\ TFRC \ \TFRCSnk \ TFRC \ \TFRCSnk have recently been proposed in response to this problem
K\iij B [1], [2], [3], [4]. These algorithms have two main goals.
One is to slowly adapt the congestion window. This is

Fig. 1. Decomposition of an end-to-end path into multiple segmentg.One by adapting over relatively longer t_lme periods (e'_g"
an RTT) rather than on a per-packet basis. The second is to

be TCP-compatible in the sense of being fair to competing
transmission, based on the observation that video streapgp flows. This property is often discussed in terms of an
ing applications usually have playback buffers, which giveguation-based model of TCP throughput [11]. In par-
retransmission some cushion of time. However, this rgoylar, the recently proposed TCP-Friendly Rate Control
transmission should not be regarded as a reliable traBERC) scheme uses equation-based control to explicitly
port like TCP. In response to the NACRIMAppSend give the maximum acceptable sending rate as a function
andMmApplnt look for the missing packet ipktbuf ,  of the recent loss event rate reported by the receiver [1].
and if they find it, place the packet flexmitq , as long \we use TFRC as the transport mechanism in our study.
as there is a chance the packet can be retransmitted by it§) Limitations of TFRC: Although TFRC has desir-
presentation timeMmAppSendandMmAppInt selecta ppe features as a TCP-friendly protocol, for streaming
packet for transmission from eithemitq orrexmitq , aqia applications to take advantage of it, the follow-
as described below. FinallmAppRecvperiodically j,q |imitations must be addressed: (1) it assumes infinite
sends ACKs that are relayed backMmAppSend This et supply from applications, (2) it moves out of slow-

ACK is necessary to update the end-to-end semanticsglg+ mode only at the first packet loss, and (3) it deals with
all the nodes. fixed-size packets. We consider each limitation, in turn.

First, while an infinite packet supply may be appro-
priate for a pre-existing media file, it is not a realis-

_ _ _ tic assumption for a streaming application like video-

B. Application/Transport Interaction

tween the application and transport layers. rate at which they can generate data for transmission,
« Packet* get _pkt(int xrate, int and this rate may be less than the TFRC-calculated avail-
*size, int mode) able rate. Usually, a real-time application sets the maxi-

« void recv _pkt(Packet* pkt) . mum bandwidthapp _-max_bw early on. Adaptive appli-
» void break _ss(void) . cations may adjust the transmission rate due to conges-

The application implements the first two operations; tH®n by changing transmission layers (short term) or the
transport layer implements the third. The transport layéiame rate (long term) withimpp _max_bw. We assume
callsget _pkt() when it decides it is time to transmitapp -maxbw is typically set at a point that is less than
another packet. It specifies the transmission ratat¢ ) capacity of the link, meaning that when the transmission
and the congestion control modadgde) as arguments; a rate allowed by transport layer exceedpp_max_bw,
pointer to the packet is returned. Both the rate and tget _pkt() returns a null packet.

mode serve as hints to the application, where the modeSecond, the original TFRC scheme breaks out of slow-
indicates whether or not the transport layer is operatistart mode only when it experiences packet loss. If there
in slow-start mode (more below). The transport layes no congestion, the application keeps sending data in
also does an upcall toecv _pkt() to deliver an in- slow-start mode. This leads to the following patholog-
coming packet to the application. The application callsal situation. At the beginning of a connection, if the
break ss() to force the transport layer out of slow-application does not provide enough packets—due to its
start mode. This function is necessary for an extensioate control algorithm being based on the transmission
to TFRC that we explain in Section 11-B.3. rate suggested by TFRC—the transmission rate might not



increase, which prevents the application from supplyirgueue management since we do not want to drop poten-
enough packets to force congestion. TFRC uses feedb#ieky useful packets from the queue. Having two sepa-
every 1.5 RTTs, and if it does not receive feedback withiate queues makes the arbitration logic simpler. Second,
2 RTTs, it halves the transmission rate. This cycle pré-we always put retransmitted packets in a retransmission
vents the initial increase in the transmission rate. gqueue, we can always guarantee the order of packets in the
In slow-start mode, the first priority for applications igransmission queue, since retransmission does not pollute
to gain speed. If the application knows that TFRC is ithe transmission queue. This invariant is useful because
slow-start mode, it can keep transmitting packets regaid-the transmission queue, packets are ordered according
less of the TFRC-provided rate hint. Note that this doég the importance of the packets. This makes the packet
not break TFRC, since the application transmission raieopping logic simpler.
cannot exceed the TFRC enforced rate. However, this2) Arbitration: Arbitration between the transmission
opens up another problem. As we remarked above, if theéed retransmission of packets happens when the underly-
is no congestion to cause packet losses, TFRC never gegtransport protocol TFRC callget pkt() . For the
out of slow-start. This means the application keeps serftRnsmission rate hink (¢) at time¢ given from the un-
ing packets in an uncontrolled manner. Therefore, the aferlying TFRC, we assign total budgé(t) to the
plication needs to know if the transport is in the slow-stagurrent framef, denoting the available bytes for frame
phase, or not, and it also needs to tell TFRC that it shoufd Note that to respond to the sudden chang# (i), the
get out of slow-start when the rate reacla@p _max_bw. budgetB;,,,(t) changes over time, even within the same
This is the reason for thmodeargument tget _pkt and framef.
thebreak _ss() operation. Biotai(t) is divided into the transmission budget
Third, TERC supports only fixed-size packets. Whil@zmit(t) and the retransmission budgBte;mit(t). We
this simplifies TFRC, it complicates the interaction bedefine« to be the fraction of budgeB;,(t) allocated
tween the application and the transport protocol. In sort Brezmit(t), and (1 — «) to be the fraction allocated
real-time applications, one way to control the transmi0 Bzmit(t). We calculaten as follows. For the current
sion rate is to change packet size while fixing the tranfame f, we keep track of how many bytes have been
mission interval; many layered-video applications makésed for transmissioty,.,,;x and calculate availability ra-
such assumptions. However, TFRC changes the transnti@L2(t) of Uzmit t0 Biotal (t). Then, we take the minimum
sion interval to adjust the transmission rate while using ti@lue a between preset valug,,q, and R(t). amaq is @
fixed size of packets. This mismatch has to be resolveda@ximum ratio of the retransmission budget to the total
the application level. For example, as we see later in frudget. In our simulation, typical value afy, is 0.2.
D, we circumvent this limitation by modifying a layered
video application, WaveVideo, to make each layer approx-

imately the same size. Brota(t) = X(t)/fps @)
There have also been other research efforts on TFRC Brezmit(t) = - Biotal(t) (2)

variants that address similar problems. For example, Bimit(t) = (1 — ) Biotar(?) (3)

Variable Packet Size Equation Based Congestion Control R(t) = 1= Ugnit/Biotar(t) (4)

(VPS-TFRC) [12] deals with the variable size packets in @ = min(mas, R(t)) )

TFRC, but VPS-TFRC has not been extensively studied

yet, compared to standard TFRC. B o= SH)/A[@) (6)

Each timeget _pkt() is called at timef, if there is
a packet in the retransmission queue, we updatnd
transmit it if Upegmit + 8 < Brezmit(t) Wheres is the

1) Two Queues: We maintain two separate prioritypacket size, and if the deadline of the packet will be met.
gueues, one for transmission and one for retransmissidifter transmitting it, we updat&,c,mit+ = s.
There are two reasons for this. First, retransmission oflf there is no packet in the retransmission queue, or the
base layer (important) packets has priority over transmisddget for retransmission is short, we check the transmis-
sion of higher layer (less important) packets. At the sans®n queue. We transmit a packet in transmission queue if
time, we have a limited bandwidth budget for each fram&y,.i: + s < Bumit(t), the packet belongs to the current
so we have to arbitrate between transmitted packets draime f, and the deadline of the packet will be met. Oth-
retransmitted packets. If we maintain both kinds of packrwise, we increment the current frarfi@and reset.,.;:
ets in the same queue, we have to implement complend U,...,i: SO subsequent packets belonging to the old

C. Packet Transmission Algorithm



Parameter | Description

t time whenget _pkt() gets called
s packet size

Byorai (t) total budget per frame at time
Bymit(t) budget for transmission at tinte
Byermit(t) | budget for retransmission at tinie
f current frame in transmission
Uszmit transmitted bytes of framg
Urexmit retransmitted bytes of framgé

R(t) budget for retransmission

o ratio of Bezmit 10 Biotal

Omaz preset maximum value ef

A(t) average maximum layers in transmissi
S(t) secure level

B constant ratio of5(¢) to A(t)

(Si+ RTT;,/2) <D @)

we (re)transmit this packet. In the retransmission case,
the number of possible retransmissibris given by the
following condition.

< P=(D-G) (8
Cache entries will be evicted after the perfodRT'T; ;1
has passed, so the buffer size required at the ndslat
mostk - RTT; ;11 - app-maz_bw. For example, 1.5Mbps

onVideo requires 1.5Mbps/8 100msec = 18.75KB memory
for retransmissioni = 1) over 50 msec link.

Usually, unless the link is heavily congestéds typi-

RTTy /2 + k- RTT; 4,

TABLE |
ARBITRATION PARAMETERS

cally small and so is the required buffer size, since (1) the
packet loss is randomized so the same packet rarely gets
lost, and (2) due to the deadline limitation, largeloes

not satisfy Equation 8.

frames get dropped from then on. As described briefty, | ayered Video

in the previous section, in transmission, we cache pack-A

ets intopktbuf for possible future retransmissions.

| mong many possible coding schemes, we use a
Nwavelet-based system called WaveVideo [5] as our ex-

order to do this, we keep track of the long term avera%(?nple encoding. WaveVideo spatially decomposes each

A(t)

(expongnnally wglghted mean ayerage) of the MaXideo frame into 33 layers of subbands for adaptive trans-
mum layers in transmission. We defisecure levelS(t)

as/3 portion of A(t). We try to guarantee the delivery Ofd
the packets of the layer less than (or more important th

mission. WaveVideo iteratively applies two-dimensional
iscrete wavelet transform (2D-DWT) to each of lumi-
nce (Y) and color difference (Cb, Cr) channels of the

S(t). Accordingly, we cache packets containing Iayeriﬁqage. 2-D DWT steps from one depth to the next in-

less thanS(t) in the packet buffer for future retransmis

sion. Typical value ofs in our experiments if.8.

Note that in the transmission queue, packets are aIW_EfVec‘quency subbands, the 2-D DWT at each depth produces

ordered according to their importance. Therefore, less [T (LL,LH,HL,HH) frequency subbands of a quarter of
portant packets are naturally tail-dropped S

3) Deadline Consideration: We also consider the

‘cludes a horizontal and vertical 1-D DWT performed in
a series. Since the 1-D DWT produces low- and high-

the original size. LL-subbands are recursively passed to
the next higher depth for further decomposition. The

o_IeadIine pf the packets QUring the course of the arbitidzinance (Y) channel is often transformed one depth
tion algorithm. Let us define the following parameters deeper than the color channels (Cb, Cr). Wavevideo uses 3

| Parameter | Description

packet send time at node

probation period® = D — G)
estimated RTT betweeanandb

packet generation time at source

packet presentation time (deadlin

e)

TABLE Il
TRANSMISSIONPARAMETERS

(4 for Y channel) depths of transformation for QCIF size
of the image, which allows 33 layers of subsampling of
the image. (See Figure 2.) It does further spatial com-
pression within subbands, and also temporal compression
between frames.

The general idea of adaptive layered video is to give pri-
ority to coarse video channels (low frequency subbands)
over detail video channels (high frequency subbands).
Figure 2 illustrates the priority of each subband used in
WaveVideo, where 1 is the most important (coarse) layer
and 33 is the least important (fine-grain) layer.

At node i, we take a packet from the transmission We measured the average size of the subband for two
queue, and as a general rule, if the following conditioexample video streams (Akiyoqcif.avi, Foremanqcif.avi)

is true,

used in WaveVideo. Figure 3 shows the average data size



Depth 1 sample into as many as 33 layers. Loss of layers less than

Depth 2™ - ﬂIH 10resultsin unacceptably degraded images, while the size
Depth 3- Jr/ ‘ n of these low (important) layers are often very small. In
Depth 4 == | HL — terms of network adaptation, it would make more sense to
i ii - - h HH combine these low layers into one (base) layer. Third, the
U el L P il MR P Y layers always have larger size than Cb, Cr layers.
14 v cb cr These points are not favorable to the use of TFRC as the
1*13 16 I o218 underlying transport layer protocol. ldeally, we want each
25 26 2 layer to be of nearly the same size, since TFRC is limited
19| 22 20| 23 21 24 K i i .
to fixed size packets. For this purpose, we define a new
8 a1 20 2 20 53 layering scheme, denoted/( ~ L/;) out of the existing
WaveVideo layering scheméd.{ ~ L33).

Fig. 2. Wavevideo Layering Lll = {Ll,LQ,L3,L4,L5,L6,L7,L10},
Ly = {Ls,Lg,Ly1,L12,L13, La, L5},
v Segmen S L v Segen S L Ly = Lg,
rage Segment e —— Lﬁl = Ly,
-~ . Ly = {Li7,Lis, L2, L1},
P Ly = Ln,
e h**f{h&; b ) Ly = {Las, Los}
Li = Larwy (8<1i<16)
"

e e Figure 4 shows the distribution of average size of the
new layers. Except for the new layers 8, 11, and 14 (Y
channel, LH, HL, HH subbands in depth 1), the size is al-
Fig. 3. Average Segment Size of Layer most evenly distributed over the layers. We can packetize
the data in the new layers 8, 11, and 14 into segments of
a size comparable to the other layers. In this new layer-
ing scheme, we have the following desirable features: (1)
every layer has almost the same size (except for a few lay-
ers that need to be further segmented into the comparable
size); (2) base layer 1, by itself, contains an acceptable
image; and (3) we still preserve the original characteris-
tics: the higher the layer, the more detail of the image it
includes.

(a) Akiyoqcif.avi (b) Foremanqcif.avi

Average Segment Size of Each Layer Average Segment Size of Each Layer

" Average Segment Size-——

1000 w00f ¥
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(a) Akiyoqcif.avi (b) Foremanqcif.avi Ill. EVALUATION

Our goal is to determine if a layered video application
benefits from taking advantage of intermediate nodes in an
overlay network, that is, by running the congestion control
distribution among layers in the example video streamalgorithm plus the adaptive application on a hop-by-hop
(We set I-frame frequency to 1/25, so the majority of theasis rather than end-to-end.
frames areA-frames.) The Figure 3 suggests the follow- We conducted a set of experiments using the ns-2 net-
ing observations. First, sizes range over almost two ordeverk simulator [13]. In lieu of actual video data, we mod-
of magnitude among layers. Note that the graph showfed the WaveVideo as described in the previous section.
in 3 has logarithmic scale along y-axis. Theoreticallyf hroughout the simulations, we use the following param-
depthn subbands are 4 times larger than deptk 1 eters: 16 layers, 1000-byte packets, and a frame rate of 10
subbands, without considering inter- or intra-band confps. We also limit our study to a single intermediate node,
pression. Second, it does not seem to make sense to sabulting in two segments.

Fig. 4. Average Segment Size of New Layer



We evaluate our scheme in three scenarios. The fisstnot we have an intermediate node, we get almost the
guantifies the improvement in video quality—specificallygame packet loss rate (about 2%) mainly caused by com-
the number of layers successfully delivered—of the hopeting TCP flows. We set the retransmission parameters
by-hop case verses the end-to-end case, when only ang,, to 0.2,5 to 0.8, and the probation time to 500msec.
overlay segment is congested. It also allows us to inves-typical experiment runs for 600 seconds of simulated
tigate the impact of this improvement on layers’ smoothimne.
ness, latency and loss recovery. In the second scenario, wi) Layers: The quality of video is primarily deter-
study the dynamic behavior of decomposed TFRC comined by how many layers are delivered within the pre-
trol, for example, its responsiveness and aggressivendstermined delay (probation time). We define thii-
when congestion conditions change. The last scenario meJm layerfor each frame to be the largest layer number
peats similar tests as in the first one, but with both overlagceived consecutivelystarting at the base layer.
segments congested.

Received Level per Video Frame

18 Received Layer (First Retrasmission) +
Largest Successful Lay

A. Scenario I: Localized Congestion

We first examine the scenario in which the decomposi-
tion localizes the congestion to either the first or the sec-
ond half of the connection. If the first half is congested - e
and the second half is not, the behavior of decomposed 2 g T
congestion control is equivalent to the end-to-end case, oo sco 2000 2500 3000 3500 4000 4500 5000 500 G000
except with a shorter latency. The more interesting case Received Level per Video Frame
is when the second segment is congested while the firstis e[ =~ = Recevedlayer (s Rewasmission™
not, due to a bandwidth gap at the intermediate node. We

Layer Number (Max 15: Min 0)
B
o

Layer Number (Max 15: Min 0)

consider this latter case.
TFRC Source TFRC Sink
L .1 RN MR

000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
Frame Number

Fig. 6. Received Minimum Layers (top: end-to-end , bottom: with
intermediate node (first segment = 50ms))

We change the location of the intermediate node and
TCP Source TCP SNk measured the number of layers the receiver gets to see
how the location of intermediate node affects behavior.
Figure 6 shows the traces of the number of successfully re-
Fig. 5. Topology in Scenario | ceived minimum layers for each frame, with and without
the intermediate node (only the case with the first segment
For this experiment we use a single-bottleneck topalelay of 50 msec is shown), respectively. It's clear the
ogy with RED queue management at the bottleneck routegp-by-hop case successfully delivers more layers; fur-
as shown in Figure 5. We set the bandwidth of the bottlérer analysis shows precisely how much better.
neck to 5Mbps. We decompose the end-to-end connec¥igure 7 compares the average number of layers over
tion into two segments1 ands2 at the bottleneck router frames in the end-to-end case without an intermediate
(overlay node)-1. Although we treat1 as both a router node, and in cases with an intermediate node at various
and an overlay node in the simulation, in practice thdgcations. Note that in the end-to-end case, the curves of
would likely be separate nodes located close to each otleaabling or disabling retransmission are overlapped. This
(e.g., at the same site). We change the location of the is-because the average number of minimum layers is too
termediate node so that the latency of the first segmemball to produce a significant difference with retransmis-
s1 ranges—at 10ms intervals—from 10msec to 90msesion.
Our single TFRC flow competes with 15 end-to-end TCP We see from the graph that a shorter RTT on the con-
flows with the same 100msec latency. Note that regamgiested segment leads to a better number of layers being
less of the location of the intermediate node, and whetlgrccessfully delivered to the receiver. Comparing to the



end-to-end case, having an intermediate node at 50 msec Deviation/Average (%)
. 100 T T T T
and 90msec improves the average number of layers by Dol uation/Average (Wit retransimission

End-to-End Deviation/Average (with retransmissior)

a factor of 2 and 4, respectively. Enabling retransmis- 80 End-to-End Deviation/Average (nithout reransmission)
sion adds slight improvement to the factors. The result
in 50msec is consistent with the goodput of TFRC, since
the goodpufl is inversely proportional to the RTT of the
segment as in the TFRC equation [1], whereas the 90msec
case does not perform as well as the equation predicts,
perhaps because the number of layers tends to saturate at % 20 1 60 8 100
the maximum number of layers in this case. et pey

60 [

WOF e e

Deviation/Average (%)

20 |

Fig. 9. Coefficient of Variation (COV)

Average Layer
16

A\/erage Layer (Wi!h retransmiéslon)—o—
Average Layer (without retransmission)--»--- |

Engd-10 End Average Layer (with retransmission) ers successfully received, we also plotted the histogram
] of layers in Figure 10. As we see in the figure, the cases
| with the first segment having shorter RTTs have a wider

distribution. The less congested cases add more random-
ness in the distribution.

14

12

10

Average Layer (Max 15: Min 0)

, [ ] 2) Smoothness:In [14], smoothnesss defined to be
o = = = - o the largest reduction of the sending rate in one RTT in
First Link Delay the deterministic steady-state scenario. In order to see

smoothness from the application’s point of view, we ex-
ploit a similar idea to that stated in [14]. Specifically,

) we uselayer ratio s; = L;/L;y; as a metric, wherd;
While we want to have a larger number of layers, alarge iho number of layers of the franie Figure 11 shows

deviation in the number of layers is undesirable. To sge, histogram of layer ratis;. Although the trace fluc-

how well the two cases performed, we also measured {ige5 somewhat over frames, the figure shows that at a
standard deviation of the average layers over framesgQ e jevel, the layer ratio is mostly distributed close to 1.
Figure 8. We see the shorter RTT the congested SEegMGRL sae that we tend to lose smoothness with shorter RTT.
has, and the great the average number of layers, the MQige that the 90msec case has better smoothness than the
deviation we tend to see. The ratio of the standard deVE?Omsec case, probably because in the 90msec case, the

tion to the average layer—i.e., the coefficient of variatiop,.aived layer tends to saturate at the maximum layer.
(COV)—is shown in Figure 9. Without retransmission,

this graph shows that COV stays flat around (40%) re- Smoothness

gardless of the average number of layers. However, with o ‘ ‘ Omsec ——
retransmission, COV decreases as the first segment delay s \ mecc
increases. At 50msec and 90msec, COV is 29% and 23%, Somsec
respectively.

Fig. 7. Average Layers

60msec

60 | 70msec-

90msec

Ratio (%)

40 -

Layer Deviation

La)‘/er Deviation fwith relransmfssiorﬁ—o—

Layer Deviation (without retransmissior)-»--- |
End-to-End Layer Deviation (without retransmission) 0 L =
6l End-to—-End Layer Deviation 1 0.6 0.8 1 12 14

Layer Ratio

Deviation
IS
X

Fig. 11. Smoothness

3) Latency: We compared the average end-to-end de-
lay with various intermediate node locations, with retrans-

. . . .
0 20 40 60 80 100

it Link Delay mission enabled. Since we use real-time video applica-
tions, latency is measured between the time a packet is
Fig. 8. Standard Deviation of the Average Layers generated at the sender, and the time it is delivered to the

destination. Figure 12 plots the average latency of pack-
To see the distribution in the average number of lagts successfully received in the first transmission and that
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Fig. 10. Histogram of Layers with different competing TCP flows (Retransmission Enabled)

of those received in the single retransmission. Note tHadr of layers received and its deviation.

the average latency values are plotted as straight lines irAlthough we have not fully explored the effect®f,q,

the end-to-end case. Also the standard deviation value®d 5 to the average number of layers and its deviation,

are plotted around the average latency values as error bauss preliminary experiment shows that smadl,,, <

in the hop-by-hop cases and as separate dashed line20i#% tends to add long latency in retransmission in our

the end-to-end cases. As we can see in the figure, #mulation environment with relatively small packet loss

transmission case incurs only a slight additional defay (rate (~ 2%).

10msec) on average, compared to the end-to-end latency

of 160msec, but the intermediate node can significant8 Scenario Il: Responsiveness

reduce retransmission delay as the second-segment dep/e next examine the dynamic behavior of our decom-

lay decreases. For example, with an intermediate nodegyated congestion control. We are especially interested in

90 msec, we have only 250msec latency for retransmitteskponsiveness and aggressiveness of the congestion con-

packets, whereas the end-to-end case has 418 msec. tfdlealgorithm in the light of sudden changes in network

improvement by 168msec may be accounted as the tigigacity.

difference in retransmission paths which is 180msec. Similar to the first scenario, we assume that only the

second segment of the end-to-end connection is con-

huerage Lateney ‘ gested. Also, we disable retransmission to avoid introduc-

Average Latency (Transmitted Pktsy—o— . . .

w0l End-to-End Avctags Laioney (anemitat Py | ing unnecessary complexity. The topology for the setting

EnrtonEnd Avereqe tateney (Renansmied Pes) - is simple: we have two end points and at most one inter-

Oy | mediate node. We compare two casease (1): end-to-

300 R S B end congestion control without intermediate nodes, and

) T G RS s G G G G Case (2): decomposed congestion control with an inter-

B S mediate node placed in the middle. Both the first half and

the second half delay are set to 50msec, while end-to-end

600

Latency (msec)

100 -

° P ke ey 100 latency is fixed at 100 msec. In this scenario, we simulate
the sudden introduction or removal of heavy congestion
Fig. 12. Average Latency during the course of the experiment, which be caused by

the introduction/termination of a CBR flow, or by a flash
4) Error Recovery: There are several recovery techerowd.

niques from errors caused by packet losses, such as ret) ResponsivenessThe responsivenessf a conges-
transmission. Retransmission is a general technique thétas control mechanism has been defined in [14] as the
independent of coding schemes. As we have seen in Figimber of RTTs of persistent congestion until the sender
ure 12, by decomposing the end-to-end congestion cdralves its sending rate, whepersistent congestiois de-
trol, we have better opportunity to localize the retransmifined as the loss of one packet per RTT. Analysis and sim-
sion delay. From Figure 7, we see that the packet loss tgation in [1] shows that the responsiveness of TFRC is 4
covery by retransmission improves both the average nuta-6.



Similar to the experiments in [14], we have a singléme. Therefore, by decomposing end-to-end connection
TFRC flow with everyk,-th packet being dropped at theby half, we can reduce the response time to about 60% of
bottleneck router while in steady state. At the simulatioine end-to-end case.

time 150sec, we start dropping every other packet to sim- . .
: . Note that we just looked at the maximum layer curve to
ulate the heavy congestion. Figure 13 shows the traces . ) o
- . . examine responsiveness. However, from the application’s
of the minimumand maximumlayers. As stated in the

previous sectionminimum layeiis defined per frame aspoint of view, in absence of retransmission, only the min-

the largest number of layet®nsecutivelyeceived, start- imum layer affects the quality of the video, since layered

ing at the base layerMaximum layeris simply defined video has the property that higher layers always depend on

per frame as the largest layer received. We also plottlf-gl,)éfver layers for decoding. Figure 13 shows the minimum

framewise packet loss shown as a circle at the bottom ﬁ’;r t(;]uer\éigrzzf.s:iflyngaﬁﬂgslegei;e\’;’efrargfgrgghée
the graph. For the sake of visibility, we sk = 700 gest gins. Thist use wel u

for the case (1) and, = 200 for the case (2) in order extremely high packet loss rate (50%) to cause conges-

to adjust the goodput in the steady (less congested) stté?g’ but in general, the maximum layer curve gives an

to comparable value for both cases (about 14 layers of {aPer bound on the minimum layer curve. This implies

ception). Setting:,; to the same value would result in veryt at the video quality the application perceives is likely

different throughput in the steady state between the ceE(sJebe degraded faster than the real responsiveness with-

(1) and the case (2), since decomposition gives us bet?g} retransmission. Even though the application is still

. . . X re?eiving higher layer packets, they may not contribute to
throughput as seen in the previous scenario. The chmce[r(])e video quality, since lower layer packets have been lost
k. affects the starting throughput but not the responsive- quaiity, yerp '

NEss. 2) Aggressiveness: Aggressivenesslefined as the

maximum increase in sending rate in one RTT—stated in
T e T s packets per second—in the absence of congestion. Anal-
kel Loss Eramenee) 5| ysis and simulations in [1] show that the aggressiveness

1 of TFRC is at most 0.14 pkts to 0.28 pkts per RTT. We

examined application-level aggressiveness in terms of the
number of successfully received layers in the face of sud-
den absence of congestion. Similar to the experiment
conducted in the previous section, we have only a sin-
gle TFRC flow with everyk,-th packet being dropped at

Received Level per Video Frame

NS
N A O ®
T T T T

Layer Number (Max 15: Min 0)
=
o

8
6
4
2
0
1

L L L atdnodona a a o
480 1485 1490 1495 1500 1505 1510 1515 1520 1525 1530

Frame Number the bottleneck router so that we set equal loss intervals
Received Level per Video Frame while in congestion. At simulation time 150 seconds, no
. Magimum Suceeedtl Layer— | more packets are dropped, which represents the sudden

16 Packet Loss (Framewise) ©

absence of congestion. Figure 14 shows the traces of the
minimum number of successfully received layers per each
frame. The definition of minimum layer is the same as in
the previous section. We also plotted framewise packet
loss at the bottom of the graph.

50 o 1m0 e e e e 28 10 For the sake of visibility, we set; = 100 for (1) and

Frame Number kg = 30 for (2) in order to adjust the goodput in the con-

gestion state to comparable value for both cases (about 5
Fig. 13. Responsiveness (top: end-to-ehd € 700), bottom: with layers of reception).
intermediate nodeki = 200). Heavy congestion is introduced at the

simulation time 150 seconds (around 1500-th frame ) According to Figure 14, after congestion is removed at
the 1500-th frame, case (1) takes 250 frames to ramp up to
Figure 13 shows that after congestion is introduced thie maximum reception of layers, whereas case (2) takes
simulation time 150 seconds (around the 1500-th framehnly 60 frames. Since we are sending layered video at
case (1) takes 8 frames to halve the maximum numberdf fps, this roughly corresponds to 25 seconds and 6 sec-
layers, whereas case (2) takes only 5 frames. Since weanes of response time, respectively. Therefore, by decom-
sending layered video at 10 fps, this result roughly corrpesing end-to-end connection by half, we can reduce the
sponds to (1) 0.8 seconds and (2) 0.5 seconds of respamesponse time by a factor of four.

Layer Number (Max 15: Min 0)
=
o

Lo N A O ©
—
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Received Level per Video Frame mediate node, the latency before and after the bottleneck

wf 77T Winimum'Successiul Layel — router is 50ms, for a total of 100ms. Our single TFRC

Packet Loss (Framewise) o

flow competes with 20 TCP flows with the same latency,

where 10 of them share segmaeiitwith the TFRC, and

the other 10 share segmest This generates two kinds

of independent congestion along the TFRC flow. Note

that whether or not we have an intermediate node, we

get almost the same packet loss rate (about 2.5%) mainly

400 1450 1500 1550 1600 1650 1700 1750 1800 caused by competing TCP flowsMost parameters such

Freme fmber asames = 0.2, 8 = 0.8 and probation time of 500msec

T T i Seesestu e are the same as in the first scenario. Typical experiments

6 Peckettoss (amenise) © | run for duration 600 seconds of simulated time.

ur ] 1) Layers: Figure 16,17, and 18, compares the aver-

| age number of layers, the deviation, and the ratio of devia-

tion to the average number of layers (COV), respectively,

for the end-to-end case and the set of hop-by-hop cases

with the intermediate node at various latencies from the

o T T TN source. These figures tell us the following.

Frame Number First, Figure 16 shows the improvement with an in-

termediate node. In particular, the number of layers is

Fig. 14. Aggressiveness (top: end-to-eikd & 100), bottom: with  maximized when the first segment delay is set to 50msec.

intermediate nodek(; = 30). Congestion is removed at time 1503e(tompared to the end-to-end case, we see about 4 times

(around 1500-th frame) . L . . .

(without retransmission) and 5 times (with retransmis-
sion) more throughput when we use decomposed conges-

tion control in the very middle of the end-to-end connec-
The next scenario we examined is similar to the firgbn.

one, except both the first half and the second half of thewe try to explain this result relative to the first sce-
connection arequallyandindependentlyongested. nario. In the first scenario, lgt () be a throughput ra-
tio of decomposed congestion control case to end-to-end
congestion control case, when the first segment delay is
msec. From Figure 7f; (x) is monotonically and slowly
increasing as. Theoretically, this curve (z) is propor-
tional to (d — z)~", whered is end-to-end latency, pro-
vided that the packet loss rate is independent: gind
throughput strictly follows the TCP equation [11]. Since
we have equally congested segments in the third scenario,
TERC SNk the throughput ratio function in the third scenario is mod-
TP Source TSk eled asf3(z) = fi(z)-fi(d — z) < {z(d — z)}~'. Itis
obvious thatfs(z) reaches its maximum at= d/2. We
could easily imagine that in more realistic and complex
scenario where we have unequally congested segments,
V\}gis maximum would be shifted to either end point.
Second, Figure 17 shows that without retransmission,
management. We set the bandwidth of the bottlene%ke deV|a$\|/c_)trr\] ter:ds o n cr_easehas the a\{[ﬁra%e nutm bef of
segmentsl and s2 to 5Mbps. At the bottleneck router Yers. 'hre ransmlsspn, owever, the .ev!a lon 1S
ﬁ(rje_atly suppressed, especially for the cases with improved

r3, we run an intermediate node and decompose the ea Zrace number of lavers. It is apparent from Figure 18
to-end connection into two segments. While end-to-efd g yers. PP 9

latency is fixed to 100 msec, we change the location OfWe calculate theffectiveend-to-end packet loss rgt€for decom-

. . ’ . sed congestion control as= 1 — (1 — p1)(1 — p2), wherep1, p2,
the mter_medlate node so that th_e Iatency of the first h%@note the loss rate for the first half and the second half of the end-
connections1 ranges—at 10ms intervals—from 10mseg,_end connection, respectively. Thefectiveloss rate turns out to be

to 90msec. For the end-to-end case, without an intebmparable to that in end-to-end control case.

Layer Number (Max 15: Min 0)

Received Level per Video Frame

Layer Number (Max 15: Min 0)

O N A O ®
—

C. Scenario Ill: Multiple Congested Segments

TCP Source TCP Sink
TFRC Source

Fig. 15. Average Layers

Figure 15 shows the topology of the experiment.
have two bottleneck routersl andr3 with RED queue
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that COV is minimized when the intermediate node #41msec in the end-to-end case. We believe this is be-
placed in the middle of the end-to-end connection. Foause we can localize the retransmission by decompos-
example, at 50msec, COV is 37.8% without retransmisg the congestion control. The improvement of about

sion, and is 21.6% with retransmission.

Fig. 16.

Fig. 17.

Fig. 18.

Average Layer
16

T T r
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~
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Deviation/Average (%)
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. . . .
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First Link Delay

Coefficient of Variation (COV)

100msec is accounted as the average time difference in
the retransmission paths.

Itis interesting to see the deviation in latency of retrans-
mitted packets is minimized when the intermediate node
is placed in the very middle of the end-to-end connection.
Note that the deviation in the average retransmission la-
tency is high when the intermediate node is close to either
end point. For example, at 50msec the standard devia-
tion is only 50msec whereas at 10msec and 90msec it is
almost 90msec. Although we can localize the retransmis-
sion, when the intermediate node is near either end point,
we still have many cases that it takes time close to end-
to-end latency to retransmit the packets along the longer
segment, whereas it needs less time along the shorter seg-
ment.

Average Latency
600

Average Latency (Transmitted Pkts)j——
Average Latency (Retransmitted Pkts)-x
500 | End-to—End Average Latency (Transmitted Pktsy-—— |
End-to-End Average Latency {Retransmitted Pkts)-

400 -

300 -

Latency (msec)

100 -

. . . .
0 20 40 60 80 100
First Link Delay (msec)

Fig. 19. Average Latency

D. Fairness

Once we accept the possibility of forwarding applica-
tion data through an overlay network, we have already in-
troduced an element of unfairness into the network. This
is because traffic reflected via one or more intermediate
nodes effectively traverse multiple short-RTT segments
rather than a single long-RTT path, and both TCP and
TFRC are biases against long-RTT connections.

This makes it difficult to compare the fairness of flows

2) Latency: Figure 19 shows the average latency dghrough an overlay with flows through the Internet. How-
packets successfully received in the first transmission agexkr, we note that on each segement of overlay path, our
that of those received in the single retransmission. Vllews compete with other non-overlay flows in a fair man-
see that having an intermediate node introduces additional, and they do not cause congestion collapse since they
delay «20msec) on average. However, with an intermemploy the TFRC algorithm which guarantees fairness
diate node, we can significantly reduce the average weith respect to other flows. Although it is not shown here,
transmission latency. We have roughly 340msec retrange conducted similar experments as in [1], and we ob-
mission latency with an intermediate node as opposedserve the fairness guarantee on a hop-by-hop basis.
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E. Summary Second, we define the interface between layered video

This section has examined the benefits from decompd@Plication and a particular TCP-friendly transport pro-
ing end-to-end congestion control in three scenarios. 0 TFRC. We identify the limitations of the current

scenarios | and Ill, we investigate the improvement in the RC: from the application point of view, and propose a

behavior of our streaming application in the steady statd2P!e way to make the current TFRC work with layered

The first scenario captures the possible improvement if Wig€0 applications.

are able to localize congestion to just one segment. The
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