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Abstract

This thesis presents shared memory as a new paradigm for distributed computing architectures. It explains how shared memory can be used to simplify the programming of distributed applications, and how such systems can be efficiently implemented in a restricted domain of distributed computing known as moderately-coupled systems. The viability of moderately-coupled shared memory computing architectures is demonstrated through the implementation of Mind Meld, a versatile interconnection which can be used to combine separate microprocessor systems into a single moderately-coupled shared memory distributed system.

Application codes written for Mind Meld have proven the system’s ability to improve resource sharing and to enhance parallel processing capabilities. They have also demonstrated that shared memory can greatly simplify the task of distributed system programming.

Development of the Mind Meld system has generated new problems in multiprocessor system initialization. The Processor Identity Problem seeks to assign unique identities to a collection of identical processors which communicate through shared memory. Protocols that solve the Processor Identity Problem are developed and analyzed.
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Chapter 1

Introduction

This thesis presents shared memory as a new paradigm for distributed computing architectures. It explains how shared memory can be used to simplify the programming of distributed applications, and how such systems can be efficiently implemented in a restricted domain of distributed computing known as moderately-coupled systems. The viability of moderately-coupled shared memory computing architectures is demonstrated through the implementation of Mind Meld, a versatile interconnection which can be used to combine separate microprocessor systems into a single moderately-coupled shared memory distributed system.

1.1 Shared Memory

Shared memory architectures differ from communication network architectures in a fundamental way. Typical communication network architectures are based on message passing between processors (see Figure 1.1.1). Shared memory architectures replace this message passing mechanism with a common shared memory through which processors communicate.

![Figure 1.1.1: Communication Network Versus Shared Memory](image)

There exist several variations of shared memory architectures. Some systems maintain a single common address space which is accessed by all processors. This memory may actually be distributed across all processors in the system, but it appears to be a single address space (see Figure 1.2.1a). Other shared memory architectures maintain separate local address spaces for each processor in addition to a common shared memory that can be accessed by all processors (see Figure 1.2.1b). In the most general case, processors possess sets of address spaces each of which can be shared by a subset of the processors in the system (see Figure 1.2.1c).

A number of recent tightly-coupled multiprocessor such as the Synapse (Fran84), and IBM RP3 (Bran87) have incorporated shared memory into their architectures. This is done by using multistage interconnection networks, or snooping caches to facilitate efficient sharing of memory between processors. This added design complexity is justified by a consequence simplification in programming for the multiprocessor systems. (This simplification is discussed further in Chapter 2). Some of the advantages which make shared memory attractive in tightly-coupled multiprocessor systems map into the domain of distributed computing.

This thesis extends the concept of shared memory architectures from its present tightly-coupled domain into a restricted class of distributed computing systems known as moderately-coupled distributed systems. Moderately-coupled systems lie between the extremes of tightly-coupled multiprocessors and loosely-coupled local area networks. Like local area networks they can connect a heterogeneous collection of independent processing
systems, and like tightly-coupled systems they can provide high bandwidth, low latency communication between processors.

Because of signal propagation delays it is impossible to connect processors over large distances with low latency interconnections. Consequently, moderately-coupled systems are limited to shorter interconnection distances than loosely-coupled systems. Even though moderately-coupled systems achieve higher bandwidths and smaller latencies than loosely-coupled systems, moderately-coupled systems still have lower bandwidths and larger latencies than tightly-coupled systems in which processors are packed more tightly. It is the contention of this thesis that moderately-coupled systems offer a valuable compromise between loosely-coupled and tightly-coupled computing systems.

1.2 Architectural Options for Multiple Processor Systems

The range of processor separations for different classes of multiple processor systems is illustrated in Figure 1.2.1. Processors in tightly-coupled systems are packed as closely as possible to maintain low latencies and high bandwidth. They are usually separated by distances less than a meter. Moderately-coupled systems operate in the range of 1 to 50 meters of separation between processors. In this range they can connect collections of independent processors, while still maintaining some of the high bandwidth low latency characteristics of tightly-coupled computing systems. Local area networks such as the Ethernet [Met76] connect machines separated by tens or hundreds of meters, in this range performance can still be provided to support sharing of printers and file servers between processors. Wide area networks such as the ARPA-Net [Kle75b] connect machines which are separated by up to thousands of kilometers. These typically support applications such as electronic mail.

For each of these interconnection classifications, it is possible to employ either message passing or shared memory as the communication mechanism. The set of possible design options is illustrated in Figure 1.2.2.

<table>
<thead>
<tr>
<th>Tightly-Coupled Systems</th>
<th>Moderately-Coupled Systems</th>
<th>Local Area Networks</th>
<th>Wide Area Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP3</td>
<td>Firefly</td>
<td>Ethernet</td>
<td>ARPANet</td>
</tr>
<tr>
<td>CM*</td>
<td>Mind Meld</td>
<td>IBM</td>
<td>CSNet</td>
</tr>
<tr>
<td>Message Passing</td>
<td>Cosmic Cube Connection Machine</td>
<td>VAXClusters</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IBM Token Ring</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1.2.2: Shared Memory and Message Passing Architectures

Message passing has been used across the entire range of classifications. Wide area networks such as the ARPA-Net [Kle75b] and CSNet use protocols such as TCP/IP which are based on message passing. Local area networks such as the Ethernet [Met76] and the IBM Token Ring [Bran87] are also based on message passing. New moderately-coupled systems such as Digital Equipment Corporation's VAXCluster [Kron86] connect processors through high bandwidth message passing interconnections. Tightly-coupled multiprocessors such as the Cosmic Cube [Seit85] and the Connection Machine [Hill85] also employ message passing as their communication mechanism.

Shared memory systems are not as common. A number of tightly-coupled systems such as the RP3 [Bran87], the Synapse [Fran84], and CM* [Gehr82] have been constructed. These systems all maintain some type of architectural support for shared memory. The RP3 uses a very expensive high performance multistage interconnection switch; the Synapse machine employs a set of snooping caches; the CM* system uses a set of hardware tables to map virtual addresses onto local processor memories. All of these machines maintain a common virtual address space which is accessible by all processors.
INTRODUCTION

A prototype loosely-coupled shared memory system called Ivy has been implemented in software on top of the Apollo Domain system [LI86]. It allows a collection of loosely-coupled processors to share a single virtual address space. The Ivy prototype has demonstrated that several parallel applications of coarse granularity can achieve linear speedups on a set of loosely-coupled processors.

Shared memory wide area networks are represented by the box in the top right corner of figure 1.2.2. Although it is theoretically possible to build a shared memory system across a wide area network, it will probably prove to be impractical. Wide area networks can potentially connect thousands of processors. Efficiently sharing an address space between this many processors may not be feasible. Also, the large distances traversed by communications across wide area networks produce large latencies. These latencies may make parallel processing tasks and sharing of resources (such as printer and file servers) impractical over such networks.

This thesis investigates the moderately-coupled shared memory multiple processor systems which lie in the shaded box of Figure 1.2.2, and have until now been unexplored. A prototype moderately-coupled shared memory system called Mind Meld has been designed and constructed. This system connects a heterogeneous collection of microprocessor systems together into a single distributed computing system. This system provides high bandwidth, low latency interconnections between processors, and has made a wide range of new distributed computing applications possible.

This thesis argues that moderately-coupled systems can fill an important niche between loosely-coupled and tightly-coupled multiple processor systems where high performance communication is required between independent processors. It also attempts to show that shared memory is the best architectural paradigm to use in this domain.

1.3 Organization

This thesis is divided into 9 chapters. Chapter 1 is the Introduction; Chapter 2 compares shared memory with message passing; Chapter 3 describes how shared memory can be efficiently implemented in a moderately-coupled distributed system; Chapter 4 explores the implications of moderately-coupled distributed systems; Chapter 5 describes the hardware implementation of the Mind Meld system; Chapter 6 documents performance of the Mind Meld system, as well as describing the innovative application programs which have been written for the Mind Meld system; Chapter 7 presents and solves the Processor Identity Problem. This solution enhances modularity in shared memory multiprocessing systems; Chapter 8 presents the design for a next generation shared memory system which provides better performance, and a cleaner shared memory interface than the present Mind Meld system; Chapter 9 presents conclusions of this thesis.
Chapter 2

Shared Memory Versus Message Passing

This chapter compares the relative merits of message passing and shared memory architectures for distributed computing. Shared memory can greatly simplify the task of parallel programming in a distributed system. It can also produce better system performance by eliminating the software layers used in message passing. Message passing insulates processors from one another. This simplifies protection and security, but hinders the sharing of data. Unlike shared memory systems, message passing systems can easily be extended to accommodate a large number of systems spread over large distances. These are a few of the issues which are discussed in this chapter.

2.1 Programming Simplification

A number of years ago, the major challenge in parallel processing was to build parallel processors. Many architectures were proposed, but a smaller number of them were built. Now that parallel machines exist, the major challenge is to program them [Kung87]. This has proven to be a cumbersome and time consuming task. This section demonstrates how programming a shared memory system can be easier than programming a message passing system.

Parallel machine programming typically consists of three phases. First an algorithm must be decomposed into parallel threads of execution. Some applications are relatively easy to parallelize, such as matrix multiply, and ray tracing [Pand87]. Other applications, such as solving for a non-linear recurrence relation with several variables have proven thus far to yield to no known parallel solutions [Smit86].

Next, the algorithm must be mapped onto the topology of a particular parallel architecture. Threads of execution must be dedicated to processors, and data motion between these processors must be routed through the data channels of a particular architecture. The routing operations occur under varying degrees of hardware control. Data transfers through intermediate nodes are sometimes automatically routed by destination tags or forwarding tables [Seit85] [Gehr82]. Other architectures require the explicit programming of data motion between intermediate communication nodes [Barn68].

The last phase in a parallel programming task is to code the application in some type of parallel programming language. (There has been some research performed on compilers to parallelize serial code. However, these systems are still relatively primitive and inefficient.) Parallel programming languages are often standard programming languages which are augmented to support parallel processing. This usually means adding multiple process control primitives such as fork, join, and wait, as well as communication primitives such as send and receive.

Shared memory simplifies both the mapping phase and the coding phase of the parallel programming task. The mapping phase is less complicated because the system topology seen by the programmer is greatly simplified. All processors are assumed to access a common shared memory (see Figure 2.1.1). If all processors have equal access to this shared memory, it makes no difference how parallel threads are mapped onto processors. (To improve performance, optimizations may be performed by the hardware or compiler, but these are transparent to the programmer.)

The coding phase is simplified because communication steps are not explicitly performed to move data between processors. Communication is accomplished through accesses to common data structures.

There is no concept of data movement between processors; all data appears to reside in shared memory. Of course, in reality, the data might reside in local snooping caches for performance reasons. However, this is all transparent to the programmer. The advantages of parallel programming on a shared memory architecture are best illustrated by example. Consider the straightforward O(N^2) Matrix Multiply algorithm. This is a rather simple parallel programming algorithm, but it demonstrates the programming advantages of shared memory. Other asymptotically faster algorithms exist that employ recursive decomposition techniques, but these will not be used here.

Assume there exist three N X N matrices which are labeled A, B, and C. We desire to multiply A and B together placing the result in C. Assume there exist M processors, where M < N and M divides N. To parallelize this algorithm, simply dedicate each processor to a set of N/M rows of C and the corresponding N/M rows of A (see Figure 2.2.1) (I will refer to these N/M row sections of matrices as slices.) Each processor multiplies its N/M row slice of A by the entire B matrix to produce a N/M row slice of C.
This task becomes much easier with shared memory. Assume the three matrices reside in shared memory. Each processor simply multiplies its own slice of A by the matrix B to produce its own slice of C. The code for this reduces to a single step:

\[ \text{Process(slice of C)} \]

Even for this simple parallel matrix multiply algorithm, message passing communication operations complicate the programming. For more complicated parallel programs, which involve less uniform data motion, the complexity grows.

### 2.2 Protection

Shared memory systems provide easier access to shared data than message passing systems. This additional accessibility simplifies programming of parallel processing applications, however it also makes data security more difficult to ensure.

In message passing systems, remote data must be accessed through messages sent to the remote processor. To receive data from a remote processor, a request message must be sent to the remote processor. The remote processor then retrieves the data from its local memory which it then sends to the requesting processor in a reply message. All accesses to remote data must be channeled through the remote processor. This allows the remote processor to restrict access to certain portions of the remote data.

In shared memory systems, processors can directly access the shared memory without intervention of another processor. This is true even if the shared memory physically resides at a remote location. Since any single processor can read or write to shared memory without intervention of a remote processor, the data stored in this shared memory area is very hard to protect.

A protection mechanism can be incorporated into a distributed shared memory system by constructing a virtual addressing system for shared memory. In such a system each processor has its own mapping tables for shared memory. These tables map the processors addresses onto addresses in the physical shared memory. A processor can only access physical
shared memory which is mapped into its own virtual shared memory space. Portions of shared memory can be protected by only allowing a few processor to map to this shared memory. The design for such a facility is discussed in Chapter 3.

2.3 Design Complexity

Shared memory systems are more complicated to build than message passing systems. Message passing can be implemented with a simple communication link, and appropriate hardware or software to maintain message buffers.

A distributed shared memory system must arbitrate between conflicting accesses to shared memory. In tightly-coupled shared memory systems, this is done by using multiple caches and some type of coherence protocol [Swea86], or by providing some type of blocking strategy in a multistage interconnection network [Bran87]. If shared memory is partitioned across a set of distributed processors, the shared memory system must map virtual addresses to different processors and local memory locations.

2.4 Shared Memory And Performance

Shared memory architectures can improve performance over message passing architectures by reducing latency for small data transfers. Because messages are typically of a fixed size, even single word data transfers require an entire message to be sent. A shared memory architecture manipulates individual words of data which may be quickly transferred between processors. (This is discussed further in Chapter 4.)

Shared memory can also reduce software layers involved in message passing. These software layers provide services, such as assuring error free data transmission, establishing and maintaining communication links between processes, and providing high level abstractions for distributed applications programmers to use. However, these same layers also impede communication network performance. On message passing systems, the software tends to be the major performance bottleneck in point to point data transmissions. Shared memory provides a clean communications interface without the performance limiting overhead of a large number of software layers. (Of course if shared memory is implemented through software layers itself, performance will still be limited. However, shared memory will still simplify programming.)

In typical message passing architectures, two types of data objects must be manipulated: memory words, and messages. In programming on a message passing architecture, one is continually loading memory words into messages, and messages into memory words. In a shared memory architecture there exists only data words (see Figure 2.4.1). The shared memory analog of a message transmission is a block copy of data from one portion of memory to another portion of memory.

To implement a high performance message passing or shared memory system special purpose hardware can be constructed. Note that if the hardware exists for a message passing system, it is possible to implement a shared memory system on top of this in software [Li86]. However performance will be sacrificed since transferring a single data word between processors will require sending an entire message. (Remember passing a message requires intervention of the remote processor and therefore involves longer latencies than directly accessing shared memory.)

It is easier to construct an efficient message passing system (in software) on top of a hardware shared memory system than it is to construct a shared memory (in software) on top of a hardware implementation of a message passing system. This is because words of memory are more atomic than messages. Data structures such as packets and queues of packets can be
2.5 Memory Mapping Distributed Devices

Memory mapping has been the most commonly used technique for integrating devices into tightly-coupled multiprocessor and uniprocessor systems. Hardware devices, and peripherals such as disk drive controllers, color graphics adapters, Ethernet taps, serial/parallel ports, and attached special purpose processors are all memory mapped. Placing hardware devices, and peripherals into the same address space presents processors with a uniform word-oriented view of the world.

Memory mapping reduces writing device drivers to standard programming tasks. The same programming language instructions that move data between main memory locations can move data between peripherals and main memory. This advantage has made memory mapping the most popular method of integrating tightly-coupled systems.

If the proper interfaces are provided, distributed devices could also be integrated into a memory mapped environment (see Figure 2.5.1). Processors would then have a uniform view of memory, local peripherals, and distributed devices. Distributed system programming would become identical to centralized system programming.

For example DMA from local disk controllers would be identical to DMA from remote file servers. In fact, the local DMA controller can be used to write to the shared memory of another processor. Other system tasks are similarly simplified.

<table>
<thead>
<tr>
<th>Local Memory</th>
<th>Local Devices</th>
<th>Shared Memory</th>
<th>Distributed Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Data</td>
<td>Disk Drive Controllers</td>
<td>Common Data Structures</td>
<td>File Server Controllers</td>
</tr>
<tr>
<td>Structures</td>
<td>Attached Processors</td>
<td></td>
<td>Remote Processors</td>
</tr>
<tr>
<td>Parallel/Serial Ports</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5.1: Memory Mapping Distributed Systems

2.6 Global State

Another advantage of shared memory is the existence of the global state which resides in shared memory. This global state can be used to simplify the programming of applications which require global system information.

Resource management becomes easier with global state. The status of each of the system resources can be kept in shared memory. Processors desiring to use a printer, paging disk, or memory server, can find load status information in the shared memory. Controllers for paging disks, memory servers, or printers are freed from the task of continually responding to requests of status information from each processor desiring service. The controllers only need to periodically update status information in shared memory.

This global status information can reduce communication operations required to implement load balancing algorithms [Pew85][Alo86]. Load balancing refers to the task of balancing processor load across a distributed computing system by migrating processes from heavily loaded processors onto lightly loaded processors.

Algorithms to balance the load usually have a distributed flavor. If a processor is heavily loaded it asks a number of other processors for load information. It then picks the least loaded processor to migrate processes to. Many communication operations are required to gain status on the load of other processors.

If shared memory exists, a more conventional centralized algorithm may be used. If a processor is heavily loaded, it places its excess jobs onto a global run queue in shared memory. Lightly loaded processors can then execute jobs from this global run queue.

Storing commonly referenced load distribution information in global shared memory can greatly reduce this communication overhead. Global status information such as load distributions can be obtained in a system without accessing state information stored in shared memory. The load information exists, but it is distributed across all of the processors. To extract this information without shared memory, it is necessary to communicate with all processors.
2.7 Limitations of Shared Memory Distributed Systems

Message passing architectures can be easily extended to accommodate thousands of processors. This may not be true for shared memory architectures. Protection and contention resolution become very complicated for a memory shared between thousands of processors. A shared memory for such a large system may have to be hundreds of megabytes in size which would exceed the addressing capabilities for many processors (The IBM PC/AT can only address up to 1 M bytes of memory).

Message passing architectures can also connect processors over large distances (even thousands of kilometers). These large distances incur large latencies for data transfer which makes parallel processing across such distances impractical. This diminishes the usefulness of shared memory.

2.8 Conclusions

This chapter discusses tradeoffs between shared memory and message passing architectures for distributed systems. Both types of architectures have advantages. Shared memory systems are easier to program than message passing systems since processors can manipulate common data structures in shared memory. Shared memory can also cut through the performance limiting software layers of message passing systems.

Message passing architectures are easier to implement in hardware and software than shared memory systems. Unlike shared memory systems, they are also extensible to large numbers of processors and large distances.

Given the tradeoffs that exist, shared memory can be an important architecture for a restricted domain of distributed computing known as the moderately-coupled systems. In this domain, the benefits of shared memory can be realized in a system which is composed of a collection of processors connected across modest distances (up to 50 meters).
Chapter 3

A Shared Memory Architecture

This chapter discusses issues in designing a shared memory distributed system. In constructing such a system a number of issues have to be dealt with: 1) Cache Coherence. 2) Protection. 3) Synchronization Primitives. 4) Compatibility between different processor systems. These are discussed below.

3.1 Cache Coherence

System performance can be increased if data items are cached in local processor memories. Caching improves performance in two ways: 1) The access time to local memory is generally shorter than access time to global memory. Thus, if most data references access the cache, performance is increased. 2) Caching eliminates read contention to global shared memory. If only one port exists to shared memory, and if many processors attempt to read shared memory simultaneously, some of the processors will be forced to wait. Caching decreases contention for global memory, and thereby provides higher performance.

Most shared bus multiprocessor systems provide local caches to eliminate contention for the global bus and shared memory. These caches are fairly large. For example, 1 megabyte for the XEROX Dragon [McC84], and 128 K bytes for the Stanford MIPS X. They also implement various cache coherence protocols [Swea86]. Both their large size and the coherence protocols they use make these caches slower than uniprocessor caches, which are purely built to reduce memory access times.

Another way to eliminate contention for shared memory is to provide multiple ports to the shared memory. If each processor has a dedicated port to shared memory, processors are free to perform simultaneous reads to memory without contention (This assumes the memory chips are also multiported.). Simultaneous write operations to the same memory location can also occur freely. However, the resulting data value may be indeterminate.

Furnishing multiple ports to a shared memory is not easy. One option is to make each semiconductor chip multiported. However, pinout limitations and problems with multiported memory cell design constrain multiported chips to very low densities.

Another option is to use a very fast RAM to service many slower ports. Ports would share access to the RAM in round robin fashion. Each port would appear to have unrestricted access to a slower multiported memory (see Figure 3.1.1). Like multiported RAMs, densities for very high speed RAMs also tend to be less than densities for standard memory chips. So memory size is again limited.

![Figure 3.1.1: Implementing Shared Memory With A Single High Speed RAM](image)

This round robin scheme can only accommodate a limited number of processors because a fast single ported memory can only provide a fixed amount of bandwidth. As this bandwidth is divided across larger numbers of processors, each processor sees less of the bandwidth.

To produce a shared memory that can service a large numbers of processors, it will be necessary to use a large number of memory modules. These memory modules can be connected to a set of processors through some type of interconnection network such as a Benyam or Benes network [Feng81] (see Figure 3.1.3). Producing such a network can be expensive and complicated. Contention issues arise and choices have to be made between blocking and non-blocking switches. Global network control and routing is even more complicated [Yous87]. Large high performance interconnection networks exist today in such machines as the Butterfly [Crow85] and the RPI [Brant87]. These extensible multistage interconnection networks can be applied to distributed shared memory architectures.
3.2 Multiported Cache

Using low density multiported or high speed RAM increases costs and limits the shared memory size. This can be a problem if large data sets are stored in shared memory. To increase effective memory size, the high speed or multiported RAM can be used as a cache for large amounts of slower single ported semiconductor memory (see Figure 3.2.1). Note that no coherency problem arises because only one cached copy of the data exists.

Figure 3.2.1: Using Multiported RAM As A Cache for A Larger Shared Memory

This cache can similarly be shared in round robin fashion between the processors. Note that all processors will have to wait if a single processor generates a cache miss. This performance bottleneck can be alleviated by allowing other processors to access the cache while a single processor is waiting for a cache miss. In designing such a system care must be taken to ensure that the cache block replacement process does not interfere with simultaneous cache accesses by other processors.

3.3 Protection

If all processors have access to shared memory, how can the system be protected from a malicious processor writing over important data structures in shared memory? Because of the large number of independent processors which share a distributed shared memory system, single processor failures can be relatively common. A protection facility is required to assure reliability in such an environment.

Figure 3.3.1: Virtual Shared Memory System

One way to provide protection is through some type of virtual memory system (see Figure 3.3.1). Mapping tables can be maintained in shared memory for each processor system. This is now commonly done in uniprocessor operating systems to provide insulation between separate processes. The mapping tables can be protected from processors that fail by allowing only one or a small group of processors to modify the mapping tables. (In uniprocessor systems, only system processes can access address mapping tables.)

This mapping mechanism will lengthen the access time to shared memory since an extra lookup must be performed to convert the virtual page number to the real page number. To improve performance page tables can be kept in a faster processor memory, or translation lookaside buffers can be provided to cache the most recently referenced real page addresses. This virtual memory hardware already exists for uniprocessor virtual memory systems [Digi81]. Much of this existing knowledge can be applied to the design of a virtual shared memory system.
3.4 Synchronization Primitives

In constructing a shared memory system, a test and set operation should be considered. A test and set operation allows a program to read the value of a variable and set it in a single atomic operation. No other processors may read or write to the variable between the test and set operations. Test and set variables can be used to implement monitors or semaphores to guarantee exclusive access to data structures or critical regions of code.

The test and set operation is included in many shared memory multiprocessor systems, but is harder to implement in a distributed system. In a tightly-coupled multiprocessor system, shared memory is often accessed through a bus. Extending a bus cycle to perform an atomic test and set operation is relatively simple, since bus arbitration logic typically guarantees that only a single processor can have control of the bus at any one time. Once this is assured, an extended bus cycle insures atomicity of a test and set operation.

This is not so easy to guarantee on a distributed system. If a multiported memory is used, hardware has to be provided at the memory chip or bus level to lock out all other ports when one processor performs a test and set operation. If a system consists of a heterogeneous collection of processors, it is unlikely that all processors include a test and set operation in their instruction sets. Adding test and set language primitives to these systems may require too much work to be practical.

Synchronization primitives can be provided in shared memory without test and set operations. The readers and writers protocol is one such example [Cour71]. For larger numbers of processors, it simply takes longer to test or set a lock. This added overhead may not significantly reduce performance because once a lock is placed, many operations are typically performed on the data protected by the lock. (A buffer might be copied, or a large data structure modified.) If this is the case, the overhead to test or set a lock is only a small fraction of the time to process the protected data.

For the reasons stated above the decision was made to not include a test and set operation in the design of the Meld Meld prototype. (The prototype is described in Chapter 5).

3.5 Compatibility Issues

Interfacing a heterogeneous collection of machines through a shared memory also involves other complications. Machines may have different byte orders. This can cause four consecutive bytes of memory to be interpreted as different integers by different machines. This permutation problem can be solved by choosing one byte order as the standard. Machines that do not conform to this standard byte order will have different hardware interfaces to shared memory that permutes bytes.

Differing word sizes can present compatibility problems to shared memory systems. Real number formats will be different between 64 bit and 32 bit machines. Also pointers to memory can vary in size between machines. A library of software tools can be made available to facilitate this conversion. The tools will convert real numbers and pointers to a single standard format before transmission to the shared memory. They will also convert from this standard format after data is retrieved from the shared memory.

This conversion process will be required for any distributed system composed of a heterogeneous collection of processors. The shared memory system will merely guarantee the transmission of binary data. Conversion between data formats will be left to compiler writers or application programmers who will be provided with a few simple tools.

3.6 Conclusions

This chapter has discussed design issues for a shared memory distributed computing system. A single multiply ported shared memory eliminates problems with multiprocessor cache coherency. This can be built by switching a single high speed memory between multiple ports. A virtual memory mapping mechanism can provide protection by restricting access to certain portions of shared memory. By interfacing processors at the byte level, compatibility can be maintained across a heterogeneous collection of processors.

A more detailed design for a shared memory distributed computing system is described in both Chapter 5 and Chapter 8.
Chapter 4

Moderately-Coupled Systems

This chapter investigates moderately-coupled distributed systems which lie between the tightly-coupled and loosely-coupled extremes. Moderately-coupled systems offer advantages over both tightly-coupled and loosely-coupled multiprocessor systems. Like loosely-coupled systems, moderately-coupled systems provide the ability to integrate heterogeneous collections of independent processing elements, file servers and printers. Like tightly-coupled systems they provide high bandwidth low latency connections between processors.

4.1 Loosely- and Tightly- Coupled Systems

Most existing multicomputer systems are either loosely-coupled or tightly-coupled. Loosely-coupled systems are characterized by physical separation of processing units, low performance interconnections, and distributed control. Tightly-coupled systems are characterized by close physical proximity of the processing units, high performance interconnections, and centralized control (see Figure 4.1.1). These two types of systems reside at extreme ends of a spectrum of interconnection possibilities [Kron86].

There is a great difference in bandwidths and latencies supported by loosely-coupled systems and tightly-coupled systems. A loosely-coupled system such as the Ethernet (Metc76) supports a point to point bandwidth of 500 K bits per second and an aggregate system bandwidth of up to 10 M bits per second (Aggregate network bandwidth refers to the maximum value for the sum of all simultaneous point to point bandwidths in an interconnection network.). Contrast this with the tightly coupled RP3 interconnection that can support 400 M bits/second point to point and 104.8 G bits/second aggregate bandwidth between 128 processor nodes [Pfis85]. They differ by four orders of magnitude!

Latencies vary greatly as well. The RP3 requires 500 nanoseconds to complete a single data transfer, while Ethernet can take milliseconds. Again, this difference is several orders of magnitude.

Figure 4.1.1 Bandwidth and Latency Metrics
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**Figure 4.1.1 Characteristics of tightly-coupled and loosely-coupled systems**
4.2 Communication Services

Communication facilities such as electronic mail have made communication networks, such as the defense department's ARPANet and local area networks like the Ethernet, indispensable backbones for information transfer. Increasing the performance of communication links changes the the character of communication services.

If sufficient bandwidth is provided, text oriented data transmission can be augmented with graphics images and voice transmissions. Note that graphics images require large amounts of data. A 1K X 1K pixel black and white graphics image requires 128K bytes. A color image of the same size can take 3 M bytes. This is two to three orders of magnitude larger than typical electronic mail transmissions which consist of several thousands of characters of text.

Decreasing latencies and increasing bandwidths make real time sound and video transmissions possible. Telephone and picture phone services can be integrated into a computer communications systems. Integrating communication and computational services will change the nature of communication. Images and voices can be recorded digitally. Text, voice, video and data can be mixed into a single communication medium.

4.3 Resource Sharing

Resource sharing also changes. Performance can be increased for facilities which are presently shared, such as file servers and printers. Many workstations are now configured without local disks. They communicate with remote file servers for access to secondary storage. Even though secondary storage bandwidth is relatively low, the communication network is typically the bottleneck in transfers from file servers to workstations [Park87d].

For example, buffered file transfers from a DEC RA80 disk can proceed at 290 K bytes per second through the UNIX 4.3 BSD operating system. Remote file transfers from the same disk through the Ethernet/NFS proceed at one fourth of that speed. This remote file transfer facility can immediately benefit from up to a fourfold increase in bandwidth. Other higher performance disks and new parallel I/O systems can utilize even more bandwidth [Park86c].
Printers can use more bandwidth. Many text processing systems convert text to a symbolic form which is then broadcast to a printer. The printer then converts this text to the appropriate bitmap before printing it. This conversion process can be off-loaded from the printer by simply sending bitmaps from the processor. Transmitting bitmaps across a low-bandwidth interconnect is very inefficient. Higher bandwidth makes this more practical.

Increased bandwidths and decreased latencies provide the ability to share new types of resources. Large semiconductor memories may be shared between collections of processors. Instead of configuring each individual processor with large amounts of memory to service occasional memory bound tasks, a single processor can be equipped with large amounts of memory that can be shared between collections of processors.

A large shareable memory can be used two different ways. 1) It can be used as a buffer for file traffic between primary and secondary storage. This has been shown to greatly improve file system performance [Park87a]. 2) It can also be used to augment a processor's local memory. Note that accesses to this large semiconductor store will be slower than access to a local memory since additional propagation delays will increase latency. Accesses to local RAM might take 500 nanoseconds, while accesses to the large shareable memory might take twice as long. Although this large shareable memory may be slower than local memory, processors with little local memory will benefit greatly on memory bound tasks.

This large shareable memory is preferable to the alternative methods of increasing the usable program memory for individual processors. One can provide every processor with large amounts of local memory (which would be expensive), or one can use secondary storage to store a program's working set. Applications which use secondary storage to store their data sets can potentially run several orders of magnitude slower than programs that simply use memory [Garc87a].

Fault-tolerance issues must be dealt with in constructing a shareable memory. If communication links to the shared memory fail, then mechanisms can be provided to prevent total processor failure. This problem has already been dealt with to some extent with processors accessing files on remote machines. If a communication request between processors fails, the system should attempt some type of retry. If this retry repeatedly fails, it will be impossible for the program to proceed and the program should trap to an error handler.

One would expect that communication link failures to a remote shareable memory will be more common than communication failures to local memory. For this reason it will probably be advisable not to run operating system code in the remote memory. If a user program is running in the remote memory and a communication link fails, then control can be passed to the operating system which is operating out of the local memory instead of simply halting the processor.

4.4 Distributed Computation

The third area that benefits from the improved performance of moderately-coupled systems is distributed computation. Lower latencies and higher bandwidths will make it possible to exploit parallelism of finer granularity.

Granularity refers to the size of units of work that can be performed in parallel before processors are forced to communicate. Some parallel tasks may be able to execute millions of instructions before processors are forced to communicate. Such applications are said to have large-grained parallelism. Other applications may have to communicate after just a few parallel instructions. These applications are said to possess fine-grained parallelism. As the granularity of an application becomes finer, communication delays become more significant. Processors can potentially spend all of their time communicating, and very little time computing.

Faster communication links between processors can efficiently support finer levels of parallel granularity. Parallel processors that efficiently support finer granularity can exploit more parallelism. Hence, architectures for parallel processing systems seek to minimize communication delays (latencies) and maximize communication bandwidths between processors. Consequently, processors in such systems typically reside on the same bus, circuit card, or even on the same VLSI chip [Lopr86].

Communication delays between processing nodes of a moderately-coupled system may not be as small as delays for a tightly-coupled system. However, the same parallel processing capabilities should be available at a slightly reduced performance level.
4.5 Conclusions

Moderately-coupled multicomputer systems fill an important niche between tightly-coupled multiprocessor systems and loosely-coupled local area networks. Like loosely-coupled systems, they can be used to connect collections of independent processors and workstations together. However they do not permit the flexibility of connecting processors over very large distances (>50 meters). Like tightly-coupled systems, they provide high bandwidth, low latency communication between processors which improves parallel processing performance, and permits new types of resource sharing for distributed computing systems. (Of course they cannot match the communication performance of tightly-coupled machines which are connected over much smaller distances.)
Chapter 5
Implementation

This chapter describes the implementation of Mind Meld, a hardware prototype of a shared memory distributed computing architecture. This prototype allows two separate microprocessor systems to communicate through a common shared memory. This implementation demonstrates the viability of a hardware supported shared memory interface between two microprocessor systems.

Since the prototype only allows pairs of processors to share a portion of real memory, multiple processors can only be interconnected using multiple shared memory interfaces. To fully exploit the capabilities of a shared memory distributed computing system one would ideally have memory which could be shared by a large collection of processors. The design of such a multiply ported shared memory system is described in Chapter 8.

5.1 High Level Description

The Mind Meld prototype consists of a pair of IBM PC/AT circuit boards which are connected together by a 37 conductor cable (see Figure 5.1.1). Each board fits into a separate

![Diagram of Mind Meld Implementation](image)

Figure 5.1.1: Mind Meld Implementation

IMPLEMENTATION

IBM PC/AT system allowing the two systems to share a portion of real memory. The boards are easy to install because they appear to be conventional memory boards. In reality the memory on these boards is shared between the two processors.

The boards can be configured to reside anywhere in the local PC/AT bus address space. These boards are typically placed at the high end of memory, below the system space as shown in Figure 5.1.2. The system space is reserved for memory mapped peripherals and system ROM (read only memory). There exists a gap between the local memory and the system space. This gap can either be filled with additional local memory, or shared memory boards.

![Diagram of Shared Memory in PC/AT Address Space](image)

Figure 5.1.2: Location of Shared Memory In PC/AT Address Space

Each pair of boards forms a point to point link between two IBM PC/AT systems. A number of these board pairs can be used to connect multiple systems together into a moderately-coupled multiprocessor computing system.

Consider each pair of boards to be an edge in a graph, and consider the processor systems to be nodes. Since each processor can accommodate up to five extra boards, an arbitrary graph of degree five can be constructed with a sufficient number of PC systems and links. A number of the topologies that have been considered appear in Figure 5.1.3. Note that processors which are not directly connected have to communicate through intermediate processors.

![Diagram of Interconnection Possibilities](image)

Figure 5.1.3: Interconnection Possibilities
5.2 Block Level Description

The prototype consists of two different IBM PC/AT boards. One board actually contains the shared memory (call this board A). The other board must communicate over the inter-system cable to access the shared memory (call this board B).

5.2.1 Board A

Board A can be decomposed into five functional units as diagrammed in Figure 5.2.1.

These units are: 1) Local bus drivers and transceivers. 2) Cable transceivers. 3) Local address decoding logic. 4) Shared memory. 5) Control logic.

The local bus drivers and transceivers pass data to and from the PC/AT bus. The drivers take signals from the bus and distribute them between multiple data inputs on board A. By presenting only one capacitive load to the bus, the drivers prevent overloading of the bus. They also effectively isolate board circuitry from possibly harmful bus conflicts. In the worst case, bus conflicts will only damage the bus drivers.

Local bus transceivers perform gating and buffering functions. On read requests, they gate and drive data from shared memory onto the local bus. On write requests, they gate and drive data from the local bus to the shared memory.

The cable transceivers gate data between shared memory and the inter-system cable. They perform the same gating and driving functions as the local bus transceivers; however, they are capable of sinking much more current to overcome the large capacitive load of the cable. In the present implementation, the cable can extend up to ten feet in length without limiting the data transmission rate. The cable length can be extended to 100 feet by placing active terminations on the signal lines as is discussed in section 5.4.2.

The address decoding logic is used to determine if local bus addresses fall within the valid range of shared memory addresses. The starting address of this range can be set using DIP (Dual In-line Package) switches to reside anywhere in the PC/AT bus's 16 M byte address space. The inputs of the DIP switches are fed into comparator circuits whose other inputs are taken from the address lines of the local bus. These comparator circuits generate a signal called Address Valid which indicates that a bus address falls within the legal range of shared memory addresses.

The shared memory sits between the local bus transceivers and the cable transceivers. It is composed of dual ported RAM. One port connects to the local bus transceivers and the other port connects to the cable transceivers. Read and write operations can occur simultaneously from both ports without conflict. The only possibly undefined situation occurs with simultaneous write operation from both ports (A and B) to the same memory location. In this case one of the sides (say side A) wins, and the write operation from side B fails without processor B being notified. (This outcome is the same as if processor B writes first and A subsequently overwrites the same location). Higher level software protocols are used to prevent the indeterminate outcome of simultaneous write operations.

The control logic takes in bus arbitration signals from the local bus, and the Address Valid signal from the address decoding logic. It then coordinates actions of the local bus, local bus transceivers, and the shared memory. This coordination process involves time critical propagation delays which must be carefully tuned. Coordination activities include: wait state generation, byte mode selection, and slave signal generation.
5.2.2 Board B

Board B is slightly less complex since it does not contain shared memory or two sets of transceivers. A block diagram for board B appears in Figure 5.2.2. There are three major functional blocks on board B. They are: 1) Local bus drivers and transceivers. 2) Address decoding logic. 3) Control Logic. The functions are almost identical to the similarly labeled units on board A.

The local bus transceiver's and cable transceiver's functions have been combined into one unit. This set of transceivers gates and drives data from the local bus onto the inter-system cable. The local bus drivers are functionally identical to the board A drivers.

The board B address decoding logic is identical to the board A decoding logic. However, the DIP switches on board B may be set differently. This means the same shared memory (which is located on board A) can reside at different address locations in system A and system B.

The control logic on board B differs from the control logic on board A. The board B controller takes in local bus arbitration signals, and the Address Valid signal. It uses these inputs to generate read and write signals which are transmitted to the shared memory on board A. There is no special hardware to prevent write conflicts. All write signals are gated into the B port of the shared memory. Note that the shared memory has two independent data paths so write conflicts can only occur inside of the shared memory chips.

5.3 Fabrication

Two implementations of the Mind Meld prototype were produced. The first was fabricated using wire wrap. The second was done on printed circuit boards. Both implementations used the same chips and circuitry with minor variations. SSI and MSI low power Schottky TTL chips were used to implement everything but the shared memory which consisted of dual ported RAM chips available through VLSI technologies (VT2131-PC). These VLSI RAMs support full dual ported access with 120 nanosecond worst case access time on read operations.

5.3.1 Wire Wrap Version

The wire wrap version was constructed on IBM PC/AT prototype boards available through Vector Electronics Inc. Two boards (A and B) were constructed. Each contained about 20 TTL and VLSI integrated circuit chips. These boards are connected with a heavily grounded 50 pin ribbon cable.

5.3.2 Printed Circuit Board Version

The second implementation was done on printed circuit boards. Like the wire wrap version, it also consisted of two boards (A and B). The schematics of the two boards were almost the same. Only a few connections were permuted, and more attention was paid to
electrical isolation. The cables and connectors were changed from non-standard 50 pin ribbon cables and connectors to standardized 37 conductor D type cables and connectors. The board layout, artwork, and fabrication was subcontracted to Precision Prototype of Garfield, New Jersey.

Ten pairs of boards were constructed in the first fabrication run. Fifteen of twenty boards worked immediately. In three of the five remaining boards, soldering errors were detected and easily fixed. The other two boards never worked. They probably have bad chips, but no time has been invested in chasing down these errors.

5.4 Hindsight

During the implementation of the Mind Meld prototype several design improvements have suggested themselves. These design improvements can be incorporated into future shared memory system designs.

5.4.1 Two Boards In One

Building two different types of circuit boards was a mistake. Most of the functional units of the B board are present on the A card. A single board could have been built which could act as either an A board or a B board. The mode (A or B) could have been selected using a jumper switch. This would have required additional jumper switches, multiplexers, and bus arbitration logic. About ten extra chips in all.

Instead of building two different twenty chip boards, A single board with thirty chips could have been built. This would have greatly reduced the time and cost involved in the printed circuit board fabrication. The two printed circuit boards required two sets of artwork, and two fabrication runs. Reducing this to a single, slightly more complicated printed circuit board would have reduced the work by almost fifty percent.

5.4.2 Active Terminations

I did not spend enough time considering transmission line effects on the 37 conductor cable which connects the two boards. I should have theoretically been able to extend this cable about fifty feet without encountering problems with propagation delay. My boards can only operate at full speed with cable length of up to eight feet. This is because unmatched drivers and impedances cause tremendous transient line noise when driver outputs are changed.

These transmission line problems have well known remedies. Twisted pair cables and active terminations can reduce signal reflections [Stein82]. A new type of bus transceiver logic is also available which guarantees signal propagation without reflections [Bala86]. This standard transmission line lore should have been more carefully studied.

5.4.3 Address Space Problems

The Mind Meld boards were constructed to reside anywhere within the PC/AT bus’s 16 M byte address space. I didn’t realize at the time that only 1 M byte of this can be accessed by the segmented architecture of the processor. Out of this 1 M byte, only 640 K bytes can be used for programs and data. The rest is reserved by the system for use by memory mapped peripherals and the system ROM (see Figure 5.4.3).

<table>
<thead>
<tr>
<th>512K</th>
<th>640K</th>
<th>1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Memory</td>
<td>Shared Memory</td>
<td>System Space</td>
</tr>
<tr>
<td>System Code</td>
<td>User Code</td>
<td>Mind Meld Prototype</td>
</tr>
<tr>
<td>User Data</td>
<td>System ROM</td>
<td>Graphics Adapters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Disk Controllers</td>
</tr>
</tbody>
</table>

Figure 5.4.3: Memory Map of the IBM PC/AT Bus

The Mind Meld boards presently occupy the region between 512 K and 640 K in the PC/AT address space. The extended memory that typically resides between 512 K and 640 K has been removed, reducing the real memory on the machine by 128 K bytes. It would have been preferable to locate the shared memory boards in the system space between 640 K and 1 M. This system space has many unused regions into which the Mind Meld boards could have been located. This was attempted, but the system initialization code presented an insurmountable obstacle.
At system boot time, the initialization code scans the area between 640 K and 1 M looking for memory mapped disk drive controllers and color graphics adapters. Any device that appears to be different from these (such as a Mind Meld board) causes an unrecoverable error. This code cannot be modified since it is burned into the IBM PC system ROM.

It is possible to get around the initialization code by designing the board so that it comes up in a disconnected state during the system power up process. The board can be activated by writing to an I/O location which is mapped into an additional hardware location on the board. This technique is often used to place expanded memory boards in the IBM PC/AT system space.

5.5 Conclusions

The Mind Meld prototype has demonstrated that a shared memory interface can be constructed in hardware. Although this interface can only be used to connect pairs of processors through shared memory, large numbers of processors can be chained together using multiple shared memory links. Many unique applications programs have been developed for the Mind Meld system. These are described further in the next chapter.
Chapter 6
Application Codes And Performance Results

This chapter describes performance results of application codes written for the Mind Meld system. Besides providing high bandwidth, low latency communication between processors, the Mind Meld system presents a shared memory interface to distributed system programmers. This interface has simplified the programming task for a number of useful and imaginative programs that have been written for the Mind Meld system. These application codes demonstrate the power and flexibility of this high performance, shared memory distributed system.

6.1 Mind Meld Performance

This section compares performance between the Mind Meld and Ethernet [Metc76]. A comparison could have been made with a faster tightly-coupled system, but this would be less meaningful, since tightly-coupled systems do not have the ability to connect independent processors/systems.

The Mind Meld system provides roughly an order of magnitude more bandwidth, and several orders of magnitude smaller latencies than the Ethernet (which is presently the most popular distributed system backbone). This added performance has been achieved at the cost of limiting the distances across which processors can be connected. The Ethernet can be used to connect processors distributed across hundreds of meters while Mind Meld can only connect processors connected across dozens of meters. Nevertheless, a comparison between Mind Meld and Ethernet is still significant since Ethernet (and other loosely-coupled systems) provide the only alternative method of connecting independent processors and workstations.

A comparison of the maximum bandwidths of Mind Meld and Ethernet appears in Figure 6.1.1a. As this figure shows, the maximum possible bandwidth of the Ethernet system is 10 M bits/second. The Mind Meld system’s maximum bandwidth is over three times larger at 32 M bits/second.

Maximum bandwidth may be interesting, but it is of little or no practical value. The actual point to point bandwidth that can be obtained through the software is the only significant metric for system users. A comparison of these point to point bandwidths appears in Figure 6.1.1b.

Note that the scale on this graph is in units of M bits/second instead of tens of M bits/second on the previous graph. Actual bandwidths are over an order of magnitude less than the maximum possible bandwidths. Many factors contribute to this performance loss. Among them are processor speed limitations, bus bandwidth limitations, and the overhead of software communication layers.

The actual bandwidth available to the programmer is 3.2 M bits/second for the Mind Meld, and 400 K bits/second for the Ethernet (The Ethernet bandwidth was measured between two VAX 11-750 processors running the UNIX 4.2 BSD operating system using the TCP/IP protocol). Even though Ethernet is only three times smaller in maximum bandwidth than Mind Meld, the actual bandwidth seen through the Ethernet software is eight times slower than for the Mind Meld Interface.

The Ethernet performs so poorly because of the software overhead involved in its message passing data transmission. In addition to the time required to send a message, time must be spent assembling, queuing and dequeuing messages. This extra message passing
overhead reduces the bandwidth of data transmission through the Ethernet by about an order of magnitude.

Message passing increases latencies dramatically. The Mind Meld system can transfer individual data words between machines at the memory cycle time of 1 microsecond. This latency time is a thousand times smaller than the Ethernet's millisecond latency through the UNIX-TCP/IP software.

Ethernet's latency is so much larger because it transmits data in large fixed sized messages. To transmit a single byte across the Ethernet, a large packet (of possibly thousands of bytes) must be constructed and transmitted between machines. Even reducing the message size does not decrease latency substantially. A message must still be constructed with the proper address header. It must then be passed to the software driver which sends the message to the input queue of the destination processor. The destination processor must then retrieve the message from the input queue. This process takes hundreds of times longer than the microsecond required for a Mind Meld data transfer.

The high bandwidth and low latency available through the Mind Meld system opens up new possibilities for distributed computing. These new possibilities and improved distributed system performance have been discussed previously in Chapter 4. Application programs which exploit this added performance are described in following sections of this chapter.

6.2 Programming Primitives

A number of software primitives have been developed to access the Mind Meld shared memory. These are: 1) A message based interface. 2) An assembly language interface. 3) A C language interface. Out of these three, the C language interface is the simplest, and the most widely used. All three are described in the following subsections.

6.2.1 Message Based Interface

The first code written for the Mind Meld hardware was a set of message passing communications primitives. It was hoped that this high level abstraction would simplify application programming for the Mind Meld system. Syntax for accessing these message passing primitives had the following flavor.

Send(message buffer, data pointer, number of bytes)
Receive(message buffer, data pointer, number of bytes)

These library functions transmit data through the shared memory between the source and destination processors. The message buffers are set up by the processors at system initialization time from a preset configuration file. The message buffer is located in shared memory along with associated synchronization primitives.

These synchronization flags were used to arbitrate data accesses between the reading and writing processors. For example, suppose processor A is writing to a buffer in shared memory and processor B is reading from the same buffer. If the data accesses are not arbitrated properly then processor A might overwrite the buffer while processor B is reading from it. To prevent this problem a single synchronization flag is used. This flag is initially set to 0 indicating that the buffer is empty. When processor A finishes filling the buffer it sets the flag to 1 indicating that the buffer is full of data and is ready to be read. Processor B continues polling the synchronization flag until it detects a 1 and then reads the data from the buffer. After the data is read, processor B sets the synchronization flag back to 0 indicating that the buffer is again empty and ready for input from processor A. A diagram of this appears in Figure 6.2.1.

![Figure 6.2.1: Using Shared Memory As A Message Buffer](attachment:image.png)
This message based interface has been used as the communication primitive in implementing the Screen Swap which is described in Section 6.6.1. It proved relatively easy to use in this application. However, in writing these message passing primitives, we somehow lost sight of the advantages of a shared memory interface. This message passing interface introduced added data transmission overhead, and limited the flexibility of the shared memory system. Given the choice between using these message passing communication primitives or shared memory to program distributed applications, programmers overwhelmingly preferred the simpler shared memory interface.

6.2.2 Assembly Language Interface

Accessing the shared memory through assembly code is straightforward. The shared memory simply occupies a portion of the address space which can be accessed through real addresses.

The segmented architecture of the IBM PC/AT complicates this slightly. If the shared memory resides in a segment that is different from the program memory, segment registers must be manipulated to transfer data between the shared memory and the program memory.

The segment address of the shared memory is set using jumper switches on the Mind Meld board. Since the IBM PC/MS-DOS system does not support virtual addresses, this shared memory exists at the same segment address for all programs.

There can be possible conflicts if two processors try to modify the same piece of data at the same time. It is up to the programmer to guarantee that conflicting accesses do not occur. This can be done using dedicated synchronization variables which are stored in shared memory.

This method of ensuring conflict free access can work if all processors in the system cooperate. It may not be possible to assume cooperation in a much larger shared memory system. Issues concerning protection arise in such an environment. These are dealt with in the design of a future shared memory system in Chapter 8.

6.2.3 C Language Interface

The main advantage of the C language interface is its simplicity. C language programmers are presented with a predefined array which is located in shared memory. This was accomplished by adding a single line "include" file to the C language library which defines a shared memory array.

/*SM.h: An include file which provides a C language interface to the shared memory*/

/*A character array/pointer is set to the hexadecimal address of shared memory*/

char *SharedMem = 6X9000;

The programmer can write the ASCII character 'A' to the number 3 byte of shared memory through the following C language program:

/*C program that writes a character to a location in shared memory*/
#include "sm.h" /*include shared memory definitions file*/
main()
{
    SharedMem[3] = 'A';
}

A group of Mind Meld programmers were presented with the option of writing application programs with either the message based, assembly language, or C language interfaces. The C language interface was by far the most popular. It did not insulate the programmer from multiple processor synchronization; however, it was easier to understand, and much more flexible.

6.3 File Transfer Code

File manipulation commands were written to enable one processor to move files between its local disk drives and the disk drives of a remote machine. These commands are:
1) Copy 2) Erase. 3) Directory. 4) Rename. These commands are identical to their MS-DOS counterparts, except that they can operate on remote as well as local files.

These file access commands are transparent to the remote system. They can be used to access the remote disk drive even if the remote system is concurrently executing a program which accesses the same disk drive.

To implement this transparent operation, one would ideally run a background process which periodically polls the shared memory for file operation requests from remote processors. This was not possible because MS-DOS does not support multiple processes.

If the Mind Meld hardware included an interrupt facility, polling would not have been required. The design simplicity of excluding a hardware interrupt capability made up for the additional software overhead in polling.

6.3.1 Memory Resident Code

To provide the polling function described above from within MS-DOS, memory resident code was added to the operating system. On each timer interrupt, this code would poll the shared memory to see if any requests were pending. If so, the code would service these requests. The memory resident code also insured that local and remote disk accesses didn’t interfere with each other.

This code was complicated by the fact that MS-DOS is not re-entrant. This means that certain MS-DOS functions cannot be called from within other MS-DOS functions. Since interrupts are themselves MS-DOS functions, this presented problems in writing file manipulation code from within the timer interrupt. This was remedied by hand-coding critical functions that would not work from within the timer interrupt.

All of this memory resident code was written in 80286 assembly language, which was a time consuming and painful process when compared with programming in a higher level language. The debugging tools available through MS-DOS were little help in trouble-shooting this interrupt driven code because the tools are themselves dependent on interrupts to function properly. (The memory resident code interfered with the interrupts used by the debugging tools.)

After a great amount of time and effort, all of these obstacles were overcome, and a working file transfer facility between remote processors finally came to life.

6.4 Matrix Multiply

A parallel matrix multiply program has been produced which effectively utilizes the processing power of four IBM PC/AT systems. The algorithm used is the standard O(N^3) algorithm discussed in Chapter 2. The program takes as input two N x N matrices, and produces an N x N product matrix. This program was run on four IBM PC/AT systems connected together in a linear chain using three pairs of Mind Meld printed circuit boards. (see Figure 6.4.1).

![Mind Meld Board Links](image)

Figure 6.4.1: Linear Chain Configuration

The problem was partitioned into four pieces, and each of the four processors was assigned to one of them. Unfortunately, the shared memory boards are only dual ported; data has to be transferred frequently through intermediate processors.

In a multiplexed shared memory system, this data transfer process would not have to occur. All of the data would have remained in shared memory. In spite of the complicated data transfer programming, the high performance Mind Meld links allowed rapid data transfer between computing systems.

A graph of Matrix Multiply performance results for different matrix sizes appears in Figure 6.4.2. The matrix size is represented on the horizontal axis. A number 100 appearing on this axis refers to a 100 x 100 matrix. Speedup is plotted on the vertical axis. This is defined to be the running time of the best uniprocessor version of the algorithm divided by the running time of the best parallel version of this algorithm. (Some studies compare the running time of the parallel version of the program on a uniprocessor with the parallel version running on the parallel machine. I have used the most efficient algorithm for each
6.5 The Keyboard Switch

The keyboard switch code was written by Chris Zimmerman. It allows a programmer to operate multiple IBM PC/AT systems from a single keyboard. Keystrokes can be directed to either the local or remote processors. The keyboard is bound to a single processor until the "Alt" and "." keys are pressed simultaneously. This causes the keyboard output to be bound to the next processor in circular order. Up to four IBM PC/AT system screens can be comfortably viewed at once, so the keyboard switch facility can be used to allow a single user to operate four systems simultaneously. (The switch facility can be extended to more than four systems, however, it becomes hard to view more than 4 screens.) Keystrokes are transferred to the remote machine through the high speed Mind Meld shared memory interface. (This is diagrammed in Figure 6.5.1.) The Keyboard Switch code intercepts keystrokes through the low-level interrupt 9 of MS-DOS. It then directly writes to and manipulates system keyboard buffers. This code was carefully written so that applications which also use the keyboard interrupt are not disturbed by the keystroke redirection.

This keyboard switch facility has a number of useful applications. It provides an easy method for a single user to run multiple processes. By using the remote file transfer commands (described in Section 6.2), executable files can be moved to and run on remote machines. This is very much like running a job as a background process in UNIX except that each process is running on a different CPU.

It is also possible to test compatibility between different versions of a program using this keystroke redirection. The keystroke program can be modified so that keystrokes from a single keyboard are broadcast to multiple processors. Each processor can be running a
6.6 Multiple Display Applications

Besides providing additional computing power, multiple IBM PC/AT displays can be used in concert to view large data sets and graphics images.

The human mind is capable of assimilating more data than is available on a single IBM/PC display. Screens should be made larger, but large display tubes are bulky and hard to manufacture. Flat screen technology may make larger screens practical, but this is still many years away.

A typical screen can display about 2000 characters. People that need access to more information typically use multiple screens. A good example of this is a trading desk on the floor of one of the stock or bond exchanges. These desks are usually equipped with seven CRT monitors, three telephones, and a very hyperactive human being.

A number of applications which make use of multiple displays have been written for the Mind Meld system. These are described below.

6.6.1 Screen Swap

The first Mind Meld application to use multiple displays was a screen swapping facility that allows a user to swap screens between different IBM PC/AT systems. The IBM PC system appears to operate normally until a special key is pressed which causes the screens of the IBM PC/AT systems to be swapped.

This can be used to freeze a snapshot of the screen for later viewing. One can perform a directory listing on a collection of files, and then swap that listing onto the display of a second machine. The directory listing does not scroll off the screen as subsequent commands are executed on the first machine. Thus, the listing can be referred to without executing the directory command again.

APPLICATION CODES AND PERFORMANCE RESULTS

The color displays on IBM PC/AT systems are memory mapped, so screen swapping simply entails moving data from the memory mapped screen buffer of one system, through the shared memory and into the screen buffer of the other system.

This screen swap involves moving 8 K bytes of data between the two systems. Mind Meld can do this in 1/50th of a second. (This is faster than the retrace rate for the video display.) The screens appear to swap instantaneously.

6.6.2 Banner

Banner is a program written by Chris Zimmerman and Tarun Khanna that utilizes multiple screens to display large graphics images. A graphics image can be painted across four screens. It then moves cyclically across the screens like a moving message display on Times Square.

The screen data is shifted one column at a time between the processors. The column which moves off the end of the display has to be transferred the entire length of the linear chain of processors to reach the start of the banner.

6.6.3 Balls

Balls is a program written by Chris Zimmerman and Tarun Khanna which displays a set of colored balls which follow trajectories across multiple screens. They are free to move anywhere within the confines of a rectangular box which spans the four contiguous screens. Balls bounce elastically against the borders of this box. A constant gravitational field is simulated which causes the balls to periodically bounce against the floor.

This program demonstrates Mind Meld system's ability to combine the processing power and screens of multiple systems to simulate and display real time motion of physical systems.
6.6.4 Wave

Wave is a program written by Chris Zimmerman and Tarun Khanna to display the propagation of a sine wave across a chain of jumping men which spans four displays. The wave propagation between processors is synchronized through shared memory variables. The jumping men were added for dramatic effect.

6.6.5 Video Game

A distributed video game has been written for the Mind Meld system by Chris Zimmerman. This video game enables four players sitting at separate IBM PC/AT systems to interact competitively in a single game.

The game's global state is kept at a central data base in one of the processors and is continually broadcast to the other machines utilizing the full 3.3 M bit/second bandwidth of the Mind Meld system. All four processors manipulate this data base without conflict at full animated video rates.

This application fully utilizes the computing power of a set of distributed processors. The high bandwidth, low latency communication capabilities of the Mind Meld system make rapid interactions between processors possible.

6.7 Future Mind Meld Applications

A number of Mind Meld applications are under development. These include: 1) A distributed incremental compilation tool. 2) A computer aided design system which spans multiple workstations. 3) Using the memory of an IBM PC/AT system to store a large memory resident file system. (The extended memory of a single IBM PC/AT system can accommodate up to 15 additional megabytes of RAM based file system).

6.7.1 Parallel Compilation

This operates somewhat like the "make" utility of the UNIX operating system which compiles a group of source files, and links them into a single executable program. The "make" utility supports incremental compilation which means that files are only recompiled if they are altered between compilations. The "make" utility also provides a natural partition of tasks because individual source files are compiled separately.

This natural partition of tasks can similarly be exploited to perform parallel compilation. A large program can be divided into a number of small source code files. These files can be sent to remote processors for parallel compilation, and then returned to a central machine to be linked into a single executable file. However, the linking process cannot be parallelized, so the parallel speedup is limited. A parallel compilation system could use two remote processors to decrease compilation time by about two thirds. This would decrease the total compiling and linking time by about fifty percent (Assuming a Microsoft C compiler and linker).

6.7.2 Distributed CAD Tool

We are planning a distributed CAD tool that will allow designers sitting at multiple workstations to collaborate on a single large design project. The Mind Meld will allow multiple workstations to efficiently share and manage a large distributed database.

The majority of this data base can be kept on a massive memory machine which will be connected to the workstations through the Mind Meld interconnection. This project is best suited for the next generation Mind Meld machine which is described in the next chapter.

6.7.3 Memory Resident File System

This code would allow an IBM PC/AT system to use the memory of another IBM PC/AT system as a large memory resident file system. Code to implement a memory resident file system already exists (the YDISK utility in MS-DOS). One processor can be configured with a large main memory resident file system. This processor would have very little main memory left over for processing tasks so it would mainly function as a file server. The Mind Meld system can be used to allow another processor to access this main memory resident file
system. File transfer bandwidths to this main memory resident system will be many times faster than bandwidths to conventional disk-based systems.

Measurements made on a single IBM PC/AT system indicate that using a memory resident file system can improve file access speeds by a factor of four over slower disk-based file systems. The Mind Meld system will be able to transfer files at these high bandwidths between machines.

6.8 Conclusions

Application programs written for the Mind Meld system have demonstrated that additional bandwidth and reduced latencies can improve distributed system performance. Multiple display applications, and remote file transfer programs have utilized increased bandwidth to rapidly transfer data between machines; the matrix multiply program has used decreased latencies to improve parallel processing performance.

The shared memory interface provided by Mind Meld has simplified the task of programming these applications. This simplification made it possible for a few programmers to easily write a large set of Mind Meld applications over the last half year.

One should note that the Mind Meld System is relatively inexpensive. Mind Meld board pairs cost about $200 each to produce. These low costs indicate that the Mind Meld system can provide improved distributed system performance in a cost effective manner.
Chapter 7

The Processor Identity Problem

This chapter poses the problem of establishing unique identities for a group of $N$ identical processors which communicate through a common shared memory to which asynchronous read and write operations can be performed. We introduce a set of protocols which successfully assign unique integers from the set $\{0, 1, 2, \ldots, N-1\}$ to each processor.

By applying these simple protocols to the Mind Meld implementation, system modularity has been enhanced by eliminating the need for hardwired addresses or customized software for individual processor nodes.

7.1. Introduction

Mutual exclusion is one of the basic problems in computer science. In this problem a collection of asynchronous processes alternately execute a critical section of code. A solution to the problem must ensure that two processes never execute their critical sections concurrently. The problem has admitted to many solutions and refinements over the years [Dijk65] [Knut69] [Eise72] [Lamp86a] [Lamp86b]. However, all of these solutions have assumed that processes are initially assigned unique identities.

This chapter investigates the more fundamental problem of assigning these unique identities to processors which communicate through shared memory locations. A solution to this problem consists of a single protocol, run by $N$ processors that communicate through shared memory, which produces a unique assignment of processors to the integers $\{0, 1, 2, \ldots, N-1\}$.

If two identical processors begin synchronously executing (synchronous execution is a special case of asynchronous execution) the same program at precisely the same time, it would be impossible to arrive at unique identities for each processor through shared memory communication. These two processors would proceed in lock step performing identical reads and writes to the same memory locations. It would be impossible for one processor to detect the existence of the other processor let alone worry about distinguishing itself from the other processor.

To solve this problem an element of randomness must be introduced. We assume that each processor possesses a random number generator (this assumption is discussed in Section 7.5). Using random number generators, we have developed a set of protocols which efficiently solve the Processor Identity Problem.

Section 7.2 presents a model for, and precisely states the Processor Identity Problem. Section 7.3 presents the Random Key Protocol which solves the Processor Identity Problem for the case of two processors. In section 7.4 this protocol is generalized to $N$ processors. Section 7.5 discusses methods of producing different streams of random numbers from identical processors. Section 7.6 discusses applications of the Processor Identity Problem to shared memory multiprocessor systems such as the Mind Meld prototype. Section 7.7 presents conclusions.

7.2 Model

Our model consists of a collection of $N$ processors which all access a common shared memory $SM$ which consists of $k$ words of size $b$ bits. $SM[i]$ refers to the $i$th word of shared memory $SM$. Each processor can perform asynchronous read and write operations to fixed sized words of shared memory without conflict from the other processors. When more than one processor simultaneously writes to a single memory location two outcomes are possible. If all processors write the same bit pattern, the memory location will contain that bit pattern. If all processors simultaneously write different bit patterns to the same memory location, the contents of the memory location is indeterminate. The only way processors can communicate is through the shared memory $SM$ (see Figure 7.2.1).

Each processor possesses its own local memory which is not accessed by other processors. $LM[i]$ denotes the $i$th word of local memory $LM$. The goal of the identity problem solution is to produce a single protocol which is executed by every processor to produce a one-to-one
7.3 Random Key Protocol: Case $N = 2$

The Random Key Protocol correctly solves the Processor Identity Problem with probability greater than 1-e, where $e$ is an arbitrarily small real number less than 1. We first describe the Random Key Protocol for the case where the number of processors $N = 2$.

In the two processor Random Key Protocol, shared memory is divided into "bins". Each bin contains space for a large random number. (This random number may span one or more memory words.) Included in each bin is a "valid" bit which indicates if the contents of the bin is a valid random number (see Figure 7.3.1). The random key protocol for two processors uses two bins labeled bin 0 and bin 1.

- Bin 0
  - Valid
  - Random Key
- Bin 1
  - Valid
  - Random Key

Figure 7.3.1: Bins In Shared Memory for 2 Processor Random Key Protocol

Each processor initially generates a large random number. These random numbers are assumed to be unique. If the random numbers are one hundred bits long, the probability that the two number will agree is $2^{-100}$. Each processor possesses a unique random number.

One might argue that such a number constitutes a unique identity, but for purposes of parallel processing it is more useful if these unique tags come from a predetermined set of tags $\{0, 1, 2, \ldots, N-1\}$. Multiprocessing tasks can be specified in terms of such a set.

Each processor executes the protocol which is outlined below:

1. Choose a large random number $R$.
2. Initialize the valid bits of both bins to 0.
3. Select a random bin $i$ from the set.
4. Set the valid bit of bin $i$, then write $R$ to bin $i$.
5. Read the contents of both bins.
6. If bin $i$ remains valid and contains $R$, and bin $(i + 1) \mod 2$ is invalid go to step (6)
7. If bin $i$ is invalid or does not contain $R$, set valid bit of $i$ to 0.
and start protocol over from step (3).
(5) If valid bit set in bin \((i + 1) \mod 2\), read bin \(i\) again
    If bin \(i\) remains unchanged, return \(i\), else go to step (5)
(6) Go back to (5)

The processors each select a random bin from the set of two bins. If they choose different bins, the algorithm terminates, and they use their bin numbers as processor IDs. If they choose the same bin, they invalidate what they have written, and try to select different bins again.

The processors detect collisions when they both attempt to write their unique random keys to the same bin. One processor will eventually detect that its key has been overwritten. It will then invalidate the key which has been overwritten, and then pick another random bin. The remaining processor, will detect that its bin has been invalidated, and it will also choose another bin.

Processors only change bins if their valid bits and random numbers are overwritten by the other processor. If two processors ever simultaneously occupy different bins, they will never again change bins, since no processor will ever overwrite the other processors random number.

If a processor detects a valid bit set in the other bin, it first looks to see if its own valid bit and random key remains intact. If so, it knows the other processor must have written the valid bit to the other bin. It also knows the other processor will remain in possession of the other bin. It then terminates the protocol using the bin number as its unique processor ID.

This protocol is described more formally in the following C language routine:

```c
/*solves Processor Identity Problem for the case of 2 processors*/
Solve()
{
    validbit[0] = 0;  /*set valid bits to 0*/
    validbit[1] = 0;
    r = random();   /*get random number*/
    while(1)
    {
        i = random() % 2;   /*select random bin*/
        validbit[i] = 1;    /*set valid bit of selected bin*/
        bin[i] = r;         /*write random number to bin*/
        while((validbit[i] == 1) && (bin[i] == r)) /*repeat while your own bin is OK*/
        {
            if(validbit[(i+1)%2] == 1)  /*read other valid bit*/
            {
                if(validbit[i] == 1) && (bin[i] == r)) /*if your own bin remains in tact*/
                return(i);
            }
        }
        valid[i] = 0;        /*reset valid bit*/
    }
}
```

To prove the protocol solves the Processor Identity Problem we first establish that at least one processor will always finish the protocol in Lemma 7.3.1.

**Lemma 7.3.1:** With probability 1, at least one processor must eventually exit the two processor Random Key Protocol.

Suppose neither processor leaves the protocol. If at least one processor is continually choosing a new random bin, the protocol will terminate as time goes to infinity because the processors will eventually occupy different bins in which case at least one processor will leave. If neither processor is changing bins then both processors must always see their own valid random number in their own bin and no valid random number in the other bin. If this is the case, both processors must occupy the same bin, therefore both processors must possess the same random number. Our assumption that no processor leaves the Random Key Protocol produces a contradiction. Therefore, at least one processor must eventually leave the two processor Random Key Protocol.

We establish another useful lemma.
Lemma 7.3.2: If both processors (A and B) initially choose distinct random numbers in the two processor Random Key Protocol, and processor A writes the valid bit of a bin, processor A will not touch the other bin unless its own bin is subsequently disturbed.

Assume that processor A sets the valid bit of bin 0, and that bin 0 is never subsequently written to by processor B. Also assume that processor A subsequently writes to bin 1. Since processor A only writes to its own bin, processor A must have switched bins. Since processor A only switches bins if its own bin is disturbed by processor B, processor B must have disturbed bin 0 after the valid bit was set by A. This contradicts the assumption. □

Lemma 7.3.3: If both processors initially choose distinct random numbers in the two processor Random Key Protocol, and one processor leaves the protocol, both processors must eventually leave the protocol.

Assume that processor A has left the protocol and processor B remains executing the protocol. Processor A left the protocol after first making certain that the other bin contained a valid bit. Processor B must have set this valid bit because processor A would have reset this bit before exiting bins. Processor A reads its own valid random number in its own bin before exiting the protocol. Both bins must now contain valid random numbers because processor A has not disturbed processor B's bin before exiting. And by Lemma 7.3.2 processor B will never disturb A's bin. However, if this were true than B will eventually leave the protocol. This contradicts our original assumption, therefore if one processor leaves the protocol, then both processors must leave the protocol. □

We next prove that the Random Key Protocol solves the Processor Identity Problem for the case of two processors.

Theorem 7.3.1: If both processors initially choose distinct random numbers in the two processor Random Key Protocol, then the protocol will successfully solve the Processor Identity Problem.

Proof: Suppose the Random Key Protocol does not solve the Processor Identity Problem. Lemmas 7.3.1 and 7.3.3 taken together say that both processors must eventually exit the protocol. If the protocol failed, they both must have exited with the same processor identification number, which means they both must have exited while occupying the same bin. Label one processor A and the other processor B. Processor A must have seen a valid random number in the other bin before leaving. This can only have been written by B since A invalidates bins before leaving them. Since the other bin is not disturbed in the exiting procedure, by lemma 7.3.2 processor B cannot have changed bins. If processor B has not changed bins, it exited the protocol with the other bin's number as a processor ID. This means both processors must have exited the protocol with unique identification tags. This contradicts our original assumption that the Random Key Protocol did not complete successfully. The Random Key Protocol therefore solves the Processor Identification Problem for the case of two processors. □

If both processors are actively performing the algorithm, then they will choose the same bin with probability 1/2 for each trial. Therefore, the program will halt with probability 1/2 after each iteration. The process can conceivably proceed for any fixed number of iterations but the expected number of trials can be calculated by considering each iteration to be a Bernoulli trial [Tuck80].

\[
\text{Expected number of trials} = \sum_{j=1}^{\infty} j \cdot P(\bar{j}) = \sum_{j=1}^{\infty} (1/2)^j = 2
\]

The expected number of trials is shown to be two. We now extend this protocol to the general case where \( N \geq 2 \).

7.4 Random Key Protocol: Case \( N \geq 2 \)

The Random Key Protocol for more than two processors is a generalization of the Random Key Protocol for two processors. The general protocol uses \( M \) bins (where \( M \geq N \)). As in the two processor case, each processor initially chooses a large random number (tag) which
is assumed to be unique. It then resets the valid bits in each of the M bins to 0. The processor chooses one of the M possible bins at random, and sets the valid bit in the bin before writing its tag to that bin. The processor remains on this bin unless the bin is disturbed by another processor.

The termination condition is harder to formulate in the general case. Even if a processor reads N unique valid tags in the M bins, it is not guaranteed that all processors have settled into different bins. A valid tag may be overwritten after it is read, but before all of the other bins have been read. This means reading a processor's valid tag does not guarantee that it will have settled into a unique bin after all M bins are read.

To solve this problem, each processor keeps a count of the number of times it has changed bins. It writes this number along with its tag into each bin that it occupies (see Figure 7.4.1). If a processor reads all M bins twice, and if each occupied bin contains the same valid random number and count value, then it can be assured that for at least some point in time all M processors have settled into unique bins. Once they have settled into unique bins, no processor will move, because no processor will subsequently disturb another processor.

The general protocol is stated more formally below:

```c
while(bin[i] = (1,x, count))
{
    read all bins;
    if(N valid random numbers and bin[i] = (1,x, count)) {
        read all bins;
        if(no change between reads)
            return(); /*return unique identity value*/
    }
}
bin[i] = (0,*)/*reset only the valid bit of bin i*/
count = count + 1;
```

The count value makes it possible for the protocol to successfully determine the termination condition. However, it imposes a limit on the number of times a processor may change bins. If the count value is stored in L bits then the count value will cycle if it is incremented more than 2^L/1 times. If L is made sufficiently large, then all processors will successfully complete the protocol with probability greater than 1-α before changing bins 2^L-times. (Where α is an arbitrarily small real number less than 1.)

If we assume that processors initially choose unique random keys, and that the Random Key Protocol will terminate before any processor's count value exceeds the maximum limit (2^L), then we can prove that the Random Key Protocol solves the Processor Identity Protocol. We first establish a preliminary lemma.

Lemma 7.4.1: A processor will only terminate the Random Key Protocol if each processor has a valid bit written to a bin, and no bin is occupied by more than one processor.

Before exiting the protocol, a processor reads all of the bins in one pass, then reads the bins in a second pass. The processor only exits if it sees that no bins have changed between reads, and that N valid bits are set.

The count value ensures that the bin has not been altered between read operations. If the count value were not included, it would be possible for a valid key to be overwritten by one
processor and then rewritten by the original processor between read operations. This sequence of actions will change the count value, and this will be detected on the second read.

If the values remain the same between reads, then at some point in time between the two read passes N bins are guaranteed to contain N set valid bits (see Figure 7.4.2). Since processors erase valid bits before changing bins, there can be at most one valid bit for each processor. The existence of N valid bits means the N processors must have each written one of these valid bits, and that no bin is occupied by more than one processor. □

![Diagram of bin reads and writes](image)

**Figure 7.4.2: Termination Condition (Two Read Passes)**

**Lemma 7.4.2:** If each of the N processors has a valid bit written to a different bin in the Random Key Protocol, then no processor will ever subsequently change bins.

Assume that each processor has a valid bit written to a unique bin, and that one or more processors subsequently move. One of these processors must be the first to move (processor A). (If more than one processor moves simultaneously, pick one of these at random and call it processor A.) Processor A must have been prompted to move because its bin was written to by another processor (call this processor B). This writing must have occurred before all processors had valid bits written to different bins, because A was the first to move afterwards. However, processor B would have first erased A's valid bit before moving to its own bin. This means A must have subsequently rewritten its valid bit, and that processor B could not have subsequently interfered with A's bin. Our assumption that processors move produces a contradiction. Therefore, if each of the N processors has a valid bit written to a different bin in the Random Key Protocol, then no processor will ever subsequently change bins. □

We next prove that the all processors will eventually have valid bits written to unique bins.

**Lemma 7.4.3:** If all N processors are actively performing the Random Key Protocol, then each processor will eventually write a valid bit to a unique bin.

If all processors are active and fewer than N valid bits are written to the shared memory, then some processors do not have a valid tag in any bin. These processors will subsequently either write valid tags to empty bins (in which case N valid bits will be set) or they will write to occupied bins, causing collisions and more displaced processors. Even if we assume that each collision causes all processors to change bins, the protocol has a probability \( P = (M/(M-N))/MN \) of assigning each processor to a unique bin after each collision. The collisions cannot go on indefinitely because the unique assignment of bins to processors will take place with probability one as the number of collision events goes to infinity. □

**Theorem 7.4.1:** If all processors remain active, the Random Key Protocol will produce a one-to-one assignment of the N processors to the integers \([0,1,2,\ldots, N-1]\).

Proof: Lemmas 7.4.2 and 7.4.3 taken together say that each processor will eventually settle into its own bin and remain there. The processors will then eventually read N set valid bits on two separate scans of the bins without any of the bins changing. All processors will then terminate while occupying different bins. This implies each processor will choose a
unique number from \( \{0,1,2, \ldots, N-1\} \). The Random Key Protocol will therefore produce a one-to-one assignment of the \( N \) processors to the integers \( \{0,1,2, \ldots, N-1\} \).

An issue to be concerned about is the probability of two processors choosing the same random key at the beginning of the protocol. If the random numbers are \( L \) bits long, the probability that \( N \) processors choose unique random numbers is \( \left( \frac{2^L}{N} \right) \left( \frac{2^L}{N} \right) \). As in the two processor case, this number can be made arbitrarily close to one by increasing the size of \( L \).

In order to estimate the running time we define the term trial. Each processor moves a certain number of times during the protocol. The maximum of this number over all processors will be the number of trials for the protocol. In the worst case all processors will be forced to move with each new trial. In this case the protocol will succeed with probability \( 1/N \) in each iteration. This means it terminates with probability one as time goes to infinity. The success probability can be increased by using \( M \) bits in shared memory where \( M \geq N \). Each processor picks one of the \( M \) bits at random and writes its random number tag to that bin. The rest of the protocol remains unchanged.

To produce an identification tag, each processor counts the number of occupied bins with lower shared memory addresses, and uses this as an identification tag. This succeeds with probability \( P^M = 1/N \). The expected number of trials is then:

\[
\text{Expected number of trials} = \sum_{j=1}^{N} j P(j) = \sum_{j=1}^{N} j P \left( (1 - P)^j \right) = \frac{1}{1 - (1 - P)} = \frac{1}{P}.
\]

For example, if \( M = 20 \) and \( N = 8 \) the expected number of trials is five.

7.5. Generation of Random Numbers

It is no trivial task to generate a stream of random numbers from a deterministic computing system. Random number generators are typically deterministic programs which take as input a random seed. Finding unique seeds for all processors is not a trivial task. If each element of the computing system were truly deterministic, it would clearly be impossible. There are, however, channels through which random processes from the physical world can be tapped from within a computing system.

On system power up, the contents of random access memory assume a somewhat random state. Processors typically initialize the entire memory to a known state before proceeding. Before this initialization takes place, a random number can be generated as the result of a function performed on the contents of each local memory. (Remember that each processor possesses its own local memory.) One must make certain that correlations due to spatial locality do not affect the final random number. For instance, one might exclude or all bits whose addresses are multiples of the ith prime number to produce the ith bit of a random number.

A disk drive is a physical device that is affected by random processes. Variations in the power supply, vibrations, variable air friction, and rotational velocity all affect seek and latency times. The time for any given disk seek will be randomly distributed around an expected value. One can use deviations from the expected time of a disk operation as a source for random numbers.

Even if a processor has no disk drives or uninitialized RAM locations, processors can reference their system clocks for unique random number generator seeds. If all processors are started at different times, and some amount of clock skew is present, then system clocks will suffice for seed generation.

Clock skew may also be used to generate unique random number seeds. The following program uses clock skew between processors to arrive at unique random number generator seeds. It requires one "bit" in shared memory, and one "count" value in local memory.

```c
/* function returns random number generator seed */
sharedmem bit = 0; // a bit in shared memory
getseed()
|
    int count;
    count = 0;
    while ((bit != 1) { //
        if (count = N) then bit = 1;
```
THE PROCESSOR IDENTITY PROBLEM

7.8 Applications of the Processor Identity Problem

The Processor Identity Problem was encountered while writing communication primitives for the Mind Meld prototype described in Chapters 5 and 6. The Mind Meld system allows processors to communicate by performing asynchronous read and write operations to a common shared memory. To implement these primitives it is necessary to assign each processor a unique task and set of memory locations. Our protocols allow a set of identical processors running the same program to arrive at such a unique assignment.

Of course this problem may be trivially solved by loading a different program into each processor. But we have found that this entails a great amount of inconvenience. As updated versions of the software are created, the software must be custom tailored for each processor. The programs must subsequently be individually loaded into each processor. It is more efficient to maintain a single version of a program which can be broadcast in parallel to all processors.

Another option is to provide each processor with a special file, jumper configuration, or ROM location which contains a unique identification tag. (Ethernet socket addresses are maintained this way.) This solution requires the overhead of maintaining global tables of unique addresses, as well as extra processor configuration work.

A third option is to provide the system with an atomic read-modify-write or test-and-set operation. This capability will allow processors to serially grab control of a single shared variable and thereby establish an ordering of processors. This type of architectural feature must be built into the hardware of the machine, and it can require extra design time. (Especially if arbitration circuits must be constructed for multiple data paths.)

Instead of accepting one of these alternatives, we produced a simple protocol that could be used by a group of identical processors running identical programs to agree on an assignment of unique identities for each processor. This protocol has eliminated the need for special processor configuration or development of hardware test-and-set instructions for the Mind Meld prototype.

7.7 Conclusions

This chapter has presented and analyzed a set of protocols which solve the Processor Identity Problem. These protocols produce an assignment of \( N \) processors (which communicate through a common shared memory) to the integers \( \{0,1,2,\ldots,N-1\} \). This assignment of identities is a necessary precondition for solutions to the mutual exclusion problem. These protocols can also be used to enhance system modularity by reducing configuration work associated with installing or replacing individual processor nodes in a parallel processing system such as Mind Meld. For a more detailed examination of this problem refer to [Lipt87].
Chapter 8
Design for the Next Generation System

The Mind Meld system has provided fertile ground for the development of new types of distributed computing applications, however, it has not fully realized the potential for shared memory in distributed computing architectures. The present Mind Meld memory can only be shared between pairs of processors. Unless two processors are directly connected by a pair of Mind Meld boards, inter-processor communication is only possible by passing data through intermediate processors.

This chapter sketches the design for a high performance distributed system which allows a collection of heterogeneous processors to efficiently share a single shared memory. This system can provide a backbone for an efficient distributed shared memory computing system.

8.1 The Design

The next generation system is designed around a shared memory box with up to sixteen independent ports. This is diagrammed in Figure 8.1.1. Processors connect to this shared memory box through the cable. This memory-mapped board appears to be a standard memory extension board. In reality, the memory mapped board transmits read and write requests over the cable to the shared memory box.

Each of the ports provides unrestricted read and write access to all portions of the shared memory. No test and set hardware is provided to ensure exclusive access to data items or critical sections of code. This task is left to the programmer who can construct the appropriate exclusive access mechanisms in software if necessary [Dijk85]. Eliminating this test and set feature eliminates hardware complexity at the cost of additional programming time and software complexity.

Many shared memory systems employ multiple caches to reduce contention for access to the shared memory [Fran84]. A multiply-port shared memory eliminates this contention problem by providing each processor with its own dedicated channel to shared memory. Providing these multiple ports increases the cost of shared memory, but also eliminates the need to build multiple caches. A multiply-port shared memory may not be easily extended to a large number of ports. This scalability problem also confronts multiple cache shared memory architectures.

Having a single shared memory box limits the distance of the cables which connect a processor to shared memory. As these cables increase in length, the latency for data transfers to and from the shared memory become longer. To maintain low latencies, cables will have to be restricted to a maximum length.

This shared memory box can be connected to a heterogeneous collection of processors by constructing interface boards for several industry standard busses (VME, PC/AT, Multibus). Specifications for this shared memory architecture are listed in Figure 8.1.2.

![Diagram of Multiported Shared Memory](image)

Figure 8.1.1: Multiported Shared Memory

<table>
<thead>
<tr>
<th>16 M bytes of Shared Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 Ports</td>
</tr>
<tr>
<td>4 M bytes/sec Bandwidth Per Port</td>
</tr>
<tr>
<td>1 Microsecond Access Time</td>
</tr>
<tr>
<td>Fiber Optic/Coaxial Cables</td>
</tr>
<tr>
<td>Interfaces to Industry Standard Buses</td>
</tr>
</tbody>
</table>

Figure 8.1.2: Shared Memory System Specifications
The shared memory box contains 16 M bytes of memory. Ideally, one would have as much memory as possible in this box, but if high speed RAMs are used, large amounts of shared memory can become quite expensive. Many processors are also unable to address more than 16 M bytes of data because of CPU and operating system limitations (For example the Multibus I systems such as the Sun II can only address up to 16 M bytes of data). A 16 M byte shared memory should provide enough storage for a wide range of applications without a large cost. If future processor architectures can address more memory, and memory prices decrease, shared memories can also increase in size.

Architectural options for multiply-ported memory boxes have been described in Chapter 3. We have chosen to use the simplest possible rotary switch design in which a single very high speed memory is switched between sixteen slower speed ports. If 50 nanosecond RAMs are used, it should be possible to provide microsecond access times to each of the 16 ports. (Actually, twenty RAM cycles can occur in a microsecond, but some time will be lost in switching.) If four bytes are transferred during each memory cycle, each port can provide 4 M bytes/second bandwidth to the shared memory.

The rotary switch can be implemented with a high speed multiplexer design as is diagrammed in Figure 8.1.3 for 3 ports. In this design, each port gets an equal slice of time to access the fast RAM in round robin fashion. Buffers are used to latch the slower address and data signal from the ports for the faster RAM chip to service.

During a read cycle, an address is first latched from the port into the address buffer. When the port finally receives its time slice, the address is gated onto the RAM chip. The RAM chip returns a data word which is latched into the data buffer. The data buffer then broadcasts this data item to the port.

Switching the shared memory between different ports must occur rapidly to maintain high bandwidth and low latency. A high speed technology such as ECL will have to be used to assure rapid switching and signal propagation through the multiplexers and buffers.

To extend this design to more ports and larger distances, one would probably use some type of multistage interconnection network. These are described further in section 8.6.3. Our goal, however, is not to create an idealised paper design, but to produce a practical design that can be built successfully. This rotary switch design provides a high level of system performance with a minimal amount of system complexity. This is something we can conceivably build in the near future.

8.2 Operating System Interface

Processors will generally interface to the shared memory box by mapping the shared memory into the virtual address space of a program. If the processors do not have virtual addressing, programs can be mapped into the real addresses as was done in the Mind Meld prototype. The shared memory can be incorporated into a standard programming language by the introduction of a new shared memory data type, or by use of a predefined shared memory array as in the Mind Meld implementation.

Adding a shared memory data type will require minor modifications to existing compilers. These compilers can generate a mapping of virtual addresses to shared memory addresses. This mapping can be stored in the program’s executable file and used by the operating system to allocate shared memory at program run time.
8.3 The Interconnection Cable

A number of options have been considered for the connection between shared memory and the memory-mapped processor boards. The present Mind Mold implementation uses a cumbersome 37 pin interconnection that limits the length of Mind Mold cables because of reflection problems and crosstalk. Instead of this 37 wire parallel interconnection, a pair of coaxial or fiber optic links can be used to transmit data over longer distances. Pairs of coaxial or fiber optic links will also be easier to manipulate than the large 37 conductor linkages.

These cables will be unidirectional. One cable of the pair will be used to transmit data from the shared memory box to the processor. The other cable will be used to transmit addresses and data from the processor to the shared memory (See Figure 8.3.1).

![Unidirectional Coaxial/Fiber Optic Links](image)

Figure 8.3.1: Pairs of Unidirectional Cables

Recent advances in fiber optics make this data transmission medium more attractive. Off-the-shelf transducers are now available that convert between digital computer hardware signals and analog fiber optic transmissions; new modular connectors allow fiber optic lines to be easily connected and disconnected. Fiber optic linkages also provide extremely high data transmission bandwidths, as well as electrical isolation between systems.

Coaxial cables are also a possibility. They do not provide the extremely high bandwidths or electrical isolation properties of fiber optics. However, they are easier to build and more cost effective.

8.3.1 Communication Formats

A uniform communication format must be decided upon to transmit data to and from the shared memory. Word sizes and byte orders vary between different machines. It is probably most practical to choose one byte order and word size as the transmission standard (say 4 byte VME), and then adapt the rest of the interface boards to this standard.

8.4 The Interface Boards

We would like to produce interface boards for several industry standard buses. In doing so, it is desirable to minimize design time for each different board. This can be done by producing a standardized design for all interface boards.

These interface boards can be decomposed into two functional units: 1) Interface to the local bus. 2) Interface to shared memory. The boards should all have similar interfaces to shared memory, but different interfaces to each bus.

![Interface Board](image)

Figure 8.4.1: Standardized Interface Design

By dividing the board design into two functional units, the same shared memory interface logic can be used for all systems. Only customized bus logic must be designed for each particular system. Even this customized logic can be standardized somewhat by using programmable logic arrays to perform most of the bus interface functions. In this way, designing an interface for a new bus can be reduced to programming a logic array on a pre-existing design. See Figure 8.4.1.

8.5 Other Features

We have excluded some beneficial architectural features from the design in the interest of simplicity. These features include: 1) Extending the architecture to accommodate hundreds of processors. 2) Providing fault tolerance to the shared memory system. 3) A two
level hierarchy for the shared memory. 4) A virtual memory based protection mechanism for the shared memory.

8.5.1 More Processors

A shared memory system can be extended to possibly hundreds of processors by using a multistage interconnection network (this has been discussed in Chapter 3). A number of tightly-coupled systems of this type have already been constructed [Bren87][Crow85].

Extending this type of interconnection network to a distributed system will entail providing longer communication links between processors and the interconnection network. As one would expect, this added communication distance will reduce the bandwidth and latency available through such a system. Nevertheless, this type of interconnection can allow an unbounded number of processor to connect to a single shared memory (which is composed of multiple memory modules).

Extending any shared memory system beyond hundreds of processors is impractical for two reasons. 1) Processors architectures limit the amount of shared memory that can be addressed. This effectively limits the shared memory size, and hence the number of processors which can efficiently share the memory. 2) It may prove impossible to manage thousands of processors accessing the same shared memory area. Unexpected memory contention issues might arise.

8.5.2 Fault-Tolerance
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Figure 8.5.2 Fault-Tolerant Shared Memory Architecture

Fault tolerance can be provided by using multiple shared memory boxes. A fault-tolerant system with three memory boxes is diagrammed in Figure 8.5.2. The three boxes form a single shared memory. Each box contains a contiguous portion of the shared memory address space. If a single box fails, the other two will remain functional. The data contained in the failed box will be lost, but a communication link between processors through the shared memory system will still be maintained.

This fault-tolerant system can be constructed from three of the shared memory boxes described in previous sections of this chapter. No hardware modifications have to be made. However, each box will have to be configured to reside in a different contiguous portion of the shared memory, and the operating system will have to be modified to accommodate three times as much shared memory.

8.5.3 Two Level Hierarchy

The shared memory size is limited by the high cost and low densities of the high speed RAMs used to implement the multiported memory. Even producing the desired 16 M byte shared memory can be very expensive. To expand this memory size further, the shared memory can be split into a two level hierarchy, with a small high speed cache, and a slower large memory (This has been discussed previously in Chapter 3. A diagram of this appears in Figure 8.5.3). This would allow processors to share large data structures, and file systems that reside in shared memory. The design for this caching system can be adapted from existing uniprocessor designs.
8.5.4 Protection (Memory Controller)

Protection is another important issue. As the shared memory system is designed now, a single malfunctioning processor can overwrite any portion of the shared memory. To prevent this, a virtual memory interface can be provided for the shared memory (This type of system was described previously in Chapter 3.) Processors would access virtual memory through the ports of the shared memory box. The mapping from virtual shared memory to the real shared memory would occur inside the box.

This system would maintain a memory mapping table for each processor. For security reasons this table would be maintained by a dedicated microprocessor which resides in the shared memory box. Only this processor would update mapping tables.

The controlling processor can restrict access to portions of shared memory by restricting memory mapping table entries for these blocks of shared memory. These blocks of shared memory would only be made available to processors with special access privileges.

8.6 Performance

Several factors will improve performance for the next generation implementation: 1) Fiber optic links will eliminate line noise and reduce propagation delay times. 2) Faster processors will transfer data more rapidly to the shared memory. 3) Multiple ports will eliminate the need for processors to communicate through intermediate processors.

This next generation implementation will provide ten times the bandwidth of the present Mind Meld system, and 80 times the bandwidth of the Ethernet. This new system is contrasted with existing loosely-coupled and tightly-coupled systems on the graph of Figure 8.6.1. (A similar graph appeared in Figure 4.1.1.)

Note that the new system provides a couple of orders of magnitude more bandwidth and less latency than conventional loosely-coupled systems. Tightly-coupled systems achieve higher bandwidths and lower latencies, but they cannot be used to connect independent processor systems together.

![Figure 8.6.1 Performance](image)
Chapter 9

Conclusions

This thesis has presented a moderately-coupled shared memory architecture for distributed computing. The shared memory architecture simplifies the programming of distributed applications. And the high bandwidth and low latencies of this system brings high performance communication to computing systems composed of independent processors and workstations.

9.1 Research Results

This shared memory architecture presents the programmer with a uniform view of local memory, local memory mapped devices, shared memory, and distributed devices. Standard programming languages can therefore be used to control and transfer data between these entities. In this way, both system level and application level programming is simplified. The architecture also provides high bandwidth, low latency communication between processors. This improves distributed computing operations such as remote file transfer (which is presently constrained by communication network performance [Park87d]).

Additional performance also makes it possible to share new types of distributed resources such as large semiconductor memories, and high bandwidth communication lines which span long distances. New applications such as real time transfer of high resolution animation between processors also become possible. Lower latencies improve performance on parallel programs with fine granularity.

A shared memory distributed architecture can be implemented by using a multiply-ported shared memory box. These multiple ports eliminate access conflicts by providing each processor with a dedicated channel to the shared memory. This architecture can effectively provide high bandwidth, low latency communication between dozens of processors spread throughout a small locality (building or machine room).

CONCLUSIONS

The prototype Mind Meld system allows separate microprocessor systems to communicate through a shared memory interface which provides 8 times the bandwidth, and 1000 times smaller latencies than the Ethernet. The shared memory architecture has provided Mind Meld programmers with a clean, powerful interface providing the flexibility to program a diverse collection of applications.

A number of application programs have been written for the Mind Meld system. These include system level programs which allow processors to transfer files between local and remote disk drives, and interrupt driven code which allows a single keyboard to operate multiple machines. Other application programs combine several system monitors to display large amounts of data in several imaginative ways. These applications have demonstrated that distributed applications can effectively utilize the added bandwidth and latency of the Mind Meld system. They have also demonstrated that a shared memory interface can be effectively used to program these distributed applications.

The Processor Identity Problem was posed and solved in Chapter 7. The solution to this problem assigns unique identities to a collection of identical processors which communicate through shared memory. The solution to this problem is a necessary precondition for solutions to the mutual exclusion problem. The solution also simplifies system initialization for shared memory multiprocessor systems.

The design for a future shared memory system has been presented in Chapter 8. This design uses fiber optic links to provide an order of magnitude more bandwidth, and half the latency time of the present Mind Meld implementation. More importantly though, it allows sixteen separate processing systems to directly access the same shared memory eliminating the need for processors to communicate through intermediate systems (as in the Mind Meld prototype).

9.2 Future Research

A number of areas merit further investigation. These include: 1) Development of a new type of operating system for a shared memory based distributed computing system. 2) Expanding the present architecture to accommodate hundreds and thousands of machines. 3)
Providing a shared memory caching mechanism which allows high performance access to shared memory over longer distances.

A shared memory-based high performance distributed architecture will make a different type of distributed operating system possible. This type of operating system will be a hybrid between operating systems for centralized computing systems, and operating systems for distributed computing systems.

The new operating system will perform the same functions of a centralized operating system except that system functions will be executed by a group of distributed processors instead of a single central processor. It will control and allocate distributed system resources such as printers, file servers, and memory servers, as well as balance processor load across a distributed system. No distributed operating system of this type has been proposed, yet certain system functions such as load balancing are beginning to be implemented. Designing this new type of operating system for a shared memory architecture is bound to uncover interesting research issues.

Shared memory distributed architectures can be expanded to accommodate hundreds of processors. This can be done by investing in large interconnection switches (which have been discussed in Chapter 3), or mapping a large shared virtual space onto a large number of local processor memories (as has been done by Kai Li [Li86]).

To maintain performance over larger distances, a caching mechanism may have to be incorporated into a shared memory architecture. Such mechanisms are already widely used in shared bus multiprocessor systems [Swea86]. These multiple-cache systems maintain coherence between different copies of the same data through various data ownership protocols. Standard mechanisms to maintain coherence do not work efficiently over large distances, so new methods of maintaining coherence will have to be developed.
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