
COS IW04: Hands-on Deep Learning 
for Language Understanding 

Spring 2022



Logistics

• Instructor: Danqi Chen


• Undergraduate TAs: TBA
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• Seminar meetings:  Mondays 11:00-12:20pm in COS402


• Not typical lecture-style. This is independent work after all!


• Attendance is mandatory.


• Please follow the university COVID policy — If you can’t come in-person, let me know!

• Office hours:


• TA weekly office hours TBA


• Danqi’s office hour: Monday 2-3pm (appointment-based, 15 minutes each)



Logistics
Website: https://www.cs.princeton.edu/courses/archive/spring22/cosIW04/
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Note: I will maintain the website for schedule/useful resources, not Canvas! 

Check the pre-class action items!



Logistics
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Logistics

Slack: make sure you will be added to our Slack team this week.
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Note:  No Ed this semester.

• We will use Slack as the primary mode of communication, so do make sure you are 
notified of new messages.


•  For important announcements (e.g., deadlines), I will write emails.

• Please feel free to use Slack to ask questions, share random musings, highlight 
interesting papers, brag about cool findings, even send cat photos (use #random!).

• I (and TAs) will be frequently on the Slack, feel free to DM us there, especially for 
urgent things.

• I believe that the more engaged you are on Slack, the more you can get out from 
the IW seminar.



What is IW about

• IW = Independent Work


• You have the ability to explore something that’s of interest to YOU


• We’re here to support you in your exploration, and help scope it to be both feasible 
and exciting 


• This IW seminar = NLP + Deep Learning (more on this later!)


• What’s expected of YOU:


• Actively participate during the seminar meetings: show up every time, engage and 
provide feedback to other students, help us help you (bring questions, concerns, 
progress updates)


• Reach out if you need additional help: Slack & office hours


• Follow all IW deadlines: https://www.cs.princeton.edu/ugrad/independent-work/
important-steps-and-deadlines


• Produce a great project
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https://www.cs.princeton.edu/ugrad/independent-work/important-steps-and-deadlines
https://www.cs.princeton.edu/ugrad/independent-work/important-steps-and-deadlines
https://www.cs.princeton.edu/ugrad/independent-work/important-steps-and-deadlines


The semester in phases
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Week 1-4: Brainstorm, literature review, finalize ideas

Week 4: deadline for written project proposal



The semester in phases
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Week 5-6: Initial setup (data collection, tool survey, etc)

Week 6: deadline for checkpoint form



The semester in phases
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Week 7-11: work hard on 
your project!

Week 12-13: finalize 
results, write report, 
presentations

Week 12: deadline for video 
presentation

Week13: deadline 
for final report



Additional notes

• AB students: If you already have a proposal, you are encouraged to stick to your 
plan and start your project early!
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• You may work in a team of 2, if the project can be split so that each student has 
their own semester-size piece of the project. If you are not sure, talk to me!

• All the meetings (except today) will be discussion-based and presentation-based


• Everyone is expected to do a progress update on a weekly basis (~8 minutes each)


• What have you done in the past week?


• Do you have any questions?


• Show some demos!


• Update your Google slides before the class (before 9am)


• I may send you some concrete instructions week by week (e.g., exploring your dataset!)



The rest of the meeting

• Introductions


• What is NLP about?


• Example of project ideas


• Useful resources
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Introductions

• Who are you :) 


• Is there anything that you want the group to know about you?


• What topics in NLP are you most excited about?


• Any ML-related experiences?


• Do you have any potential ideas about this IW project already? It is okay if you 
haven’t thought about it yet!
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What is NLP about?

• Natural language processing (NLP) is a branch of artificial intelligence that helps computers 
understand, interpret and manipulate human language.


• We teach computers how to read and how to write
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• What human languages do you want to work on? :)

• NLP is an extremely rapidly-evolving field


• I highly encourage you to work with state-of-the-art NLP models (e.g., BERT/RoBERTa/T5)


• They are easy to use and simply much more powerful


• It is okay if you don’t understand all the details behind them (we will catch up on this!)

One of my major goals for this IW seminar!



A brief history of NLP

14https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-1-ffbcb937ebce



A brief history of NLP
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https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-2-f5e575e8e37



What are NLP tasks?
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What are NLP tasks?
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Question answering

(reading comprehension) (open-domain QA)



What are NLP tasks?
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Text summarization
Another popular pre-trained model



What are NLP tasks?
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Machine translation



What are NLP tasks?
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Sentiment analysis



What are NLP tasks?
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Natural language inference



What are NLP tasks?

22

Fact checking



What are NLP tasks?
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Dialogue



NLP benchmarks

• GLUE


• SuperGLUE


• XTREME (cross-lingual benchmarks)


• … and many others

24



NLP benchmarks
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NLP benchmarks

26https://gluebenchmark.com/leaderboard



NLP benchmarks
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https://huggingface.co/datasets



Types of IW projects

• Scenario #1: “I have an application problem that I am really interested in. I would like to see 
how to apply state-of-the-art NLP techniques on it.”


• Perfect! Make sure that you have the dataset ready in the first 2-3 weeks.


• Scenario #2: “I want to start with a state-of-the-art NLP model and I want to study its 
behaviors, understand its limitations, and perhaps even improve it!”


• Perfect! There are tons of things you can do here.


• Example: Can I make my model run faster?


• Example: Can I break a current system? Even better, how to fix it?


• Example: How to build a system if I only have 100 training examples?


• Example: Is a current system biased? How to analyze it and how to fix it?


• Scenario #X: Feel free to come up with your ideas and we can always talk!

28



Types of IW projects
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(Jia and Liang, 2017)

(Wallace et al., 2019)



Types of IW projects
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(Rudinger et al, 2018)



Transformers library
• https://huggingface.co/docs/transformers/index
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• Transformers = a type of neural network introduced by Google researchers in 2017


• Transformer encoder


• Transformer decoder: usually for generation tasks

• Pre-trained models = a set of Transformer models you can download directly for your use


• The weights are “pre-trained” instead of random initialization

https://huggingface.co/docs/transformers/index


Transformers library
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Check out their notebooks: https://huggingface.co/docs/transformers/notebooks

https://colab.research.google.com/github/huggingface/notebooks/blob/master/examples/text_classification.ipynb

https://huggingface.co/docs/transformers/notebooks


Compute resources

• Use Google Colab (you can do lots of things with 1 free GPU)


• Cloud computing: https://researchcomputing.princeton.edu/systems/cloud-computing


• Tiger cluster?
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You can apply for this!

https://researchcomputing.princeton.edu/systems/cloud-computing


Next meeting: brainstorming

• Everyone submits 2 initial ideas and we will discuss it in the meeting


• More instructions coming soon


• I encourage everyone to start looking at the Transformers library


• https://huggingface.co/docs/transformers/


• https://huggingface.co/course

34

https://huggingface.co/course

