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Figure 1: Left: RGB image. Middle: RF-based localization results. Right: 3D skeletons from our system.

ABSTRACT
This paper introduces RF-Pose3D, the first system that infers

3D human skeletons from RF signals. It requires no sensors

on the body, and works with multiple people and across

walls and occlusions. Further, it generates dynamic skeletons

that follow the people as they move, walk or sit. As such,

RF-Pose3D provides a significant leap in RF-based sensing

and enables new applications in gaming, healthcare, and

smart homes.

RF-Pose3D is based on a novel convolutional neural net-

work (CNN) architecture that performs high-dimensional

convolutions by decomposing them into low-dimensional

operations. This property allows the network to efficiently

condense the spatio-temporal information in RF signals. The

network first zooms in on the individuals in the scene, and

crops the RF signals reflected off each person. For each indi-

vidual, it localizes and tracks their body parts – head, shoul-

ders, arms, wrists, hip, knees, and feet. Our evaluation results

show that RF-Pose3D tracks each keypoint on the human

body with an average error of 4.2 cm, 4.0 cm, and 4.9 cm
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along the X, Y, and Z axes respectively. It maintains this accu-

racy even in the presence of multiple people, and in new envi-

ronments that it has not seen in the training set. Demo videos

are available at our website: http://rfpose3d.csail.mit.edu.
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1 INTRODUCTION
The past decade has witnessed much progress in using RF

signals to localize people and track their motion. Novel al-

gorithms have led to accurate localization within tens of

centimeters [19, 34]. Advanced sensing technologies have

enabled people tracking based on the RF signals that bounce

off their bodies, even when they do not carry any wireless

transmitters [2, 17, 35]. Various papers have developed clas-

sifiers that use RF reflections to detect actions like falling,

walking, sitting, etc. [21, 23, 32]. This literature shows that

RF signals carry an impressive amount of information about

people and their movements. But, how rich a description of

people can one extract from the surrounding radio signals?

https://doi.org/10.1145/3230543.3230579
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In this paper, we demonstrate the potential of extracting

rich and detailed information about people using the radio

signals that bounce off their body. Instead of simply returning

a person’s location, we present RF-Pose3D, a new system

that can use the RF signals in the environment to extract full

3D skeletons of people including the head, arms, shoulders,

hip, legs, etc. Further, the extracted skeletons are dynamic,

i.e., they move and act like the original people in the scene.

Fig. 1 presents the output of our system, and compares it

against RF-based localization. The figure on the left shows a

scene with two people. The figure in the middle illustrates

the output of today’s RF-based localization systems. The

figure on the right shows the output of our system, which

not only localizes the people, but also provides their detailed

3D skeletons and reveals their exact posture. Further, if the

persons in Fig. 1(a) move, the skeletons in Fig. 1(c) would

move accordingly.

Such 3D skeletons have applications in gaming where they

can extend systems like Kinect to work across occlusions.

They may be used by law enforcement personnel to assess

a hostage scenario, leveraging the ability of RF signals to

traverse walls. They also have applications in healthcare,

where they can track motion disorders such as involuntary

movements (i.e., dyskinesia) in Parkinson’s patients.

Designing a system that maps RF signals to 3D skeletons is

a highly complex task. The system must model the relation-

ship between the observed radio waves and the human body,

as well as the constraints on the location and movement

of different body parts. To deal with such complexity we

resort to deep neural networks. Our aim is to leverage recent

success of convolutional neural network (CNN), which has

demonstrated a major leap in abstracting the human pose in

images and videos [6, 13, 22].

Our neural network takes as input the RF signal captured

by an FMCW radio similar to the radio used in past work

on localization [2]. The network operates on sliding time

windows of 3 seconds. It produces a continuous 3D video

of the skeletons in the scene, where for each skeleton it

tracks the 3D location of 14 keypoints: head, neck, shoulders,

elbows, wrists, hip, knees, and feet.

The design of RF-Pose3D is structured around three com-

ponents that together provide an architecture for using deep

learning for RF-sensing. Each component serves a particular

function as we describe below.

(1) Sensing the 3D Skeleton: This component takes the

RF signals that bounce off someone’s body, and leverages

deep CNN to infer the person’s 3D skeleton. There is a key

challenge, however, in adapting CNNs to RF data. The RF

signal that we deal with is a 4 dimensional function of space

and time. Thus, our CNNneeds to apply 4D convolutions. But

common deep learning platforms (e.g., Pytorch, Tensorflow)

do not support 4D CNNs. They are targeted to images or

videos, and hence support only up to 3D convolutions. More

fundamentally, the computational and I/O resources required

by 4D CNNs are excessive and limit scaling to complex tasks

like 3D skeleton estimation.

To address this challenge, we leverage the properties of

RF signals to decompose 4D convolutions into a combina-

tion of 3D convolutions performed on two planes and the

time axis. We also decompose CNN training and inference to

operate on those two planes. We analytically prove that our

decomposition is valid and equivalent to performing 4D con-

volutions at each layer of the neural network. This approach

not only addresses the dimensional difference between RF

data and existing deep learning tools, but also reduces the

complexity of the model and speed up training by orders of

magnitude.

(2) Scaling toMultiple People:Most environments have

multiple people. To estimate the 3D skeletons of all indi-

viduals in the scene, we need a component that separates

the signals from each individual so that it can be processed

independently to infer his or her skeleton. The most straight-

forward approach to this task would run past localization

algorithms, locate each person in the scene, and zoom in on

signals from that location. The drawbacks of such approach

are: 1) localization errors will lead to errors in skeleton esti-

mation, and 2) multipath effects can create fictitious people.

To avoid these problems, we design this component as a

deep neural network that directly learns to detect people and

zoom in on them. However, instead of zooming in on people

in the physical space, the network first transforms the RF

signal into an abstract domain that condenses the relevant

information, then separates the information pertaining to

different individuals in the abstract domain. This allows the

network to avoid being fooled by fictitious people that ap-

pear due to multipath, or random reflections from objects in

the environment.

(3) Training: Once the network is setup, it needs train-

ing data –i.e., it needs many labeled examples where each

example is a short clip (3-second) of received RF signals and

a 3D video of the skeletons and their keypoints as functions

of time. How do we obtain such labeled examples?

We leverage past work in computer vision which, given

an image of people, identifies the pixels that correspond to

their keypoints [6]. To transform such 2D skeletons to 3D

skeletons, we develop a coordinated system of 12 cameras.

We collect 2D skeletons from each camera, and design an

optimization problem based on multi-view geometry to find

the 3D location of each keypoint of each person. Of course,

the cameras are used only during training to generate labeled

examples. Once the network is trained, we can take the radio

to new environments and use the RF signal alone to track

the 3D skeletons and their movements.
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RF-Pose3D has been evaluated empirically. We train and

test our system using data collected in public environments

around our campus.
1
The dataset has over one hundred peo-

ple performing diverse indoor activities: walking, sitting,

waiting for elevators, opening doors, talking to friends, etc.

We train and test in different environments to ensure the net-

work generalizes to new scenes. We summarize our results

as follows:

• Qualitative Results: Figure 1 above provides a represen-
tative example of our results (more are provided in §8.3).

The figure shows an important feature of our 3D skele-

tons. The radio in this experiment is situated behind the

seated person, and hence captures signals from a specific

perspective. Yet, RF-Pose3D generates 3D skeletons that

can be shown from any perspective –e.g., you can look at

them from the direction opposite to the radio.

• Accuracy of Each Keypoint: RF-Pose3D estimates si-

multaneously the 3D locations of 14 keypoints on the body.

Its average error in localizing a keypoint is 6.5cm in the

horizontal plane and 4.0cm along the vertical axis. To the

best of our knowledge, this is the first work that localizes

multiple keypoints on the human body at the same time.

• Indoor Localization: Once we have 3D skeletons, we

can easily localize people. Our median localization error is

1.7cm, 2.8cm and 2.3cm along the X, Y and Z axes, which

is a significant improvement over past work.

Contributions: This paper makes the following contribu-

tions:

• This paper is the first to extract 3D skeletons and their

keypoints from RF signals. Inferring the 3D skeleton is

a complex task that requires mapping 14 keypoints on

the human body to their 3D locations. It also involves

generalization to unseen views that are different from the

view of the radio.

• The paper presents a novel CNN model that differs from

all past work including models used in computer vision.

The key property of this model is its ability to decompose

4D CNN to 3D convolutions over 2D planes and the time

axis. This method allows us to maintain spatio-temporal

relationship between human keypoints, yet operate on in-

dividual views of the signal over time, which both reduces

complexity and allows for using common neural network

platforms.

• The paper presents an architecture that leverages deep

learning to sense humans using RF signals. Our archi-

tecture consists of a component that generates training

example, a component that separates RF data from dif-

ferent individuals, and a sensing component that infers

properties related to a particular individual. We show how

1
All experiments that involve humans satisfy our IRB requirements.

to build these components using deep neural networks

and multi-view optimization of visual data. We believe

that this architecture as well as our camera system can be

used by researchers in the field to address other RF-based

sensing tasks.

2 RELATEDWORK
Related work falls in two areas.

(a) Wireless Systems: Recent years have witnessed much

interest in localizing people and tracking their motion using

wireless signals. The literature can be divided into: device-

based and device-free systems. Device-based tracking sys-

tems localize people using the signal generated by some

wireless device they carry, e.g., their cell phone [19, 34]. On

the other hand, device-free wireless tracking systems do not

require the tracked person to wear sensors on their body.

They work by analyzing the radio signal reflected off the

person’s body. Different papers localize the people in the

environment [2, 17], monitor their walking speed [15, 31],

track their chest motion to extract breathing and heart-

beats [3, 39, 41], or track the arm motion to identify a partic-

ular gesture [21, 23].

Previous papers have also tried to generate a human silhou-

ette based on RF reflections [1, 40]. Specifically, RF-Capture [1]

creates a coarse description of the human body behind a wall

by collapsing multiple body parts detected at different points

in time. This system is limited to a single person performing

a single action, which is to walk towards the device. Further,

it cannot simultaneously localize multiple keypoints on the

human body. Additionally, we have introduced an earlier

version of RF-Pose that addresses the case of extracting a

2D skeleton from RF signals [40]. In 2D pose estimation, the

keypoints are expressed as pixels in a particular 2D view.

Hence, this approach cannot generalize to different views or

provide depth information. Further, the design of the CNN

therein does not have a method to separate inputs from dif-

ferent individuals in the scene. In contrast to that work, this

paper introduces a method to estimate 3D poses from RF

signals. The design separates RF information from different

individuals and uses a decomposed 4D convolution to track

their 3D poses over time.

(b) Computer Vision: Inferring the human pose from im-

ages is a known problem in the computer vision literature.

The problem comes in two flavors: 2D and 3D. 2D pose esti-

mation has achieved remarkable success recently [6, 8, 11,

13, 16, 22, 33]. This is due to the availability of large-scale

datasets of annotated 2D human poses, and the introduction

of deep neural network models. In contrast, advances in 3D

human pose estimation remain limited due to the difficulty

and ambiguity of recovering 3D information from 2D images.

Other than conventional cameras, people have also explored
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the potential of estimating 3D poses with RGB-Depth cam-

eras [37] and VICON motion capture systems [27].

Our work builds on human pose estimation in computer

vision in three ways. First, we similarly use deep neural

networks to address this problem. Second, we leverage a

vision system called OpenPose [6] to extract 2D skeletons

from images. We integrate this module in our camera system,

which combines such 2D skeletons across 12 cameras to

create 3D skeletons that can be used as training examples

for our network. Third, our module that zooms in on the RF

signal from a particular individual and separates it from the

signals from other individuals is inspired by object detection

in computer vision, specifically systems like R-CNN, Fast

R-CNN and Faster R-CNN [9, 10, 24] which use deep neural

models to generate a bounding box around objects of interest

in an image (e.g., a dog).

Our work, however, is fundamentally different from all

past work in computer vision. We infer 3D poses from RF

signals, which is intrinsically different from extracting 3D

poses from images due to basic differences between the two

data types. In particular, images have high spatial resolu-

tion whereas RF signals have low spatial resolution, even

when using multi-antenna systems. Second, the human body

scatters visible light, but acts as a reflector for the RF bands

of interest (frequencies around few GHz) [5]. Hence, only

signals that fall close to the normal on the body surface are

reflected back towards the radio source. As a result, at any

time, only a few body parts are visible to the radio [1]. Fur-

thermore, our neural network model differs from past work

in vision, and is the first to propose 4D CNN decomposition.

Even our dataset is different. Existing datasets for inferring

3D poses from images are limited to one environment or

one person (e.g., Human3.6M [7]). In contrast, our dataset

spans multiple environments and our scenes include multi-

ple people. This allows our system to learn to generalize to

new environments which are unseen during training.

3 PRIMER
3.1 Convolutional Neural Network
Convolutional Neural Network (CNN) has been the main

workhorse of recent breakthroughs in understanding im-

ages [14, 20], videos [29, 30] and audios [4, 38]. Below we

describe the basic building blocks of a CNN that are relevant

to this paper.

Deep Neural Network: A deep neural network contains

multiple layers of neurons that extract information from the

input signal. Each neuron receives input from the neurons

in the previous layer and combines them through weights

and a nonlinearity (e.g., sigmoid). Mathematically, the value

of a neuron ani at the n-th layer is σ (
∑

j w
n
i ja

n−1
j ), where an−1j

x1 x2 x3

Softmax loss
. . .

target c⇤input

class scores s

Figure 2: CNN architecture for classification task, where x1, x2 and x3
are feature maps, s shows the class scores, and c∗ refers to the label. The

Softmax loss function compares the score vector with the label.

are the neurons from the previous layer,wn
i j are the weights

and σ (·) is a nonlinearity.

CNN: Different from the ordinary neural networks where

each neuron is connected to all the neurons in the previous

layer, each neuron in a CNN is only locally connected with

a few neurons in the previous layer. Also, all the neurons

in the same layer of a CNN share the weights. The value of

neurons in a CNN can be computed as the convolution of a

weight kernel with the neurons in the previous layer, that

is an = σ (f n ∗ an−1), where ∗ is the convolution operator,

and f n refers to the weight kernel at layer n. CNNs leverage
local dependencies in the data to reduce the total number of

weights that the network needs to learn. Hence, they allow

for much deeper networks.

Feature maps: The value of the neurons in a CNN layer are

usually referred to as features maps, as they can be viewed

as features that correspond to different parts of the input. As

the number of layers increases, the resulting features maps

capture increasingly global and more complex properties of

the input signal.

Training CNN for Classification: A neural network is

trained to minimize a loss function that captures the dif-

ference between the current output of the network and the

desired output given some labeled examples. In classifica-

tion tasks, the final layer of the network is made to output a

score for each class (i.e., a vector of scores). A Softmax loss

is used to measure the discrepancy between the class scores

s = {sc }Kc=1 and the target label c∗ as follow:

LSoftmax(s, c
∗) = − log

esc∗∑
c e

sc
, (1)

where sc∗ is the score prediction of the target class. Training

a CNN means adjusting the weights of the various layers to

minimize the Softmax loss. This is usually done with stochas-

tic gradient descent and its variants [18]. Fig. 2 illustrates

the basic design of a 3-layer CNN, where x1, x2 and x3 are
feature maps, and s shows the class scores. The highest score
typically corresponds to the correct class indicated by the

label c∗. The Softmax loss function compares the score vector

with the label.

CNN inference after training: Once trained, a CNN can

perform inference on new data. CNN will compute class
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Figure 3: RF-Pose3D’s system overview. Top graph shows the process of

generating labeled 3D poses using our coordinated camera system. The

labeled samples are used to train the model in the bottom graph. The model

can be divided into two components: a region proposal network (RPN) that

zooms in on RF data from one individual, and a CNN that extracts the 3D

skeleton from the proposed region.

scores for the new input and predict it as the class with the

highest score, that is:

ĉ = argmax

c
sc (2)

3.2 Multi-Antenna FMCW Radio
RF-Pose3D uses a multi-antenna FMCW radio similar to the

one used in [1]. The radio has a single transmit antenna, and

two 1D antenna arrays for reception, one situated horizon-

tally and the other vertically. The combination of FMCW

and antenna arrays allows the radio to measure the signal

from different 3D voxels in space. Specifically, the RF signals

reflected from location (x ,y, z) can be computed as [25]:

a(x ,y, z, t) =
∑
k

∑
i

stk,i · e
j2π

dk (x,y,z)
λi , (3)

where stk,i is the i-th sample of an FMCW sweep received on

the k-th receive antenna at the time index t (i.e., the FMCW

index), λi is the wavelength of the signal at the i-th sample in

the FMCW sweep, and dk (x ,y, z) is the round-trip distance

from the transmit antenna to the voxel at (x ,y, z), and back

to the k-th receive antenna.

4 OVERVIEW
RF-Pose3D is a system that estimates multi-people 3D poses

based on RF signals. RF-Pose3D takes as input the RF reflec-

tions from the environment captured by a multi-antenna

FMCW radio. Such reflections are a 4D function of space and

time, which we refer to thereafter as a 4D RF tensor.

RF-Pose3D’s design is based on a deep neural network

architecture (Fig. 3). The system includes multiple compo-

nents:

• A multi-camera sub-system that generates 3D poses from

many 2D images taken from different viewpoints (top

graph in Fig. 3). The output of this subsystem is used

to provide labeled examples to train RF-Pose3D’s neural

networks.

• A neural network model that extracts multi-people 3D

poses from RF signals (bottom graph in Fig. 3). The model

is trained using labeled examples from the camera system.

Once training is over, the model can infer 3D skeletons

from RF signals alone. Furthermore, it can be taken to new

environments that it did not see during training and would

still work correctly. The model itself has two conceptual

subcomponents:

– A component that zooms in on the RF data from each

individual separately. We refer to this network as the

region proposal network (RPN) because it associates

each person with the RF data in a particular region.

– A component that operates on the RF data of each per-

son and extracts his or her skeleton. We refer to this

component as the CNN.

The following sections explain the above three compo-

nents: the camera-system, the RPN, and the CNN. For clarity

reason, we start by explaining the CNN assuming only one

person in the scene. We then extend the model by adding

the RPN, which takes care of separating the RF signals from

different people in the scene. Finally, we explain the camera

system and how it obtains labeled examples for training.

5 3D POSE ESTIMATION FROM RF
In this section, we describe our design of a CNN model that

uses RF signal to estimate the 3D human pose. The problem

of 3D pose estimation is defined as identifying the 3D loca-

tions of 14 anatomical keypoints on the body: head, neck,

shoulders, elbows, wrists, hips, knees and ankles. We first fo-

cus on 3D pose estimation for a single person in this section,

and extend it for multi-person scenarios in §6.

Manually designing amapping fromRF signals to 3D poses

is an intractable task. Such a mapping has to take care of

reflection properties, the presence of multi-path and other

reflective objects, the deformable nature of the human body,

and the constraints on the movements and locations of hu-

man body parts with respect to each other. Thus, rather than

manually design filters or rules to decode 3D human poses

from the RF signals, we consider neural networks, which

have proved their advantage in learning complex mappings

from training examples. Our goal is to design a CNN model

that takes as input a 4D RF tensor (§3.2), and outputs a 3D

human pose.

5.1 CNN Model
We start by formulating keypoint localization as a CNN classi-

fication problem, then design a CNN architecture that solves

the problem.
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Figure 4: Illustration of RF-Pose3D’s 4D CNN model. The model localizes

human keypoints (e.g., head, neck, right knee) by classifying each keypoint

to one voxel in space.

Keypoint localization as CNN classification: We first

discretize the space of interests into 3D voxels. In our CNN

classification problem, the set of classes are all 3D voxels,

and our goal is to classify the location of each keypoint (head,

neck, right elbow, etc.) into one of the voxels. Specifically,

to localize a keypoint, our CNN outputs scores s = {sv }v ∈V
corresponding to all 3D voxels v ∈ V , and the target voxel

v∗
is the one that contains the keypoint. We use the Softmax

loss LSoftmax(s,v∗) as the loss of keypoint localization (§3.1).

To localize all 14 keypoints, instead of having a separate

CNN for each of the keypoint, we use a single CNN that

outputs scores sk for each of the 14 keypoints. This design

forces the model to localize all the keypoints jointly, and

will learn to infer the location of occluded keypoint based

on the locations of other keypoints. The total loss of pose

estimation is the sum of the Softmax loss of all 14 keypoints:

Lpose =
∑
k

LSoftmax(s
k ,vk

∗

), (4)

where the index k refers to a particular keypoint. Once the

model is trained, it can predict the location of each keypoint

k as the voxel with the highest score:

v̂k = argmax

v
skv . (5)

CNN architecture: To localize keypoints in 3D space, our

CNN model needs to aggregate information over space to

analyze all RF reflections from a person’s body and assign

scores for each voxel. Also the model needs to aggregate

information across time to infer keypoints that may be oc-

cluded at a specific time instance. Thus, as illustrated in Fig. 4,

our CNN model takes 4D RF tensors (space and time) as in-

put and performs 4D convolution at each layer to aggregate

information along space and time, that is:

an = f n ∗(4D) a
n−1, (6)

where an and an−1 are the feature maps at layer n and n −

1, f n is the 4D convolution filter at layer n and ∗4D is 4D

convolution operator.

5.2 Challenge: Time and Space Complexity
The 4D CNN model described in §5.1 has practical issues.

The time and space complexity of 4D CNN is so prohibitive

that major machine learning platforms (PyTorch, Tensorflow)

only support convolution operation up to 3D. To appreciate

the computational complexity of such model, consider per-

forming 4D convolutions on our 4D RF tensor. The size of

the convolution kernel is fixed and relatively small. So the

complexity stems from convolving with all 3 spatial dimen-

sions and the time dimension. Say we want to span an area

of 100 square meters with 3 meters of elevation. We want to

divide this area to voxels of 1 cm3
to have a good resolution

of the location of a keypoint. Also say that we take a time

window of 3 seconds and that we have 30 RF measurements

per voxel per second. Performing a 4D convolution on such

tensor involves 1, 000 × 1, 000 × 300 × 90, i.e., 27 giga opera-

tions. This process has to be repeated for each example in the

training set, which contains over 1.2 million (§8.3) such ex-

amples. The training can take multiple weeks. Furthermore,

the inference process cannot be performed in real-time.

In fact, the above analysis underestimates the required

training and inference time since 4D convolution is one out

of multiple high-complexity computations needed by a 4D

CNN. Claim 1 below states the complexity of our 4D CNN,

which depends on three equally complex computations: 4D

convolution (Eqn. 6), Softmax loss computation (Eqn. 4) and

maximum score selection (Eqn. 5).

Claim 1. Assuming the time and space complexity of com-
puting the response of a 4D filter at a single location and time
is O(1), the time and space complexity of each 4D convolution,
Softmax loss computation and maximum score computation
are all O(XYRT ), where X ,Y ,R,T are the size of the input 4D
RF tensor along the space and time axes.

5.3 Model Decomposition
We present a model decomposition that allows us to reduce

the complexity from O(XYRT ) to O(XRT + YRT ). For sce-
narios in which a resolution of a couple of centimeters is

desirable for a space that spans 10 × 10 square meters, this

decomposition translates to 3 orders of magnitude reduction

in computation time. In §8.6 we show that such a reduction

allows us to infer the 3D skeleton in real-time on a single

GPU.

At a high-level, our model decomposition goes as follows:

We first prove that our 4D RF tensor is planar decompos-

able (planar decomposition defined later in Definition 2 and

3). Then we prove that for a layer in a CNN, if its input is

planar decomposable, its output is also planar decompos-

able. Thus, we can stack many convolution layers creating a

deep CNN while maintaining decomposability. Finally, we

prove that the computation of the loss function and the pro-

cess of detecting which class has the maximum score are

both decomposable when given a decomposable tensor as

input. This last step means that we can train the network
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Figure 5: Illustration of Planar Summation.

(and use it for inference) while operating on its decomposed

version –i.e., the two 2D planar tensors and the time axis.

This completes our model decomposition. Below, we define

planar decomposition and state the theorem underlying the

model decomposition process, and leave the proofs to the

Appendix.

We first define the concept of a planar summation. This

concept allows us to create a 3D tensor from two 2D tensors

simply by replicating and summing their entries, as shown

in Fig. 5. Specifically:

Definition 2 (Planar Summation). IfA is ann×l matrix
and B is anm × l matrix, then the planar sum A ⊕ B is an
n ×m × l 3D tensorC , whereCi, j,k = Ai,k + B j,k .

Analogously, we can define planer decomposition as tak-

ing a 3D tensor and decomposing it to two 2D tensors that

can regenerate the original 3D tensor using planar summa-

tion. Specifically:

Definition 3 (Planar Decomposition). An n ×m × l 3D
tensor C is planar decomposable if it can be written into the
planar sum of an n × l matrix A and anm × l matrix B, that
is,C = A ⊕ B.

Once we have defined planar summation and decompo-

sition, the process of decomposing our 4D CNN becomes

simple.

(1) First we decompose the RF input.

Theorem 4 (Decomposition of 4D RF tensor by de-

composing its spatial dimensions). The 3D RF tensor
from an FMCW array radio with a horizontal array and
a vertical array (§3.2) is planar decomposable. It can be
decomposed into the planar summation of the 2D RF ten-
sors computed separately from the horizontal array and
the vertical array.

(2) Then, we show that for every convolution layer, if its

input is decomposable, its output is also decomposable.

Theorem 5 (Decomposition of Convolution). For a
decomposable 4D tensor A = H ⊕ V , the output of con-
volving A with a 4D filter f is also decomposable. That
is, there exist 3D tensors H ′ and V ′, such that H ′ ⊕ V ′ =
(H ⊕ V ) ∗(3D) f .

(3) Next, we show that the loss function and the identifica-

tion of the class with the maximum score are decompos-

able. Hence, allowing us to perform training and infer-

ence on the decomposed networks.

Theorem 6 (Decomposition of Softmax Loss). For an
n× l matrixH and anm× l matrixV , Softmax loss L(H ⊕

V , (x∗,y∗, r ∗)) can be computed as:

log (
∑
r

(
∑
x

eH x,r ) · (
∑
y

eV y,r )) −Hx ∗,r ∗ −V y∗,r ∗

Theorem 7 (Decomposition of Maximum Score). For
an n × l matrix H and anm × l matrix V , the maximum
value of H ⊕ V can be computed as follows:

max (H ⊕ V ) = max

r
(hr +vr )

where hr = maxx (Hx,r ) andvr = maxy (V y,r ).

(4) Finally, Claim 8 below states our final result of reducing

the 4DCNN complexity fromO(XYRT ) toO(XRT+YRT ),
which is derived directly from the above theorems.

Claim 8. Assuming the time and space complexity of
computing the response of a 4D filter at a single location
and time are both O(1), the time and space complexity of
each 4D convolution (Theorem 5), Softmax loss computa-
tion (Theorem 6) and maximum value computation (Theo-
rem 7) are allO(XRT +YRT ), where X ,Y ,R,T are the size
of input 4D RF tensor on spatial and time axis.

6 MULTI-PERSON 3D POSE ESTIMATION
While the CNN described in the last section can handle single-

person 3D pose estimation, the RF signal is capable of captur-

ingmultiple people at the same time. Therefore, it is desirable

to extend the CNN model so that it can extract 3D skeletons

of multiple people from the RF signal. To this end, we follow

the divide-and-conquer paradigm by first detecting people

regions and then zooming into each region to extract 3D

skeleton for each individual. This leads to the design of a

new neural network module called region proposal network

(RPN), which generates potential people regions.

The most straight-forward approach would have the RPN

operate directly on the RF input to identify the 3D region in

space that is associated with each person. We can then run

our CNN pose-estimation model from last section on the 4D

RF tensor after cropping it according to the RPN output. We

actually take a different approach: We split the CNN model

from last section and make the RPN operate on the output

of an intermediate layer (i.e., a feature map), as shown in

Fig 6. This approach is inspired by object detection in images;

instead of trying to detect objects in the original image, it is

preferable to detect objects at an intermediate layer after the

information has been condensed. For our application, the
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Figure 6: Extension single-person model to multiple people. The single-

person pose estimation network is split into feature network and pose

estimation network. Critically, region proposal network is inserted to detect

individual person based on the output of FN. The skeleton of each individual

is further estimated by pose estimation network.

reason why we crop the region associated with a person at

an intermediate layer is twofold. First, the raw RF signal is

cluttered and suffers from multipath effect. So we want to

use a few convolutions layers to condense the information

and remove clutter before asking the RPN to crop a specific

region (Fig. 12). Second, when multiple people are present,

they may occlude each other from the RF device, resulting

in missing reflections from the occluded person. Thus we

want to perform a few 4D spatio-temporal convolutions to

combine information across space and time to allow the RPN

to detect a temporarily occluded person

The RPN is inserted in themiddle as shown in Figure 6. The

CNN model is split into two parts, which we name as feature

network (FN) and pose estimation network (PEN). Feature

network extracts abstract and high-level feature maps from

raw RF signals. Based on these features maps, we first detect

potential person regions with RPN. For each region detected

by RPN, we zoom into the corresponding region on the fea-

ture maps, crop the features and feed them into our pose

estimation network.

The single person network contains 18 convolutional lay-

ers totally. We split the first 12 layers into feature network

(FN) and the remaining 6 layers into pose estimation network

(PEN). Where to split is not unique, but generally the FN

should have enough layers to aggregate spatial and temporal

information for the subsequent RPN and PEN.

6.1 Region Proposal Network
Region proposal network (RPN) is built to generate possible

person regions for the subsequent pose estimation network.

Ideally a region is a cuboid which tightly bounds a person.

While it is inefficient to search over the 3D space to propose

such cuboids, it is quite unlikely that one person stands

over the head of another person. Therefore, we simplify the

3D cuboid detection as 2D bounding box detection on the

horizontal plane (recall that we have decomposed our 4D

convolutions to two 3D convolution over horizontal and

vertical planes and the time axis).

The RPN takes as input feature maps output by the FN,

and outputs a set of rectangular region proposals, each with

a score describing the probability of the region containing

a person. The RPN is implemented as a standard CNN. One

way to train the RPN is to try to all possible regions, and for

each region classify it as correct if it fits tightly around a real

person in the scene. This approach is very slow since there

are so many possible regions. Instead we sample potential

regions using a sliding window. For each sampled window,

we use a classifier to check whether it intersects reasonably

well with a real person. If it does, RPN tries to adjust the

boundaries of that window to make it fit better.

We assign a binary label to each window for training, to

indicate whether it contains a person or not. To set the label,

we use a simple intersection-over-union (IoU) metric, which

is defined as:

IoU =
Area of Intersection

Area of Union

(7)

Therefore, (1) a window that overlaps more than 0.7 IoU

with any ground truth region (i.e., a region corresponding to

a real person) is set as positive; (2) a window that overlaps

less than 0.3 with all ground truth is set as negative; For

other windows which satisfy neither of the above criteria,

we simply ignore them during the training stage. For other

details, we refer the reader to the literature on selecting

regions for object detection in images [24].

7 GENERATING 3D POSE LABELS
To learn 3D skeletons from RF signals, RF-Pose3D needs

many training examples –i.e., synchronized 4D RF tensors

and the corresponding 3D skeletons. In this section, we de-

scribe a subsystem that generates such training examples.

This subsystem is designed to satisfy the following require-

ments:

• Portable and Passive: It should be portable so that we

can collect pose labels from different environments to

make sure that our RF-based model can generalize to new

scenes. It should also be passive without requiring people

to wear any markers, as opposed to motion capture sys-

tems (e.g., VICON [28]) that require every person in the

scene to put reflective markers around every keypoint.

• Accurate and Robust: It should generate accurate 3D

skeletons and localize every keypoint on each person with

respect to a global reference frame. It also should be robust

to various types of occlusions including self-occlusion,

inter-person occlusion and occlusion by furniture or walls.

Such data is necessary to enable RF-Pose3D to estimate 3D

skeletons from different perspectives despite occlusions.
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Figure 7: Diagram of 3D skeleton generation using a set of RGB images.

• Capable of dealing with multiple people: It should
track the 3D skeletons of multiple people simultaneously

so that RF-Pose3D has training examples with multiple

people and hence can scale to such scenarios.

We have designed and implemented a subsystem for gen-

erating labeled examples that satisfy all of the above require-

ments. Fig. 7 illustrates the operation of this system, which

involves the following steps:

Multi-camera system: Our system has 12 camera nodes,

each of which consists of a Raspberry Pi, a battery, and a

camera module board. Our nodes are small, light, and easy

to deploy by attaching them on the wall. The camera nodes

are synchronized via NTP and calibrated with respect to one

global coordinate system using standard multi-camera cali-

bration techniques [36]. Once deployed, the cameras image

people from different view points.

2D skeleton generation: Next, our system uses the images

captured by the cameras to generate 2D skeletons. To do so,

we leverage a computer vision system called OpenPose [6],

which given an image returns the 2D skeletons of the people

in it, as shown in Fig. 7. Ideally we would like the same

skeletons to appear in the images of all 12 cameras. However,

due to occlusions and the fact that 12 cameras are placed to

cover different area, each camera may see different people

or different keypoints of the same person.

2D skeleton association: Next, we identify 2D skeletons

of the same person and associate them together as shown

in Fig. 7. To tell whether a pair of 2D skeletons are from the

same person or not, we look at the geometric relationship

between them. Specifically, given a 2D keypoint (e.g. head),

the original 3D keypoint must lie on a line in the 3D space

that is perpendicular to the camera view and intersects it

at the 2D keypoint. The intuition is that when a pair of 2D

skeletons are both from the same person, those two lines

corresponding to the potential location of a particular key-

point will intersect in 3D space. On the other hand, if the

pair of 2D skeletons are from two different people, those two

lines in 3D space will have a large distance and no intersec-

tion. Based on this intuition, we use the average distance

between the 3D lines corresponding to various keypoints as

the distance metric of two 2D skeletons, and use hierarchical

clustering [26] to cluster 2D skeletons from the same person.

Triangulating 3D skeletons: Once we have multiple 2D

skeletons from the same person, we can triangulate their

keypoints to generate the corresponding 3D skeleton. We

estimate the 3D location of a particular keypoint p using

its 2D projections pi as the point in space whose projection

minimizes the sum of distances from all such 2D projections,

i.e.:

p = argmin

p

∑
i ∈I

Cip − pi
2
2
, (8)

where the sum is over all cameras that detected that key-

point, and Ci is the calibration matrix that transforms the

global coordinates to the image coordinates in the view of

camera i [12].

8 IMPLEMENTATION AND EVALUATION
In this section, we describe our implementation, dataset and

evaluation results.

8.1 Implementation
Neural Network Architecture. Today there are a few stan-

dard CNN designs that are widely used across tasks, we

choose to use the ResNet [14] design that uses residual con-

nections across different layers. For more detail about ResNet,

please refer to [14]. Our feature network uses a ResNet with

12 layers. Our region proposal network and pose estimation

network have another 2 and 6 layers on top of the feature

network, respectively. All convolutional layers have a kernel
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size of 5 except the region proposal networkwhere the kernel

sizes are 3 and 1 for the first and second layer, respectively.

Training Details. All 3 subnetworks are trained jointly us-

ing ADAM optimizer [18] with a learning rate of 0.001. Both
Residual Connection and Batch Normalization are adopted to

benefit the training. To stabilize the training, we balance the

loss weights between RPN and PEN as 1 and 0.3, respectively.

We use RoiAlign [13] to crop and resize feature maps inside

each region proposal.

Camera System. We have implemented a wireless camera

system consisting of 12 camera nodes. Each camera node is

built on a Raspberry Pi 3 single-board computer resulting in

a small box design (10 × 7 × 5cm) with a light weight (290д).

RF Radio. RF-Pose3D uses an FMCW radio equipped with

a vertical and horizontal antenna arrays, similar to the one

used in [1]. The radio transmits an FMCW chirp sweeping

the frequencies from 5.4 to 7.2 GHz. The transmission power

is less than one millie Watt. The RF signal is processed using

standard FMCW and antenna array equations to generate 30

vertical and horizontal heatmaps per second, which are then

synchronized with the camera frames.

Synchronization. Our radio and cameras are synchronized

using the network time protocol (NTP). When using a lo-

cal NTP server, the clock synchronization error is less than

1ms on average. During experiments, we timestamp all the

RF heatmaps and video frames and synchronize different

streams based on their timestamps. We use an FPS of 30 for

all the RF and video streams after synchronization.

8.2 Dataset
We have collected a diverse dataset of synchronized 3D skele-

tons and RF signals. Our dataset has people performing a

variety of typical activities including walking, sitting, hand

shaking, using mobile device, chatting, waving hands, etc.

• Scale: The dataset contains 16 hours of data. This results
in 1,693,440 samples of synchronized 3D skeleton frames

and 3D RF tensors.

• Diversity: Our data is collected from 22 different locations

on a university campus including seminar rooms, open

spaces, and offices. The average number of people in each

frame is 2.3.

• Accuracy of 3D skeleton labels: To evaluate the accu-

racy of 3D skeletons generated by our camera system (§7),

we compare the resulting skeletons against a VICON mo-

tion capturing system [28]. Table 1 shows the average

distance between 3D skeletons from our camera system

and from a VICON system. Our 3D skeletons have an av-

erage error of 1.1cm and 1.5cm along two axes on the

horizontal plane and 0.7cm along the vertical axis. This

result suggests that our 3D skeleton generation subsys-

tem is very accurate and can serve as the ground-truth for

training our RF-based model. Note that we could not use

the VICON room to generate labeled examples for training

since it would limit us to only one environment.

Axis Avg Hea Nec Sho Elb Wri Hip Kne Ank

X 1.1 1.7 0.6 0.8 1.3 1.3 1.1 1.1 1.1

Y 0.7 0.4 0.3 0.4 0.9 1.5 0.6 0.9 0.9

Z 1.5 1.5 1.4 1.2 1.5 1.9 1.6 2.1 1.2

Table 1:Average distance between labels from our camera system and labels

from a VICON system. The results show high accuracy and hence justify

using our camera system as the ground truth for RF-based 3D skeleton

estimation.

8.3 3D Pose Estimation Performance
The 3D pose estimation performance is evaluated by compar-

ing the pose predicted from our model with the ground truth

from the camera system. We ensure that the data used for

testing and training do not include the same environments.

Training/Testing Split: Our dataset is split into 12 and 4

hours for training and testing, respectively. Our model is

trained with data from 16 environments and tested in the

remaining 6 environments that are not in the training set.

Metric: The spatial distance for each human keypoint be-

tween the model predictions and ground truth.

Axis Avg Hea Nec Sho Elb Wri Hip Kne Ank

X 4.2 3.9 3.1 3.6 4.3 5.8 3.2 4.0 5.1

Y 4.0 4.4 4.2 4.3 4.0 5.1 3.5 3.3 3.5

Z 4.9 4.8 3.9 4.4 5.0 6.6 3.8 4.2 5.7

Table 2: Average keypoint localization error (cm) of RF-based 3D skeleton

prediction on the test set.

Overall Performance: The keypoint localization perfor-

mance of our model is shown in Table 2, where the X and

Z axes define the horizontal plane and Y is the vertical axis.

The average error in localizing a keypoint are 4.2, 4.0 and
4.9 cm in the X, Y and Z axes, respectively. The error along

X and Z axes are larger than that of Y axis because of the

larger variation of locations in the horizontal plane.

The table reports the localization accuracy for every key-

point type. It merges results for the left and right sides of

the body. Evaluated keypoints include head, neck, shoulder,

elbow, wrist, hip, knee, and ankle. The results show that our

model achieves less error when localizing large or slow body

parts, e.g., head or hip, than when localizing small and highly

mobile parts, e.g., wrist or ankle. For example, the average

error along X, Y and Z when localizing someone’s head is

4.4cm, whereas the error in localizing their wrist is 5.8cm.

This is expected and can be explained by two reasons. First,
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Figure 8: Keypoint localization error (cm) with (a) different number of

people; (b) people at different distances.

the amount of RF reflections highly depends on the size of a

body part. Second, limbs such as wrist and ankles are more

flexible and their movements usually have a larger degree of

freedom than head or hip, thus are harder to be captured.

Overall the accuracy is significantly higher than past local-

ization work, though the task is significantly harder since we

are localizing small body parts. This may come as a surprise

to some readers. The reason however is threefold. First, a

neural network model is much more powerful than a manu-

ally crafted model because it can capture dependencies that

are unknown to the designer. Second, our model not only

captures the information in the RF signal but also the general

constraints on the shape and relationship between different

body parts. This is because it is trained with many 3D skele-

tons and hence learns to abstract the relationship between

their keypoints. Third, we operate over time and space. Thus,

the model can learn the dynamics of how each keypoint

moves and use the information to predict the location of a

keypoint even when it is occluded.

Figure 9: Through wall example. The top left image represents the view of

the radio, the top right image shows the view inside the room. Bottom row

shows the detected skeletons in corresponding views.

Different Number of People: The performance on differ-

ent number of people is reported in Fig. 8(a). The average

error along the spatial dimensions for a single person is

3.8cm. As the number of subjects goes to 5, the average er-

ror increases to 7cm, which is caused by heavy inter-people

occlusion. The ability to sustain such accuracy with multiple

people is due to our RPN module, which can zoom in on each

person and reduce interference from other people and the

environment. One major reason we do not train with more

than 5 people is that the camera system starts to become

unstable due to heavy occlusions. Potentially our model can

be trained and tested with more people if a better camera

system is constructed to provide supervision (for example

by increasing the number of coordinated cameras).

Different Ranges:We evaluate the performance when peo-

ple are located at different distances. Fig. 8(b) shows that as

people move from 1m to 10m, the error slightly increases

from 3.8cm to 5.3cm. The increase in error is expected since

the spatial resolution of antenna arrays decreases with dis-

tance (an angular error of a few degrees leads to small errors

at nearby distances but large errors at far distances.) We did

not experiment with distances larger than 10 meters because

at such distances the main limitation is the low power of the

FMCW radio [2].

Same v.s. Different Environment:All of the above results
were for training and testing on different environment. In

this section, we train and test our model in the same envi-

ronment in order to compare with cross environment testing

result. Note that though we use the same environment, we

still use different examples for training and testing. The av-

erage error along X, Y, and Z is 3.7cm which is on par with

cross environment error which is 4.4cm. This clearly shows

that our model is robust to environmental changes. Again,

this benefit stems from the RPN module which enables the

PEN to focus on individual people and ignore environmental

reflectors.

Through-Wall v.s. Line of Sight: We evaluate our system

in through-wall scenarios where the radio is separated from

the monitored people by a wall. The errors along the X, Y

and Z axes are 5.2cm, 3.7cm and 4.7cm, respectively. These

errors are comparable to the errors in line-of-sight scenarios

which are reported in Table 2. One example is shown in

Fig. 9, where the top left image shows the viewpoint of the

radio, the right image shows the view inside the room. The

second row shows the 3D skeletons from the corresponding

viewpoints.

Qualitative Results: Fig. 10 and Fig. 11 shows samples of

3D skeletons for multiple people generated using RF-Pose3D.

It illustrates that RF-Pose3D works well in different environ-

ments and when people are doing a variety of activities, e.g.,

sitting, walking, interacting with each other, etc.
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Figure 10: Qualitative results on multi-person detection and pose estimation.

(a) 1st Camera View (b) 2nd Camera View

(c) 1st Prediction View (d) 2nd Prediction View

Figure 11: RF-Pose3D generates 3D skeletons from different perspectives.

Top row shows two views out of the camera system, bottom row shows the

detected skeletons in corresponding views.

8.4 Performance of Human Detection
Recall that our model starts by detecting people and zooming

on each of them to extract his or her skeleton. Thus we

evaluate the human detection performance of our model–i.e.,

whether it correctly detects all the people in the environment

despite fictitious people due to multipath or other objects.

Metrics:We use the following metrics that are commonly

used in object detection tasks.

• Precision: Precision is defined as the fraction of detected

regions that truly contain a person. It measures the robust-

ness of our system against false positives, i.e., fictitious

people.

• Recall: Recall is defined as the fraction of people that are

detected over the total amount of people. It measures our

system’s ability in detecting all the people without misses.

• F1 score: F1 considers both precision and recall, and is

computed as the harmonic average of the two, i.e.,
2·p ·r
p+r .

Table 3 shows the precision and recall for test data with

different number of people in the scene. Overall, our model

achieves a precision of 95.8% and a recall of 99.6% on single-

person data. As the number of people increases, the F1 score

only drops slightly by 2.9%. This demonstrates the effec-

tiveness of our region proposal network, which successfully

detects multiple people in the environment without being

fooled by multipath or objects in the environment. This is

partly attributed to the feature network which learns to at-

tenuate the side effect of multipath as well as aggregate

beneficial temporal information.

#People 1 2 3 4 5

Precision (%) 95.8 96.2 94.9 95.2 96.3

Recall (%) 99.6 98.8 97.8 96.5 93.4

F-1 score 97.7 97.4 96.3 95.9 94.8

Table 3: Precision and Recall when there are different number of people.

To better understand how RPN works consider the exam-

ple in Fig. 12. The left part of Fig. 12 shows an experiment

where there are three people in the scene. The middle part of

the figure shows the horizontal RF tensor at that instance of

time, which contains multipath reflections from the wall. The

right part of the figure shows one of the feature maps from

the feature network together with the regions proposed by

RPN. The feature map has a large value only at the locations

of the three people, suggesting that the feature network has

learned to differentiate reflections from real people from fic-

titious ones due to multipath and objects in the environment.

In this example, the RPN successfully detects all the people

and have 3 proposal boxes corresponding to each of them.

8.5 Localization Performance
We also compare our model with past work on indoor lo-

calization. Our trained model can derive people’s location
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(a) RGB image (b) Horizontal RF tensor (c) Feature map

Figure 12: An example output of RPN. Left: RGB images from the view

of the device. Middle: horizontal RF tensor that contains fictitious people

along with real ones. Right: Decomposed horizontal feature map after FN,

marked with detected regions. Fictitious people are removed, real ones are

detected.

Methods

Median 90-th Percentile

X Y Z X Y Z

RF-Pose3D 1.7 2.8 2.3 5.1 8.3 6.4

WiTrack [2] 9.9 8.6 17.7 35.0 20.0 60.0

Table 4: Comparison with previous device-free localization system. Median

and 90-th percentile localization error (cm) of RF-Pose3D and WiTrack.

Model FN RPN PEN Total 4D CNN

Time (s) 0.04 0.01 0.34 0.39 87.0 (estimated)

Table 5: Runtime analysis of our model during inference on a single NVIDIA

Titan X GPU. The table shows the time spent on each part of our model

for every 1 second of RF signal. It suggests that our model can perform

inference in real-time with our decomposition techniques while a vanilla

4D CNN could take 87.0 seconds from estimation.

simply by computing the center of neck, two shoulders and

two hips. We compare our method with previous RF-based

device-free indoor localization systemWiTrack [2] in Table 4.

Our system achieves a median error of 1.7, 2.8 and 2.3 on X, Y

and Z axes, respectively and 90-th percentile error of 5.1, 8.3

and 6.4, which is significantly better than past localization

systems. This results demonstrates the power of the new

model and the importance of the extra information it can get

from the wireless signal even for more traditional tasks like

localization.

8.6 Running Time Analysis
As explained in §5.3, the proposed planar tensor decompo-

sition technique enables us to train and test on 4D tensor

data using 3D convolutions. Here, we provide a quantitative

analysis of it. In Table 5, we benchmark the inference run-

time of the three subnetworks of our model: FN, FPN and

PEN. On a single NVIDIA Titan X GPU, one second of RF

tensor data takes only 0.39 seconds to process. Estimated

from the number of floating point operations, it would take

a 4D CNN approximately 87 seconds to perform inference,

which is way below real-time.

9 DISCUSSION
We present RF-Pose3D, a device-free system that for the

first time estimates 3D human skeletons from RF signals. By

designing a novel CNN model and leveraging camera system

for supervision, RF-Pose3D is able to detect 3D skeletons

for multiple people simultaneously. In terms of modeling, to

avoid high dimensional convolution operations, we propose

a tensor decomposition technique that is computationally

efficient, making the system capable of running in realtime.

RF-Pose3D provides a leap in the quality and richness of

human-related information learned from RF signals. How-

ever, the system exhibits some limitations: First, our dataset

is focused on common activities in office buildings (e.g., walk-

ing, sitting, standing) and misses certain poses, e.g., dancing

and doing sports. As a result, the trained model is good for

poses common in office buildings and may degenerate with

poses it did not see in the dataset. This problem can be ad-

dressed by expanding the dataset to include more actions.

Second, the radio we use in this paper can work up to 40 feet.

Extra transmission power ormultiple radios would be needed

in order to cover a larger space. Third, the efficacy of RF-

based pose estimation depends on the power reflected from

each body part. Naturally, smaller body parts (e.g., hands and

wrists) reflect less power than larger ones. Thus, learning

actions that involve complex hand motion is more difficult.

Despite these limitations, we see this paper as an important

step towards using wireless signals for human sensing. We

believe this non-contact 3D pose tracking system can en-

able new applications in healthcare, smart homes and video

gaming.
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A PROOF OF THEOREMS
Proof of Theorem 4. We prove that each 3D RF tensor is

planar decomposible, and therefore the 4D RF tensor (3D RF

tensor over time) is also planar decomposible. Consider an

FMCW array withM and N receivers for the horizontal and

vertical arrays, respectively. Let (x ,y, r ) denotes 3D location

in the (X ,Y ,R)-coordinate system as shown in Fig. 13, where

r is the distance from the point (x ,y, r ) to the origin. Let

dhm(x ,y, r ) denotes the round trip distance from transmit

antenna to the point at the 3D voxel at (x ,y, r ) and back to

them-th horizontal receive antenna. dvn (x ,y, r ) is similiarly

defined for the n-th vertical receive antenna.
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Base on Eqn. 3, the 3D RF tensor is computed as:

A(x ,y, r ) =
M∑

m=1

∑
i

shm,i · e
j2π dhm (x,y,r )

λi +

N∑
n=1

∑
i

svn,i · e
j2π dvn (x,y,r )

λi

and the 2D RF tensor based on horizontal and vertical array

are computed as:

H (x , r ) =
M∑

m=1

∑
i

shm,i · e
j2π dhm (x,0,r )

λi

V (y, r ) =
N∑
n=1

∑
i

svn,i · e
j2π dvn (0,y,r )

λi

It can be proved geometrically that dhm(x ,y, r ) = d
h
m(x , 0, r )

and dvn (x ,y, r ) = dvn (0,y, r ), therefore A(x ,y, r ) = H (x , r ) +
V (y, r ), that is A = H ⊕ V . □

X

Y

Z

y

x

r

(x, y, r)

Figure 13: (X,Y,R)-coordinate system.

Proof of Theorem 5. Due to space limit, we only prove

the decomposition of 3D spatial convolution below, and 4D

convolution is a natural extension of it. For an n × l matrix

H and anm × l matrixV , we prove that: (H ⊕V ) ∗(3D) (f
h
⊕

f v ) = H ′ ⊕ V ′
, where H ′ = (mH + 1n×m · V ) ∗(2D) f

h
,

V ′ = (nV + 1m×n · H ) ∗(2D) f
v
, and 1a×b is a-by-b all-one

matrix. Let A = (H ⊕ V ) ∗(3D) (f
h
⊕ f v ).

A(x ,y, r ) =
∑
i, j,k

(
H (x+i, r+k)+V (y+j, r+k)

)
·
(
f h(i,k)+f v (j,k)

)
H ′(x , r ) =m

∑
i,k

H (x+i, r+k)f h(i,k)+
∑
i,k

∑
j

V (j, r+k)f h(i,k)

V ′(y, r ) = n
∑
j,k

V (y+j, r+k)f v (j,k)+
∑
j,k

∑
i

H (i, r+k)f v (j,k)

It can be examined thatA(x ,y, r ) = H ′(x , r )+V ′(x , r ), hence
A = H ′ ⊕ V ′

by definition. □

Proof of Theorem 6. Base on Eqn. 1:

L(H ⊕V , (x∗,y∗, r ∗)) = log (
∑
x,y,r

eH x,r+V y,r )−Hx ∗,r ∗ −V y∗,r ∗

= log (
∑
r

(
∑
x

eH x,r ) · (
∑
y

eV y,r )) −Hx ∗,r ∗ −V y∗,r ∗

Proof of Theorem 7.

max (H ⊕ V ) = max

x,y,r
(Hx,r +V y,r )

= max

r
(max

x
Hx,r +max

y
V y,r )

= max

r
(hr +vr )
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