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Logistics

• Not typical lecture-style. This is independent work after all!


• Attendance is mandatory 


• Please use Piazza for all questions and to share useful 
information with each other!


• Office hours will be updated on class website


• ‘Intro to Neural Networks’ tutorial by Xi (date: TBD)



The semester in phases

P1: Brainstorm, literature 
review, finalize ideas


 (Feb 18)

P2: Initial setup (data 
collection, tool survey, etc)


(Feb 25)

P3: Midpoint (preliminary) 
results


(Mar 10)

P4: Endgame (finalize results, 
write report, presentations) 

(end of April)



Important IW milestones

Apply to this!



Reinforcement Learning

Sequential Decision Making

• Agent : has ability to affect change


• Action : causes change


• Environment : is affected by action


• Reward : feedback w.r.t a goal


• Time 



• Delayed feedback
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• Large number of possible action sequences

      ⇒ How to perform credit assignment for individual actions

      ⇒ Need for effective exploration

Why is RL challenging?



Ac#on value func#on

State  s =   Observed Environment

Action  a =   Command to execute
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Types of RL algorithms

• Policy gradients: directly learn a policy 
to maximize reward


• Value-based: estimate value function or 
Q-function of the optimal policy (no 
explicit policy)


• Actor-critic: estimate value function or 
Q-function of current policy and use it to 
improve the policy


• Model-based RL: estimate transition 
and reward models of the environment, 
then use it for planning, improving 
policy, etc.



(slide credits: Sergey Levine)



(slide credits: Sergey Levine)



Example: value iteration



OpenAI Gym

Great API for designing and using environments



Recent successes 

Mnih et al., 2015

Silver et al., 2016

OpenAI, 2018



• Develop an environment for a new game and train RL agents on it


• Use OpenAI gym for environment framework


• Investigate a wide range of RL agents (e.g. from OpenAI 
baselines)

Some project ideas



• Use reinforcement learning to tackle a 
decision making problem in real-world 
domains


• Traffic control (https://flow-
project.github.io/)


• Chemical reaction synthesis


• Financial prediction (tricky!)


• Robotics


• Solve differential equations


• …

Some project ideas

https://flow-project.github.io/
https://flow-project.github.io/
https://flow-project.github.io/


• Text adventure games

Narasimhan et al., 2015 Microsoft Textworld

Some project ideas



Some project ideas

• Learning without rewards?



• Develop and study new RL algorithms! Challenges to tackle include:


• Sample efficiency: How fast can you learn?


• Ability to generalize: Can a policy trained on one Atari game generalize to 
another?


• Multi-task learning: Can you train a single agent to be good at several tasks?


• Robustness: Is your algorithm robust to noise in environmental signals (state 
observations, rewards, etc.)? Analyze what breaks and why. Even better, try to fix it!


• Fairness/Bias: Can RL algorithms be biased/unfair in the same way as supervised 
methods like image classification? How can we characterize this?

Some project ideas

If you have other ideas, come talk to us!



Collaboration

• Working in teams is great! (2-3 people at max)


• Make sure each member has a clearly defined sub-part 
and responsibility


• Please do share ideas and resources with each other!



Project updates

• We will create a shared Google drive folder where you can 
each upload slides every week


• Running presentation, append new slides to the same deck


• Key points to include:


1. What you accomplished the previous week


2. Any hurdles you are currently encountering


3. Concrete plan for next week



Brainstorming



For next meeting

• Please fill out Google form with initial ideas before the next 
meeting (will be announced on Piazza later tonight)


