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Logistics

• Not typical lecture-style. This is independent work after all!


• Attendance is mandatory 


• Please use Piazza for all questions and to share useful 
information with each other!


• Office hours will be updated on class website


• ‘Intro to Neural Networks’ tutorial by Xi (date: TBD)



The semester in phases

P1: Brainstorm, literature 
review, finalize ideas


 (Feb 18)

P2: Initial setup (data 
collection, tool survey, etc)


(Feb 25)

P3: Midpoint (preliminary) 
results


(Mar 10)

P4: Endgame (finalize results, 
write report, presentations) 

(end of April)



Important IW milestones

Apply to this!



Natural Language Processing

• Making machines 
understand human language


• Communication with 
humans (ex. personal 
assistants, customer 
service)


• Use language to 
understand the world

Banking assistant









Turing test solved?











Challenges in modern NLP

• Scale: Large number of phenomena


• Sparsity: Text data is often heavy-tailed



• One of the  “holy grail” problems in artificial intelligence


• Practical use case: Facilitate communication between people in the 
world


• Extremely challenging (especially for low-resource languages)

Machine Translation



Information Extraction

City: Cambridge, MA 

Founded: 1861 

Mascot: Tim the Beaver 

…

The Massachusetts Institute of Technology (MIT) is 
a private research university in Cambridge, Massachusetts, 
often cited as one of the world's most prestigious 
universities.
Founded in 1861 in response to the 
increasing industrialization of the United States, …

Article Database





Textual Question Answering

(Richardson et al, 2013): MCTest: A Challenge Dataset for the Open-Domain Machine Comprehension of Text

James the Turtle was always getting in trouble.
Sometimes he'd reach into the freezer and empty
out all the food. Other times he'd sled on the deck
and get a splinter. His aunt Jane tried as hard as
she could to keep him out of trouble, but he was
sneaky and got into lots of trouble behind her
back.

One day, James thought he would go into town
and see what kind of trouble he could get into. He
went to the grocery store and pulled all the
pudding off the shelves and ate two jars. Then he
walked to the fast food restaurant and ordered 15
bags of fries. He didn't pay, and instead headed
home.

His aunt was waiting for him in his room. She told
James that she loved him, but he would have to
start acting like a well-behaved turtle.

After about a month, and after getting into lots of
trouble, James finally made up his mind to be a
better turtle.

1) What is the name of the trouble making turtle?

A) Fries

B) Pudding
C) James

D) Jane

2) What did James pull off of the shelves in the 
grocery store?
A) pudding

B) fries
C) food

D) splinters



Visual Question Answering

(Antol et al, 2015): Visual Question Answering



Task-Oriented Dialog System (Travel):  
A transcript of an actual dialog with the GUS 
system of Bobrow et al. (1977)  
P.S.A. and Air California were airlines of that period.

GOAL 
get information from the 

user to help complete the 
specific task.

Task-Oriented Dialogue System



Some project ideas



Some project ideas

Fake news detection



Some project ideas

Wallace et al., 2019

• NLP models can be susceptible to 
adversarial attacks


• What types of attacks work well?


• Are there any defenses?



• Develop and study new algorithms for NLP! Challenges to tackle include:


• Sample efficiency: How efficiently can you learn models with as less supervised data as 
possible?


• Ability to generalize: Can a model trained on one domain (e.g. news text) generalize well to 
another (e.g. biomedial text)?


• Multi-task learning: Can you train a single model to be good at several NLP tasks/domains?


• Robustness: Is your NLP model robust to noise in the data? Analyze what breaks and why. 
Even better, try to fix it!  (Build it Break it: The Language Edition)


• Fairness/Bias: Can NLP algorithms be biased/unfair? How can we characterize this? How 
can we fix this?

Some project ideas

If you have other ideas, come talk to us!

https://bibinlp.umiacs.umd.edu/


Brainstorming

• Write down two different ideas and pitch them



For next meeting

• Please fill out Google form with initial ideas before the next 
meeting (will be announced on Piazza later tonight)


