




Goal: I am a student Je suis étudiant

With:



Background

• Statistical Machine Translation (SMT)

• RNN to rescore baseline translations

• Encode and decode a fixed-size vector
– Using CNN: Kalchbrenner and Blunsom (2013)
– Integrating into SMT: Cho et al. (2014)
– Using Attention: Bahdanau et al. (2014)

I am a student

Je suis étudiant

Single 
mystery 
vector



The Basic Model

4 layers
1000 cells
1000d embeddings
380M parameters



Extra Bits

• Reverse order of source words

• Separate encoder/decoder parameters

• Beam search decoding

• Ensemble of models

student a am I Je suis étudiant



Empirical Results
Neural Network Only (except SMT baseline)

Neural Network Rescoring SMT



Qualitative Results

Model learns the meaning of sentences, even with complex reordering



Machine Translation Datasets!

• Workshop on Statistical Machine Translation
– WMT ‘14 English to French (36M sentence pairs)
– Mostly from the Europarl corpus
– Also has En↔De, En↔Hi, En↔Cs, En↔Ru, ...

• International Workshop on Spoken Language Translation (IWSLT)

• “Google-internal production datasets” (Wu et al., 2016)











Animation from: https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html?m=1 

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html?m=1












Animation from: 
https://blog.einstein.ai/fully-parallel-text-generation-for-neural-machine-translation/?fbclid=IwAR3VX1ZCn3ArjBnAeWmkxvELOknMvtlh9Hfd-rzEa0ovYmi_OFCrTl3R5AQ  

https://blog.einstein.ai/fully-parallel-text-generation-for-neural-machine-translation/?fbclid=IwAR3VX1ZCn3ArjBnAeWmkxvELOknMvtlh9Hfd-rzEa0ovYmi_OFCrTl3R5AQ


Fertility Training

• Why can’t we train the fertilities end-to-end?
– Cannot flow gradients
– Need separate supervision

• Loss function



IBM Model 2

• Idea is to use alignments from SMT model
– Easy to translate into fertilities

• Trained with expectation maximization (EM) on data
– Allows model to learn alignments that are not observed in the data



Is this a good latent variable?

• Their criteria
– Easy to infer from training data
– Should account for correlations across time (so each output is almost conditionally independent)
– Should not convey too much information about target translation so that decoder still has something to learn

“ ”







Decoding Process

• Argmax decoding

• Average decoding

• Noisy parallel decoding (NPD)



Noisy Parallel Decoding

• Non-autoregressive model can leverage autoregressive teacher during inference as well

• “Autoregressive” teacher can run very fast while evaluating candidate translation
– Does not have to consume previous input
– Operates off of candidate translation tokens (like teacher forcing during training)

• Sample size trades off speed and accuracy
– We will see this in a moment



Example of NPD

Decoder input (copied by fertilities) Decoder output

AR favorite



Comparison of Decoding Methods

• So is NAT-NPD better than 
autoregressive?

• Could this model ever even 
theoretically outperform 
autoregressive models?



Results

Bottom line: sometimes very competitive BLEU with significant speedup



Ablation Study

Really need to 
copy source

Teacher 
distillation is 
very helpful

guess what this means?

Fine-tuning 
process gives 

another percent

External fertility 
actually 

contributes a lot









Prettier

Bonus Paper

Pros: Newer
MUCH MUCH MUCH MUCH

Better



Cutting to the chase

• Train to predict masked target tokens given source sequence and unmasked target tokens.
• Encoder also predicts length of target sequence based on source.

src Je suis étudiant
[M] [M] [M] [M] predicted L=4

t = 0 I I am studying generated all masked tokens

t = 1 I am am student replaced least certain tokens

t = 2 I am a student arrived at final translation



Conclusions

• Outperforms other parallel decoding schemes
• Linear-ish trade-off between speed and performance
• Still heavily reliant on knowledge distillation




