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A note on next sentence prediction 
• NSP could hurt the MLM training objective.

• Recommended reading: SpanBERT: Improving Pre-training by 
Representing and Predicting Spans



Fine-tuning vs Feature-based
• Recommended reading: To Tune or Not to Tune? Adapting 

Pretrained Representations to Diverse Tasks



Fine-tuning vs Feature-based

• Recommended reading: Incorporating BERT into Neural 
Machine Translation



How to fix the 15% masking?

• Recommended reading: ELECTRA: Pre-training Text Encoders 
as Discriminators Rather Than Generators



How to fix the 15% masking?

• Next lecture: XLNet: Generalized Autoregressive Pretraining for 
Language Understanding


