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Abstract

In this paper, we analyze the effect of two text encod-
ing methods on a VQA classifier model. We compare a
naı̈ve bag-of-words encoding with a semantically meaning-
ful word2vec encoding. We evaluate performance through
ablation studies, manipulation of text and image inputs, and
visualization of textual and visual attention. We find that
the word2vec-based model learns to utilize both textual and
visual information, whereas the bag-of-words-based model
learns to rely more on textual input. Our analysis methods
and results provide insight into how VQA models learn de-
pending on the types of inputs they receive during training.

1. Introduction

Visual question answering (VQA) is the task of answer-
ing a question about a given image. Many baseline VQA
methods employ the following general approach:

1. Extract text features from the input question.

2. Extract visual features from the input image.

3. Train a classifier that takes text features + visual fea-
tures as input and outputs a probability distribution
across answers.

Surprisingly, a naı̈ve bag-of-words text input achieves
impressive performance on the VQA dataset [1], outper-
forming more complicated text encoding methods [9]. We
propose that using word2vec as the text input should im-
prove performance by incorporating the semantic meaning
of the question.

Our work compares a bag-of-words encoding and
word2vec encoding for VQA performance. In doing so, we
provide insights into why a bag-of-words model performs
so well and how the text encoding method impacts what the
model learns.

2. Related Work
iBOWIMG [9] provides a good baseline for VQA. When

compared with nine other VQA methods, including an
LSTM-based embedding, iBOWIMG outperforms most on
both open-ended and multiple-choice questions. Our work
aims to understand why a model like iBOWIMG performs
so well.

iBOWIMG uses a learned embedding layer, which does
not take advantage of NLP word embedding methods, such
as word2vec [4] and GloVe [5]. Our work suggests using
word2vec for text encoding and explains why and how this
impacts performance. Research in NLP has compared the
effectiveness of embedding methods for encoding semantic
meaning, but we provide an in-depth analysis of the effect
of text encoding methods on VQA specifically. Our analy-
sis is different from evaluating the encoding method itself
because our goal is to understand how the encoding method
influences both semantic and visual understanding.

Since iBOWIMG, state-of-the-art VQA models have
emerged, including those using bi-directional LSTMs [3]
and neural module networks [2]. However, we believe there
is still work to be done to fully understand and explain the
baseline model.

3. Project Overview
3.1. Implementation

Classifier architecture. We borrow from the classifier
architecture used in iBOWIMG [9]. The input to the net-
work is a concatenation of the word feature and image fea-
ture. The input goes through a fully-connected layer and
then a softmax layer, as shown in Figs. 1 and 2. The output
vector size is the number of words in the answer vocabu-
lary, and the word corresponding to the most probable class
is the predicted answer.

The input image feature is the 4096-dimensional feature
vector extracted from the fc2 layer of a VGG16 net [7]
trained on ImageNet [6]. The textual features are described
next.

Bag-of-words. The bag-of-words (BOW) encoding of a
question is the sum of the one-hot encoding vector of each
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word in the question. The size of the encoding vector is the
number of words in the vocabulary. Fig. 1 is a diagram of
the BOW-based classifier.

Figure 1: BOW classifier model

Word2vec. The word2vec (W2V) embedding of a ques-
tion is created by using a two-layer network with a 300-
dimensional hidden layer that becomes the encoding of the
word. We use a word2vec embedding matrix pre-trained on
the Google News dataset. To form the question feature, we
get the word2vec embedding of each word in the question
and sum the embeddings. Fig. 2 is a diagram of the W2V-
based classifier.

Figure 2: W2V classifier model

Whereas BOW is a naı̈ve encoding, W2V encodes se-
mantic relationships and analogies between words: words
that are closer in the 300-dimensional space are more se-
mantically related, and words that are analogous have sim-
ilar distance vectors. Fig. 3 provides a visualization of the
relationships that W2V encodes in the VQA vocabulary.

(a) Full space (b) Zoom-in

Figure 3: Projection of 300-d word2vec space in 2-d, us-
ing words from the VQA dataset. Words that are similar in
semantic meaning are grouped together.

3.2. Goals

Our goal is to compare two different text encoding meth-
ods on a baseline VQA classifier. More than simply com-
paring accuracy, we aim to understand how and what the
model learns.

3.3. Evaluation Methods

We train both models on the VQA train2014 set and eval-
uate on the val2014 set [1]. We use three general evaluation
approaches:

1. Ablation studies to understand how the model depends
on each input type.

2. Manipulating text and visual input to understand how
the model responds to altered inputs.

3. Extracting textual and visual attention to understand
which input features activate the predicted answer.

3.4. Insights

We found that word2vec teaches the VQA model to bet-
ter integrate textual and visual input. We show this in our
ablation studies (Section 4) and manipulations of the inputs
(Section 5).

We also propose novel methods to evaluate VQA mod-
els: semantic precision (Section 4) and a variant of class
activation mapping (Section 6).

4. Measuring Accuracy and Semantic Preci-
sion

In this section, we compare performance using top-1 ac-
curacy and investigate the impact of removing either the vi-
sual or textual input. We also propose a metric called “se-
mantic precision.”

4.1. Top-1 Accuracy

We evaluate both models on val2014 using top-1 accu-
racy. The W2V+IMG classifier achieves an overall accu-
racy of 35.2% compared with 33.7% for BOW. W2V does
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better on most types of questions answered by a noun (i.e.,
“what” questions). In general, BOW recognizes “yes/no”
questions better than W2V. Table 1 provides accuracy com-
parisons for the overall dataset and for specific question
types.

Question Type BOW W2V

Overall 33.7 35.2
“What is the” 0.1 30.2
“What are the” 0.0 10.9
“What is this” 13.5 0.0
“What animal is” 71.8 0.0
“What kind of” 6.3 14.9
“What” 1.4 6.4
“Why” 0.0 4.8

Table 1: Top-1 accuracy (%) on val2014

4.2. Ablation Studies

The following ablation studies remove text or visual in-
put and measure the resulting decrease in performance.

Text only. We perform text-only ablation studies by re-
moving the visual input (replacing the 4096-d image fea-
ture vector with all zeros). Despite the lack of visual infor-
mation, both BOW and W2V still perform relatively well,
achieving 32.5% and 31.5%, respectively. This indicates
that the text input provides the most necessary information.
This shows that questions in the VQA dataset contain sig-
nificant bias and are easy to learn based only on language
priors. Both the BOW and W2V models learn to recognize
question types extremely well, and in Section 5 we demon-
strate that changing the input question type influences the
type of answer that the networks predict. For example,
changing “What does the label on the bottle mean?” to
“Does the label on the bottle mean?” causes both networks
to change their answer from a noun to “yes/no.” Further-
more, the dataset contains a significant portion of “yes/no”
questions (val2014 contains about 22.9% “yes” questions
and 15.1% “no” questions), making it easy to guess the cor-
rect answer for this type of question.

Image only. For image-only analysis, we remove the
text input by replacing the text feature vector with all ze-
ros. As expected, accuracy declines significantly for both
networks: BOW accuracy drops from 33.3% to 22.3%, and
W2V accuracy drops from 35.0% to 19.1%. Interestingly,
W2V suffers significantly more than BOW without text in-
put.

Discussion. Our ablation studies suggest that the W2V-
based classifier learns to use both textual and visual infor-
mation, whereas the BOW-based classifier depends over-
whelmingly on the text input. For both text-only and image-
only, BOW outperforms W2V. However, when given both

types of input, W2V achieves 35% accuracy compared
to 33.3% by BOW. For text-only, BOW accuracy is high
(32.5%). The BOW classifier depends mostly on the text in-
put to make a prediction, whereas the W2V classifier learns
to use both types of input.

When we looked more closely at the BOW predictions
for image-only, we saw that BOW guessed “yes” 95.3% of
the time and “no” 3.8% of the time. Therefore, given no
information about the question type, BOW assumes that it
is a “yes/no” question and guesses “yes.” W2V, on the other
hand, guessed “yes” 75.1% of the time and “no” 9.4% of
the time when given no text. This suggests that the BOW
classifier learns and memorizes the dataset bias, whereas
W2V learns to utilize both its given inputs.

Model Accuracy

BOW IMG+TXT 33.3
BOW TXT 32.5
BOW IMG 22.3
W2V IMG+TXT 35.0
W2V TXT 31.5
W2V IMG 19.1

Table 2: Ablation studies, measured by top-1 accuracy (%)
on val2014

4.3. Semantic Precision

Model Semantic Precision

BOW IMG+TXT 57.6
BOW TXT 61.8
BOW IMG 39.1
W2V IMG+TXT 60.1
W2V TXT 61.0
W2V IMG 31.7

Table 3: Semantic precision (%), the average semantic
similarity between predicted answer and ground truth, on
val2014

We propose another metric of VQA performance: se-
mantic precision. This metric quantifies the semantic close-
ness between predictions and ground-truth answers. Se-
mantic precision offers an alternative to top-1 accuracy per-
formance. It is a more lenient metric because it rewards a
method for correctly understanding the semantic meaning
of a question even though the answer is not technically cor-
rect. Suppose that in response to the question “How many
apples are there?” Method 1 answers “2” and Method 2
answers “on the table,” and the true answer is “3.” By accu-
racy, Method 1 suffers the exact same amount as Method 2,
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