
Variations on Semantic 
Segmentation 
Supervision



Lecture Focus
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How can we modify CNNs for semantic 
segmentation?

Slide Credit: Jonathan Long ft. Rohan Doshi



BoxSup: Exploiting Bounding Boxes to 
Supervise Convolutional Networks for 
Semantic Segmentation 

Dai, He, Sun; ICCV’15  



BoxSup at a Glance
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Pixel Annotations vs Bounding Boxes
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Why Do We Care?
State of the Art Deep CNN Training
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ADD MORE 
LAYERS

(just kidding)



The BoxSup Approach:

Region Proposal Generation 

Deep CNN Training



Baseline Architecture: 
Mask-Supervised FCN
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Step 1: Initial Unsupervised Segmentation 

→



Step 1: Initial Unsupervised Segmentation



Step 2a: Overlapping Objective Function



Step 2b: Regression Objective Function



Step 2c: Overarching Objective Function 

θ



Step 3 - Strawman: Training Algorithm 



Step 3: Training Algorithm 



BoxSup: Putting it all Together



Performance Metrics



Error Analysis
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Improvement in recognition 
accuracy in interior regions.

Improvement in boundary 
regions is secondary (due to 
CRF post-processing).

More boxes/instances → Better 
Recognition



Reducing Recognition Error



Estimated Masks for 
Supervision



Comparison with other FCN-augmented 
models



Quick Note on BoxSup+

●
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BoxSup Conclusions



What’s the Point: Semantic 
Segmentation with Point Supervision 

Bearman, Russakovsky, Ferrari, Li; 
ECCV’16



Starting Point: Weak Supervision

● Image-level labels (presence or absence of class)
● Cheap to obtain
● Labeling procedure:

○ For each image, label class as present (at least one pixel 
has this class) or absent

Slide Credit: Deepak Pathak ft. Rohan Doshi





Point Supervision at a Glance
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Motivation: Pixel Level Annotations are 
Costly



Point Supervision:

Image-Level Labels
+

Point Supervision per Object 
+

Objectness Prior



Core Trade-off:

Training-time Cost 
Vs

Test-time Accuracy



Key Implementation Points
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Full Supervision Loss Function



Recap: Multi-class MIL Loss

● Maximize classification score 
based on each pixel-instance

● Takes advantage of inter-class 
competition to narrow down 
instance hypotheses

Slide Credit: Rohan Doshi

LI: Label set of present classes
(xl, yl):  max scoring pixel in coarse heat-maps of a class I
p̂(xl, yl): output heat-map for the lth label at location (x, y)

y = -log(x)



Image-Level Supervision Loss Function



Point-Level Supervision Loss Function



Setting a_i: Annotation Methods
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Introduction to Objectness Prior
●

●

●

● →

●



Objectness Prior Loss Function
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Objective Function



Objective Function Minimization Achieves



Crowdsourced Annotation
●
●
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Baseline: FCN with 
Image-Level Supervision



Qualitative Evaluation



Quantitative Evaluation (1)



Quantitative Evaluation (2)



Quantitative Evaluation (3)



Quantitative Evaluation (4)



Point-Level Supervision Summary
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Presenter’s Note

●

●

● →

●

●


