Neural Module Networks

Berthy Feng



1. Neural Module

: Networks
Outline 2. Learning to Reason:
Presentation Overview End-to-End Neural

Module Networks




Neural Module Networks

Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and Dan Klein. CVPR,
20]16.



1. VQA Overview
2. Compositional
Neural Module Networks Visual Intelligence

Motivations




VQA Overview

(1,Q) —A

Previous approaches:

1. Classifier on encoded Q + |
2. Semantic parsers — logical
expressions

QA: (What is behind the table?, window)



VQA: Problems with Previous Approaches

e Classifier on Encoded Question + Image

m Monolithic — difficult to understand/explain models

m Limited visual reasoning — probably just memorizing statistics

m Limited linguistic reasoning — bag-of-words, RNN can’t capture
linguistic complexity

e Logical Expressions

m Purely logical representations of world might ignore visual
features and attentions
m Semantic parsers not optimized for VQA



Insight: Compositional Nature of VQA

Each question requires different # of reasoning steps and different kinds
of reasoning

“How many objects are to
the left of the toaster?”

“Is this a truck?”

1. Classify
e Convolutional

Find toaster
Look left

Count
Convolutional

:
2.
3. Find objects
4
o
e Recurrent




Insight: Compositional Nature of VQA

Questions are composed of “reasoning modules” and might share
substructures

Where is the dog? What color is the dog~? Where is the cat?




Insight: Combine Both Approaches

Representational Compositional
Approaches Approaches
Neural network structures are not  Logical expressions and functional

universal, but at least modular in programs provide computational
applications structure



Neural 1. Neural Module
Modules Networks

Neural Module Networks 2. Module Types




Neural Module Networks
Model = collection

= 2 of modules +
L network layout

S _( La):out ) count '-| where color pred ICtOF
: [
baaa dog cat standing OUtPUt =
T distribution over

dNSWeErs

p(y | w, x; 0)




Modules

Data Types:

1. Images e FIND

2. Attentions e TRANSFORM

3. Labels e COMBINE
e DESCRIBE
e MEASURE

TYPELINSTANCEI(ARG, ...)



Find Module

Image — Attention
find[red]

.—> Convolution —»E
&

Convolve every position in input image w/ weight
vector (distinct for each instance) to produce
attention heatmap

find[dog] = matrix with high values in regions containing dogs



Transform Module

Attention — Attention

transform[above]

. BT .

Fully connected mapping from one attention to
another (MLP w/ ReLUs)

transform[not]: move attention away from active regions



Combine Module

Attention x Attention — Attention

combine[or]

Stack (> Conv. > ReLU »H

Merge two attentions into one

combine[and]: activate regions active in both inputs



Describe Module

Image x Attention — Label

describe[color]

Attend

FC

(D)

Average image features weighted by attention, then
pass averaged feature vector through FC layer

describe[color] =representation of colors in the region attended to



Measure Module

Attention — Label

measure[be]

E ReLU | FC p» Softmax —>< yes )

Map attention to a distribution over labels

Can evaluate existence of detected object or count
sets of objects



Question
Parsing

Question Parsing
Question Tree
Question Encoding
Predicting an Answer

Neural Module Networks Note on Training

WD -




Question Parsing

Question — dependency representation

Filter dependencies to those connected by wh-word or
connecting verb

“What is standing in the field?” what(stand)

“What color is the truck?” color(truck)

“Is there a circle next to a square?” is(circle, next-to(square))




Question Tree

leaves: find
internal nodes: transform, combine

root nodes: describe, measure



Question Encoding
Full model = NMN +

(s Ffsm]- B LSTM question encoder

TOTTEEEEEE e LSTM models attributes lost
-(La;out> count -| where color in parsing: “underlying

l4 syntactic, semantic

" I | [ regularities in the data”
} e Single-layer LSTM w/ 1000
hidden units

> Parser




Predicting an Answer

w— 1. Passfinal hidden state of
( the dog? ) gl % _eowh ) LSTM through FC layer
2. Add output elementwise to
representation produced

I

, count ~| where color
> Parser —( Layout)

1

|

= by root module of NMN
“ooodoe | ot || standing || . 3. Apply ReLU, another FC
} layer, and get distribution

over possible answers

p(y | w, x; 0)




Training

Modules jointly trained
Some weights updated more frequently than others

e Use adaptive per-weight learning rates (ADADELTA)



1. Evaluation on SHAPES

EXPeriments 2. Evaluation on VQA

3. Future Work

Neural Module Networks




SHAPES Dataset

e Synthetic dataset
e Complex questions about simple arrangements of
colored shapes

e Toprevent mode-guessing, all answers yes/no

types #instances #layouts max depth max size

VQA find, combine, describe 877 51138 3 4
SHAPES find, transform, combine, measure 8 164 5 6




find[red]

combine[and]

measure[is]

~(_yes )

find[circle]

transform[above] ]

-




Performance on SHAPES

# modules in
neural module
network

s1ze 5

size 4 size 6 All
% of test set 31 56 13
Majority 64.4 62.5 61.7 63.0
VIS+LSTM 71.9 62.5 61.7 65.3
NMN 89.7 024 85.2 90.6
NMN (train size < 5) 97.7 91.1 89.7 90.8




VQA Dataset

e Contains over 200,000 images from MS COCO
e Eachimage annotated with 3 questions and 10 answers/question

93213. COCO_val2014_000000212462

Show Image

Open-Ended Multiple-Choice x Ground-Truth X Common-Sense x Captions )

Q: Is the fruit cut up?

Q: Is the fruit on a plate?

Q: What kinds of fruit are shown?




find[tie]

Visual input = conv5 layer of
VGG-16 (after max-pooling)

1. VGG pre-trained on ImageNet
classification
2. VGG fine-tuned on COCO for captioning

»| describe[color] [ ye[/ow )




Results on VQA

test-dev

Yes/No Number Other All
LSTM 78.7 36.6 28.1 49.8
VIS+LSTM [7] 2 78.9 35.2 364  53.7
ATT+LSTM 80.6 36.4 42.0 57.2
NMN T0.7 36.8 39.2 54.8
NMN+LSTM 81.2 395.2 43.3 58.0
NMN+LSTM+FT 81.2 38.0 44.0 58.6

Does especially well on questions answered by object, attribute, or number



Good Example

what is the color of the
horse?

describe[color](
find[horsel)

brown (brown)




Good Examples (2 of 2)

is the bus full of passen-
gers?

is there a red shape above
a circle?

describel[is](

measure[is](

combine[and]( combine[and](
find[bus], find[red],
find[fulll) transform[above](
find[circlel)))
yes (yes) yes (yes)




Bad Example

what is stuffed with
toothbrushes wrapped in
plastic?

describe[what](
find[stuff])

container (cup)




Bad Examples (2 of 2)

is this a clock?

is a red shape blue?

describe[is](
find[clock])

measure[is](
combinel[and](
find[red],
find[bluel))

yes (no)

yes (no)




Future Work

Better parser Combine predicting

“Are these people most likely €twork structures and
experiencing a work day?” learning network

e Parser: be(people, likely) parameters
e Correct:



Learning to Reason: End-to-End
Neural Module Networks for
Visual Question Answering

Ronghang Hu, Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and Kate
Saenko. ICCV, 2017.



End-to-End

1. Motivations

MOd U Ie 2. Proposed Approach
N t k 3. Attentional Neural
EIWOrKS Modules

Learning to Reason




Motivations

e Standard neural module networks rely on external
parser

“Are these people most likely experiencing a work day?”

Parser: be(people, likely)

e New datasets
m CLEVR



Proposed Approach

Predict modular network architectures directly from
textual input

1) Set of L ayout policygisk]s
predicts question-specific

network layout




Attentional Neural Modules

Neural module 11 := fm(al, A2, ...;Tyisy Lixt, Hm)

Each input tensor 7 = image attention map over
convolutional feature grid

Output tensor v = image attention map or probability
distribution over answers



Attentional Neural Modules

Module name Att-inputs | Features | Output
find (none) Lwiss Lol att
relocate a Lviss Tzt att
and ai, a2 (none) att
or ai,as (none) att
filter a Lisias ot att
[exist, count] a (none) ans
describe a Twias et ans
[eg_.count, more, less] ai, a2 (none) ans
compare ai, az Lviss Ltxt ans




Attentional Neural Modules:

Implementations
Module name Implementation details
find Qout = conva (convi(Zvis) © Waizt)
relocate Qout = conva (convi(ZTvis) © Wisum(a © Tvis) © Woiat)
and Qout = Minimum(a;z, ag)
or Aoyt = Maximum(a;, az)
1 lear Aoyt = and(a, £ind|xy;s, Tixt)()), L.e. reusing £ind and and
[exist, count] i) = WTvec(a)
describe y = Wi (Wesum(a ® Tvis) © WaLtst)
[eq.count, more, less] || y=W{vec(a1)+ Wy vec(az)
compare y=Wi (Wasum(ai ® Zyis) © Wasum(ag © Tyis) © Wakizt)




ArChitectu re 1. Model Overview

2. Layout Policy

Learning to Reason




Model Overview

How many other things are of the
same size as the green matte ball?

Question encoder (RNN)

v

Question features ]
: v
Layout prediction
g ; ;
z (reverse Polish notation) _ How many other things are of the &l
e " same size as the green matte ball? L
> »[ find() =
(V] = }
o ) o
3 , How many other things are of the i >
a same size as the green matte ball? s
-~ »|relocate(_) 3
2 — E
3
—» . .
Question attentions

relocate Module

E the same size as th network

find

Image encoder (CNN)

e green matte ball

v

-~

Image features




Model Overview

How many other things are of the
same size as the green matte ball?

1
Question encoder (RNN)

v

Question features ]

' v

Layout prediction

Layout policy (RNN)

(reverse Polish notation) e b e e 3

same size as the green matte ball?

v

Find()

, How many other things are of the
same size as the green matte ball?

relocate( )

v

- #

[ comt | —
m Question attentions

Network builder

relocate Module

E the same size as th network

find

Image encoder (CNN)

e green matte ball

v

-~

Image features




Layout Policy

How many other things are of the
same size as the green matte ball?

Question encoder (RNN)

v

Question features

' ¥

Layout prediction

(reverse Polish notation) _ How many other things are of the

»

find()

, How many other things are of the
same size as the green matte ball?

v

relocate(_)

Layout policy (RNN) |«
v

——»| count()

Question attentions

same size as the green matte ball? i

Question

Output: Probability
distribution over

layouts,p (1| g)



Layout Policy: Seq-to-Seq RNN (1 of 3)
1. Encode question
a. Embed every word i — vector w. (using GloVe)
b. Multi-layer LSTM encodes input question — [h.,
h2, hT], where there are T words in the question

2. Decoder LSTM
3. Predict next module att



Layout Policy: Seq-to-Seq RNN (2 of 3)

1. Encode question — h s:[h ., h.]
2. Decoder LSTM
a. Same structure as encoder, but different params
b. Ateach time stept, predict attention weights a,. of
every input word using h.(encoder output) and h,

(decoder output)

1 2"

g = vl tanh(Wlhi + Wth)
exp(ut;)

T
Zj:1 eXp(Utj)

Oty =

3. Predict next module att



Layout Policy: Seq-to-Seq RNN (3 of 3)

1. Encode question —[h,, h,, ..., h.]
2. Decoder LSTM — a. = attention at time t for word i
3. Predict next module att
a. Context vector C,= Z’le athi (attention heatmap
across question words at time t)
b. Probability for next module token (encoded form

of a module) m” predicted from h,and c,

p(m®|mW) ... mi=1 ¢) = softmax(W3zh; + Wacy)



Layout Policy: Choosing a Layout

e Eachtimesteptcorrespondstoword ininput
question

e Foreacht, sample from distribution over all modules
to get next module token from
p(m®m@ ... m=1 ¢

e Probability of layout Iis: 1, ¢ p(m®m®) ... mE=1 q)



Layout Policy: Textual Input (1 of 3)

Previous: Textual features hard-coded into module
instance

e describe[ ‘shape’] anddescribe[ ‘where’ ] different instantiations

Idea: Pass attention-based textual input to each module in
network

e “shape” and “where” would be input to general describe module



Layout Policy: Textual Input (2 of 3)
Construct textual
Simplified textual attention heat map: input X, t(t) for each
X

There is a shiny object that is right of the gray metallic cylinder; | m | N
does it have the same size as the large rubber sphere? t € Ste p t’ us g ati

from each word i
Y

find — (m) L (m)
% o e e A=] | Lixt E o, W

v

relocate p| filter p compare

Layout policy find |O find

right of | | shiny

Module Network

| y;s | =1




Layout Policy: Textual Input (3 of 3)

Construct textual
input x,_ " for each

There is a shiny object that is right of the gray metallic cylinder; | m | N
does it have the same size as the large rubber sphere? t € Ste p t’ us g ati

from each word i
Y

find — ( m ) L ( ™m )
] e e Ligt = E o, W
s ; - [ﬁ] 7/ s 1

Module Network /

textual attention heatmap

v

relocate p| filter p compare

Layout policy find IO find




Linearized Layout

layout eq_count(find(), and(find(), £find())) ]
expression Reverse Polish
eq_count .

notation lets us
linearize

syntax tree find and .
functional
find find programs

Reverse Polish

NBEaLGH [find, find, find, and, eq count]



Model Overview (Revisited)

How many other things are of the
same size as the green matte ball?
l

Question encoder (RNN)

v

Question features

Layout policy (RNN)

(reverse Polish notation)

' v

Layout prediction

L

v

find()

same size as the

v

A 4

relocate(_)

count(_)

 How many other things are of the
same size as the green matte ball?

, How many other things are of the

green matte ball?

Question attentions

>

P

Network builder

>

l 4 l Answerg

relocate Module

E the same size as tH network

find

Image encoder (CNN)

v

e green matte ball % [

Image features




1. Loss Function
2. Behavioral Cloning

Training

Learning to Reason




Answer-Based Loss: Function

Training loss

function: L(O) = Elfvp(l|q;9) [l’;(97 l? q, I)]

Softmax loss over output answer scores



Answer-Based Loss: Backpropagation

Loss function not fully differentiable since layout | is
discrete

e Differentiable parts: backpropagation
e Non-differentiable parts: policy gradient method in
reinforcement learning
;M

VoL ~ - ¥, (L(H, Im) Ve logp(lmlg; 0) + VOL(Oalm))

m=1



Behavioral Cloning (1 of 2)

e Difficult to train — 3 sets of params to learn
m Seqg-to-seq RNN params
m Textual attention weights
m Neural module params



Behavioral Cloning (2 of 2)

e Pre-train by behavioral cloning from expert policy p,

m  Minimize KL-divergence between p_and p (our layout policy)
m Simultaneously minimize question-answering loss using layout |
obtained fromp,

e After learning good initialization, further train model
end-to-end using previous estimated gradient



1. Evaluation on SHAPES

EXPeriments 2. Evaluation on CLEVR

3. Evaluation on VQA

Learning to Reason




Evaluation on SHAPES

Method Accuracy

NMN [* 90.80%
ours - behavioral cloning from expert 100.00%

ours - policy search from scratch 96.19%




SHAPES Example

is a square left of right behavior cloning from the expert policy

of a green shape? exist (and (find (),
relocate(relocate (find()))))

ans_output: "no"

policy search from scratch (without expert policy)
exist (find())
ans_output: "no"




CLEVR Dataset
Johnsonetal.,, 2016

e 100k images + 850k questions
e Questions synthesized with functional programs




Testing on CLEVR

e Visual inputs
m Foreachimage, extract 15x10x512 tensor from pool5 output of

VGG-16 trained on ImageNet classification
m Addtwo extrax, y dimensions to each location on feature map

— 15x10x514 tensor

e Textualinputs
m Each question word embedded to 300-dimensional vector

e Expertlayout policy

m Convert annotated functional programs in CLEVR into module

layout



CLEVR Results

Method Overall Exist = Count
CNN+BoW [26] 48.4 59.5 38.9
CNN+LSTM [4] 52.3 65.2 43.7
CNN+LSTM+MCB [Y] 51.4 63.4 42.1
CNN+LSTM+SA [25] 68.5 71.1 52.2

NMN (expert layout) [] 72.1 79.3 52.5

ours - policy search 69.0 797 55.1
from scratch

ours - cloning expert 78.9 83.3 63.3

ours - p(?llcy search 837 85.7 68.5
after cloning




CLEVR Results

Compare Integer

Method equal = less more
CNN+BoW [26] 50 54 49
CNN+LSTM [4] 57 72 69
CNN+LSTM+MCB [7] ;74 71 68
CNN+LSTM+SA [25] 60 82 74
NMN (expert layout) [7] © 61.2 & 77.9 75.2
ours - policy search

tiasii Goatali 71.6 § 8.1 79.0
ours - cloning expert 68.2 @ 872 854
ours - policy search 738 897 877

after cloning




CLEVR Results

Query Attribute

Method size = color = material shape
CNN+BoW [26] 56 32 58 47
CNN+LSTM [4] 59 32 58 48
CNN+LSTM+MCB [Y] 59 32 57 48
CNN+LSTM+SA [25] 87 81 88 85
NMN (expert layout) [7] 84.2 = 68.9 82.6 80.2
ours - policy search g0, ¥ 740 | 866 841
from scratch

ours - cloning expert 90.5 § 80.2 88.9 88.3
ours - policy search 931 = 84.8 91.5 90.6

after cloning




CLEVR Results

Compare Attribute
Method shape size color material | shape
CNN+BoW [26] 47 92 2 ]| 52
CNN+LSTM [4] 48 54 54 51 33
CNN+LSTM+MCB [Y] 48 51 52 50 51
CNN+LSTM+SA [25] 85 32 33 51 51

NMN (expert layout) [?]  80.2 80.7 744 77.6 79.3

ours - policy search g4, 551 539 486 | 511
from scratch

ours - cloning expert 88.3 89.4 525 85.4 86.7

ours - pthy search 9206 92.6 82.8 89.6 90.0
after cloning




CLEVR Examples (1 of 2)

find[0]
relocate[1]

counti2]

T T T Ll T | T {; T T T T (L Ll T
[ 1-1 PO T VO 1 VOO O N SN L V6
%%%%% o o @ a [ o = ~
g I B RECSEERNNE S E T
g2 8 £ £ i) » B

-
-

-
-
-
-
-
-

relocate[1]

find[@]

How many other
things are of the
same size as the
green matte ball?



CLEVR Examples (2 of 2)

findio] P l-l = [ e e P ) [ e ey e e e i e = e
find[1] |- B
relocate[2] | . -
fitert3] |- H L
compare[d] 5 | ) 1.1 B D Y o e e N e e (W e
mwg;gww@;ﬂwnxswzgtwv%g“
& g ¢
-‘ yes
€ ------ s o~
: :
S e IR T '
L
L
filter[3] :
:
. PR relocate[2]
----------- i
| findfe; | | find[1] |

Does the blue cylinder have
the same material as the big
block on the right side of the
red metallic thing?




Testing on VQA

e Same input preparation as for CLEVR
e Expertlayout policy same as in NMN paper (using
external parser)



VQA Results

Method Visual feature =~ Accuracy
NMN [7] LRCN VGG-16 57.3
D-NMN [”] LRCN VGG-16 37.9
MCB [Y] ResNet-152 64.7
ours - cloning expert LRCN VGG-16 61.9
ours - cloning expert ResNet-152 64.2
ours - policy search after cloning ResNet-152 64.9




MCB

Z o |2

= Ig' 5 Z 5-

ang 2%

=IE 8 |8

L] s
What are all ;%
the people P
: =
doing? Z

Figure 1: Multimodal Compact Bilinear Pooling for
visual question answering.



VQA Examples (1 of 2)

[ desk J
1

describe

relocate

I

find

What is behind the foot of
the bed?




VQA Examples (2 of 2)

question: do the small cylinder that is in front of the small green thing and the object right of the green cylinder have the same material?
ground-truth answer: no

image layout find[0] relocate[l] filter([2] find[3] relocate[4] compare[5]
compare [5] ( -
filter([2](

relocate[1l] ( . o "
£ind (0] ())), - " "
relocate[4] ( ~ ‘ . yeS

£ind([3] ()))

layout find[0] relocate[1] filter[2] find[3] relocate[4] filter[5] comparel[6]
compare [6] (
filter([2]( » -
relocate[1l] ( o ‘ ‘
£ind[0] (), " n
filter([5] ( ~ . no
relocate[4] ( ‘ .
£ind (3] ()))) 2
________________ fode) T T T T TR TR T, G T TTTRTTERET T
relocate(1] |- . - relocate(1] | .
nd fiteri2] - . nd fiteri2] |- [
e befqreTZ it L E aﬁf_’f.?- find(3] |-
s training relocate(d] |- ol ' training relocate[d] |-
attention stage compare(SI b | ) gy bbb i stage filtert5] -
g 8°=3ﬁ“‘53°=:°°°253§§523g'ﬂ"" : & omparel6l b |} ) 4 40 i
- E g PEYERF LD e 5 ! = R VEEBY=CODONEBUE VY W
B E & G oS = c2 g8 ' 82538 5:35,, g 535‘55 dS8ES
5 S e RE® & TRESTTEE CHEETa:
! o )
'



Neural Module

Networks
a. Compositional
reasoning
b. Module toolbox
Su mmMma ry c. Question parsing for
layout prediction
Neural Module Networks + . Learning to Reason

Learning to Reason . End-to-end module
networks
Layout policy
Baseline for CLEVR




Extensions

Neural Module Networks +
Learning to Reason

Compositional
Reasoning for Other
Vision Tasks

More Versions of
Compositional VQA
a. “Inferring and

executing programs
for visual reasoning”
(Johnson et al., 2017)
https:.//arxiv.org/pdf

1705.03633.pdf



https://arxiv.org/pdf/1705.03633.pdf
https://arxiv.org/pdf/1705.03633.pdf




