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Course Contents
1. Wireless From the Transport Layer Downwards

– Transport over wireless, link layer, medium access, routing

2. Overcoming Bit Errors
– Error Detection/correction, convolutional & “Rateless” codes

3. An Introduction to the Wireless Channel
– Noise, Multipath Propagation, radio spectrum

4. Practical/Advanced Wireless Physical Layer concepts
– OFDM, channel estimation, MIMO etc.

5. Boutique topics
– Visible light communication, low power, Wi-Fi localization
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1. Geographic (Location-Based) Mesh Routing
– Greedy Perimeter Stateless Routing: GPSR
– Cross-link Detection Protocol: CLDP

2. Diversity Mesh Routing
– ExOR (Roofnet)
– Network Coding

Today
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Context: Ad hoc Routing
• 1990s: availability of off-the-shelf Wi-Fi cards, laptops

• 1994: First papers on DSDV and DSR routing spark 
interest in routing on mobile wireless (ad hoc) networks

• 2000: GPSR

• 2000: Estrin et al., Berkeley Smart Dust sparks interest 
in wireless sensor networks
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Original Motivation (2000): 
Rooftop Networks
• Potentially lower-cost alternative to cellular 

architecture (no backhaul to every base station)
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Motivation (2010+): Sensornets
• Many sensors, widely dispersed

• Sensor: radio, transducer(s), CPU, storage, battery

• Multiple wireless hops, forwarding sensor-to-sensor to 
a base station

What communication primitives will thousand- or 
million-node sensornets need?
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The Routing Problem
• Each router has unique ID

• Packets stamped with destination ID
– Router must choose next hop for 

received packet
– Routers communicate to accumulate 

state for use in forwarding decisions

• Evaluation metrics:
– Minimize: Routing protocol message cost
– Maximize: Data delivery success rate
– Minimize: Route length (hops)
– Minimize: Per-router state

S

D

?

?
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Scalability in Sensor Networks
• Resource constraints drive metrics:

• State per node: minimize
• Energy consumed: minimize
• Bandwidth consumed: minimize

• System scale in nodes: maximize
• Operation success rate: maximize
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• LS: Push full topology map to all routers, O(# links) state

• DV: Push distances across network, O(# nodes) state 

• Dynamic Source Routing (DSR):
– Flood queries on-demand to learn source routes
– Cache replies, O(# nodes) state

• Internet routing scales because of hierarchy & IP prefix 
aggregation; but not easily applicable in sensornets

Scaling Routing

Can we achieve per-node routing state 
independent of # nodes?
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• Central idea: Machines know their geographic 
locations, route using location

• Packet destination field = location of destination

• Assume some node location registration/lookup 
system to support host-centric addressing

• Node’s state concerns only one-hop neighbors:
– Low per-node state: O(density)
– Low routing protocol overhead: state pushed only 

one hop

Greedy Perimeter Stateless Routing (GPSR)
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Assumptions
• Nodes all know their own locations

• Bi-directional radio links (unidirectional links may be 
excluded)

• Network nodes placed roughly in a plane

• Fixed, uniform radio transmitter power

• Unit Graph Connectivity: Node connected to all others 
in a fixed radio range, and none outside this range
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Greedy Forwarding
• Nodes learn immediate neighbors’ positions from 

beaconing/piggybacking on data packets

• Locally optimal, greedy next hop choice:
– Neighbor geographically nearest to destination

D
x

y

Neighbor must be strictly closer to avoid loops
12



Greedy Forwarding Failure
• Greedy forwarding not always possible! Consider:

D

x

zv

void

w y

How can we circumnavigate voids, relying only 
on one-hop neighborhood information?
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• Well-known graph traversal: right-hand rule

• Traverses the interior of a closed polygon in clockwise 
edge order

Traversing a face

x

y z
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• On graphs with edges that cross (non-planar graphs), 
right-hand rule may not tour enclosed face boundary

• How to remove crossing edges without partitioning graph?
– And using only single-hop neighbors’ positions?

Planar vs. Non-planar Graphs
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• Relative Neighborhood Graph (RNG) and Gabriel Graph (GG)
– Unit graph connectivity assumption

Planarized Graphs

u v
w

?
u v

w
?

RNG GG
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Planarized Graphs

Full Graph Gabriel Graph 
Subgraph (GG)

Relative Neighborhood 
Subgraph (RNG)
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Perimeter Mode Forwarding

• Traverse face closer to D along xD by right-hand rule, until 
crossing xD at a point that is closer to D

• Face change: Repeat with next-closer face, and so on

x

D
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• All packets begin in greedy mode

• Greedy mode uses full graph

• Upon greedy failure, node marks its location in packet, 
marks packet in perimeter mode

• Perimeter mode packets follow planar graph traversal:
– Forward along successively closer faces by right-hand 

rule, until reaching destination
– Packets return to greedy mode upon reaching node 

closer to destination than perimeter mode entry point

Full Greedy Perimeter Stateless Routing
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GPSR: Making it Real
• GPSR for Berkeley mote sensors

– 3750 lines of nesC code

• Deployed on Mica 2 “dot” mote testbeds
– 23-node, 50-node subsets of 100-node network in office 

building (office walls; 433 MHz)

• Delivery success workload: 50 packets between 
all node pairs, serially
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50-Node Testbed, Soda Hall

GAME OVER
Only 68.2% of node pairs connected!!

What’s going on here?!
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Planar, but Partitioned

Output of GPSR’s Distributed GG
(arrows denote unidirectional links)
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Assumptions Redux
• Bi-directional radio links (unidirectional links may be 

excluded)

• Network nodes placed roughly in a plane

• Unit Graph: Node always connected to all nodes within 
a fixed radio range, and none outside this range

• Fixed, uniform radio transmitter power

Absorption, reflections, interference, antenna 
orientation differences, lead to non-unit graphs
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Planarization Pathologies

u v

w

x
?

Partitioned RNG
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?

RNG w/Unidirectional Link
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• Crossing links may cause face routing to fail

Face Routing Failure (Non-Planar)

4D C

BA 2

1 3

Figure 1: Right-hand rule. A
sweeps counterclockwise from
link 1 to find link 2, forwards
to B, &c.

5

S D
1

2
3

4

Figure 2: The faces progressively closer
from S to D along line segment SD,
numbered in the order visited. Faces cut
by SD are bordered in bold.

p

S

D

Figure 3: Example of face routing fail-
ure on non-planar graphs. There is no
point closer to D than p on the face en-
closing D.
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RNG
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WW

Figure 4: Definitions of the GG and RNG. A witness
must fall within the shaded circle (GG) or lune (RNG)
for edge (A,B) to be eliminated in the planar graph.

A

B

V
W

Figure 5: The RNG partitions a non-unit graph; edge
(A,B) is eliminated.

subgraph of the full network graph. What is required is
a planarization technique that is simply implementable
with an asynchronous distributed algorithm.
Geographic routing algorithms planarize graphs using

two planar graph constructs that meet that requirement:
the Relative Neighborhood Graph (RNG) [26] and the
Gabriel Graph (GG) [5]. The RNG and GG give rules
for how to connect vertices placed in a plane with edges
based purely on the positions of each vertex’s single-hop
neighbors. Both the RNG and GG provably yield a con-
nected, planar graph so long as the connectivity between
nodes obeys the unit graph assumption: for any two ver-
tices A and B, those two verticesmust be connected by an
edge if they are less or equal to some threshold distance
d apart, but must not be connected by an edge if they are
greater than d apart. We shall refer to d as the nominal
radio range in a wireless network; the notion is that all
nodes have perfectly circular radio ranges of radius d,
centered at their own positions.
The unit graph assumption is quite intuitive for wire-

less networks. The simplest ideal radio model is one
where all transmitters radiate fixed transmission power
perfectly omnidirectionally; receivers can discern all
transmissions properly when they are received with
above some threshold signal-to-noise ratio; and radio
transmissions propagate in free space, such that their en-
ergy dissipates as the square of distance. Under that ide-
alized model, there indeed exists a nominal radio range.
We briefly state the definitions of the GG and RNG, as

we shall refer to them repeatedly in Section 3. The pla-
narization process runs on a full graph, which includes
all links in the radio network, and produces a planar sub-
graph of the full graph. We assume that each node in the
network knows its single-hop neighbors’ positions; such
neighbor information is trivially obtained if each node
periodically transmits broadcast packets containing its
own position. Consider an edge in the full graph between

two nodes A and B. Both A and B must decide whether
to keep the edge between them in the planar graph, or
eliminate it in the planar graph. Without loss of general-
ity, consider node A. Both for the GG and RNG, node A
searches its single-hop neighbor list for any witness node
W that lies within a particular geometric region. If one or
more witnesses are found, the edge (A,B) is eliminated
in the planar graph. If no witnesses are found, the edge
(A,B) is kept in the planar graph. For the GG, the region
where a witness must exist to eliminate the edge is the
circle whose diameter is line segment AB. For the RNG,
this region is the lune defined by the intersection of the
two circles centered at A and B, each with radius |AB|.
We show these two regions in Figure 4.

Under the unit graph assumption, it is known that for
a clustering of points in the plane, the set of edges in the
Euclidean minimum spanning tree over those points is a
subset of the set of edges in the RNG [26]. The edges in
the RNG are in turn a subset of those in the GG; the in-
tuition for this relationship lies in the relative sizes of the
lune and circle regions. Finally, the set of edges in the
GG is a subset of that in the Delaunay triangulation over
the set of points [25]. These relationships dictate that the
GG and RNG are both connected (so eliminating cross-
ing edges cannot disconnect the network!) and planar, as
desired. Note that if the network graph violates the unit
graph assumption, the RNG and GG can produce a parti-
tioned planarized graph [11], one that contains unidirec-
tional links, and even one that is not planar. An example
of a partitioning for the RNG appears in Figure 5. Here,
there is no link between A and V , and none between B
and W , though these links are shorter than the nominal
radio range. Nodes A and B see witnesses W and V ,
respectively, though neither witness provides transitive
connectivity. Both A and B conclude they should remove
edge (A,B) in the planarized graph, and a partition re-
sults. Similar cases are possible in the GG.
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Cross-Link Detection Protocol 
(CLDP): Assumptions and Goals
• Assumptions, revised:

– Nodes know their own positions in 2D coordinate system
– Connected graph
– Bidirectional links
– No assumption whatsoever about structure of graph

• Seek a “planarization” algorithm that:
– never partitions graph
– always produces a routable graph; one on which GPSR 

routing never fails (may contain crossings!)
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• Nodes explicitly probe each of their own candidate links to 
detect crossings by other links
– Probe packet follows right-hand rule; carries locations

of candidate link endpoints
– Probe packet records first crossing link it sees en route

• One of two crossing links “eliminated” when probe returns 
to originator
– Originator may mark candidate link unroutable OR
– Request remote crossing link be marked unroutable

• Probe packets only traverse routable links

CLDP Sketch
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CLDP: A Simple Example
A B

DC

�crossings of (D, A)?�

�(B, C) crosses (D, A)!�

• All links initially marked �routable�
• Detected crossings result in transitions to “unroutable” (by 

D, or by B or C)

In a dense wireless network, most perimeters short 
(3 hops); most probes traverse short paths
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CLDP and Cul-de-sacs
• Cul-de-sacs give rise to links that cannot be eliminated 

without partitioning graph
• Not all {edges, crossings} can be eliminated!

A B

DC

�(B, C) crosses (D, A), 
but cannot be 

removed!�

A B

DC

�(B, C),  (D, A) 
cannot be 
removed!�

�(B, C) 
crosses

(D, A), but 
cannot be 
removed!�

Routable graphs produced by CLDP may contain 
crossings, but these crossings never cause GPSR to fail
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Summary: CLDP Protocol
• Link removable when a probe traverses either the link 

being probed (or its cross-link) in only one direction

• If link L probed, crossing link L’ found:
– both L and L’ removable: remove L
– L removable, L’ not removable: remove L
– L not removable, L’ removable: remove L’
– neither L nor L’ removable: remove no link

Given a static, connected graph, CLDP produces a 
graph on which GPSR succeeds for all node pairs
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Meanwhile, back in the testbed…

GG CLDP
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CLDP: Packet Delivery Success Rate
(200 Nodes; 200 Obstacles)
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• Resource constraints, failures, scale of 
deployment make design of sensornet systems hard

• Geography a useful primitive for building sensor 
network applications (e.g., spatial queries)

• Any-to-any routing, with GPSR and CLDP
– O(density) state per node, correct on all networks

• Geographic routing an example of the difference 
between paper designs and building real systems!

Geographic Routing: Conclusions
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1. Geographic (Location-Based) Mesh Routing

2. Diversity Mesh Routing
– ExOR (Roofnet)
– Network Coding

Today
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packet

packet

packet

Initial approach: Traditional routing

• Identifies a route, forward over those links
• Abstracts radio to look like a wired link

src

A B

dst

C
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But radios aren’t wires

• Every packet is broadcast
• Reception is probabilistic

123456123 63 51 423 4 5612 456 src

A B

dst

C
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packet

packetpacketpacketpacketpacket

ExOR: exploiting probabilistic broadcast

• Decide who forwards after reception
• Goal: only closest receiver should forward
• Challenge: agree efficiently, avoiding duplicate xmits

src

A B

dst

C

packetpacketpacket
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Why ExOR might increase throughput? (1)

• Throughput @ 1/# transmissions
• Best traditional route is over the 50% hops: 3(1/0.5) = 6 tx
• ExOR exploits lucky long receptions
• ExOR recovers unlucky short receptions

src dstN1 N2 N3 N4

75%

N5

25%
50%
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Why ExOR might increase throughput (2)

• Traditional routing: 1/0.25 + 1 = 5 tx
• ExOR: 1/(1 – (1 – 0.25)4) + 1 ≈ 2.5 transmissions

• Diversity of links, paths in mesh networks

N1

src dst

N2

N3

N4

25%

25%

25%
25%

100%

100
%

100%

100%
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ExOR packet batching

• Finding the closest receiver involves coordination overhead
– Want to avoid paying this overhead once per packet

• Idea: Send batches of packets to amortize overhead

• Node closest to the destination sends first
– Other nodes listen, send just the remaining packets in turn

• Repeat schedule until destination has whole batch

src

N3

dst
N4

tx: 23

tx: 57 -23
@ 24

tx: @ 8

tx: 100

rx: 23

rx: 57

rx: 88

rx: 0

rx: 0tx: 0
tx: @ 9

rx: 53

rx: 85

rx: 99

rx: 40

rx: 22

N1

N2
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The forwarder list establishes 
transmit order

• One node sends at a time, highest priority first

• Source includes a forwarder list in ExOR header
– The forwarder list is sorted by path ETX metric to dst

• Link ETX: Expected number of transmissions required
• Nodes periodically flood link ETX measurements
• Path ETX is weighted shortest path (Dijkstra’s algorithm)

src

N1

N2

N3

dst
N4

low medium highpriority:
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Batch maps track who received what

• Nodes include a batch map in every data packet header
– For each packet, batch map gives highest priority node

known to have received a copy of that packet
– Nodes suppress packets higher priority node received 
– Allows source to receive acknowledgement

src

N1

N2

N3

dst
N4

tx: {1, 6}

tx: {2, 4}
batch map: {1àN3, 2àN2, 4àN2, 6àN3}

batch map: {1àN3, 6àN3}

batch map: {1àN2, 2àN2, 4àN2}
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Completion
• If node’s batch map indicates higher priority node has 

received > 90% of the batch, it remains quiet

• Removes excessive overhead due to “straggler” packets 
that get unlucky due to wireless conditions

• ExOR routing itself only guarantees > 90% delivery

• Destination requests remaining < 10% packets via 
traditional routing
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Transmission timeline

N20

N18

N11

N8

N17

N13

N5

Time (sec)

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

N24

Figure 6: Transmission time-line for an ExOR transfer from N5 to N24. Nodes higher on the Y axis have
lower ETX metrics to N24. The light gray bars show the transmissions in the first batch. The darker gray
bars show part of the second batch.
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Figure 7: Physical layout of the 38 Roofnet nodes
which participated in the performance evaluation.

to measure the time required to transfer 1.1 megabytes us-
ing ExOR. The evaluation does not use the combination of
ExOR and traditional routing, so the extra 0.1 megabyte is
to compensate for the 10% of packets which may not have
been delivered ordinarily. The reported throughput is one
megabyte divided by the total time required to transfer the
data. Every twenty minutes, the central server suspends the
experimental runs to recollect the link loss measurements.
During the experiment, existing Roofnet routing and user
traffic are present.

The ExOR batch size is 100 packets, except for the exper-
iments in Section 5.5 which consider batch sizes of 10 and
250 packets. Each packet contains 1024 byte of payload data
and either a traditional routing header or an ExOR header.
Traditional headers vary between 24 and 48 bytes, depend-
ing on the number of hops. ExOR headers vary between 44
and 114 bytes, depending on the forwarder list size. All the

packets are sent with the 802.11b one megabit/second bit-
rate. It’s likely that a higher bit-rate would provide higher
throughput, but selection of the best rate remains as future
work.

The traditional route is chosen using the ETX metric,
which has been shown to find the best routes [4, 5] when the
link loss measurements are accurate. The traditional routing
traffic is sent along pre-computed source-routed paths. Each
node in the route sends the entire file to the next node before
the next node starts sending, so that only one node sends
at a time. This is done to make a fair comparison of the
two protocols, since traditional multi-hop traffic tends to
suffer losses due to collisions between successive hops. Each
traditional routing data packet is sent using 802.11 unicast,
so that 802.11 keeps re-sending a lost packet until the sender
gets an 802.11 acknowledgment from the next hop.

To reduce the effect of interference from Roofnet user traf-
fic and other sources, the reported values are the median of
nine experimental runs. The exception is Section 5.7, which
studies the variations between experimental iterations.

In addition to throughput measurements, the nodes col-
lect the received headers and arrival times of all packets of a
single iteration of the experiment. These traces are centrally
processed to reconstruct the state of the wireless channel,
providing the trace data for the case studies in Sections 3.8
and 5.4.

5.3 End-to-End Performance

Figure 8 compares the throughput CDFs of ExOR and
traditional routing for the 65 node pairs. ExOR’s through-
put is 33 KBytes/sec for the median pair, whereas tradi-
tional routing achieved 11 KBytes/sec for the median pair.

5.3.1 The 25 Highest Throughput Pairs

ExOR’s throughput advantage varies with the number of
nodes between the source and destination. Figure 9 com-
pares the 25 highest throughput pairs. The top five pairs and
the pair N13-N7, near the center of the figure, correspond to
single hop traditional routes. For these pairs ExOR provides
higher throughput even though it too sends most packets di-
rectly from source to destination. Traditional routing relies

dest

src

high

low

N5
N8 N11

N18

N24N20

low medium high

N17

N13

src

dest

priority:

priority:
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ExOR uses more links in parallel

Traditional: 3 forwarders, 4 links ExOR: 7 forwarders, 18 links
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ExOR moves packets farther

ExOR average: 422 meters/tx Traditional: 205 meters/tx
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25% of ExOR transmissions

58% of Traditional routing transmissions
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1. Geographic (Location-Based) Mesh Routing

2. Diversity Mesh Routing
– ExOR (Roofnet)
– Network Coding

Today
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• ExOR uses a global scheduler
– Requires coordination: Every node knows who 

received what
– Only one node transmits at a time, others listen

• Network Coding Idea: Nodes do not relay received 
packets verbatim
– Instead combine several packets together to send in 

one single transmission

Network Coding
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src

R1

dst

• Each router forwards random linear combinations of 
packets
– Randomness makes duplicates unlikely
– No scheduler; No coordination

• Simple, better exploits spatial reuse

Random Linear Codes

R2

α P1+ ß P2

γ P1+ δ P2

P1
P2

P1
P2
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src

dst1 dst2 dst3

P1
P2
P3
P4

P1
P2 P2

P3 P3
P4

P3
P4

P1

P4

P1
P2

Network Coding: Multicast example

Without coding à source retransmits all 4 packets
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src

dst1 dst2 dst3

P1
P2
P3
P4

P1
P2 P2

P3 P3
P4

8 P1+5 P2+ P3+3 P4
7 P1+3 P2+6 P3+ P4

P3
P4

P1

P4

P1
P2

Network Coding: Multicast Example

With random coding à 2 packets are sufficient

Random combinations
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Choice of Coding Matters

P1P2P3P4

P3P4

P1P4

P1P3

= P1 P2+

P2

A B

C

DBad coding decision:
A & D cannot decode,

C can’t decode P3!

Goal: P1àA
P2,P3àC

P4àD B’s Output Queue C’s Packet Pool

D’s Packet Pool

A’s Packet Pool
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A’s Packet Pool

D’s Packet Pool

Choice of Coding Matters

P1P2P3P4

P3P4

P1P4

P1P3

= P1 P3+

P3

P1

Better coding decision,
A & C can decode.

Goal: P1àA
P2,P3àC

P4àD B’s Output Queue C’s Packet Pool

A B

C

D
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A’s Packet Pool

D’s Packet Pool

C’s Packet Pool

Choice of Coding Matters

P1P2P3P4

P3P4

P1P4

P1P3

= P1 P3+

P3

P1 P4+

P4

A B

C

D
Best coding decision,
A, C & D can decode!

Goal: P1àA
P2,P3àC

P4àD B’s Output Queue
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• Practical throughput gains over ExOR / traditional routing:
– With static nodes

– Traffic quantities need to be large enough
• Delay increases (batching)

– Opposing flows need to exist in some traffic topologies

Network coding: Caveats
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Thursday Topic:
[463 Part II: Overcoming Bit Errors]

Detecting and Correcting Errors

Friday Precept:
Work on Lab 2
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