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Motivation	
To learn ‘good’ video representation that can 

•  Reproduce the sequence of frames 

•  Predict the future frames 

•  Be used later for supervised tasks such as action recognition 

 



Neural Networks	



Autoencoders	



Recurrent Neural Networks	

Unrolling Recurrent Networks 



Cells  
Simple RNN	

(where xi,h in Rd and Wi,hin Rdxd, d is the number of rnn subcells)  

RNN(xi, hi) 
 

hi+1 = Whhi 
oi+1 = sig(Wixi + hi+1+b) 

return oi+1, hi+1  

Computation at each timestep	

(yi+1, hi+1)= RNN(xi, hi) 



Cells  
Long-Short Term Memory (LSTM)	

LSTM(H, m, W) 
 

gu = sig(Wu H) 
gf = sig(Wf H) 
go = sig(Wo H) 
gc = tanh(Wc H) 
m’ = gf ¤ m + gu ¤ gc 

h’ = tanh(go¤m’) 
 

return m’, h’ 

Originally 1997 by Sepp Hochreiter and Jürgen Schmidhuber 

H  = [Ixi, h]T 

W = [Wu, Wf, Wo, Wc] 

 

(where Ixi,h,m in Rd and Wu,f,o,c in Rdx2d, d is the number of rnn subcells)  



Recurrent AutoEncoders?	



Recurrent Encoder-Decoder	



Input at each timestep	

Image Patches (e.g. MNIST)	

Features trained on ImageNet (Krizhevsky, Sutskever, Hinton 2012) 

•  Convolutional Networks 

•  Transfer Learning 
	



Unsupervised Evaluation Strategy	

Qualitative 

•  Reconstruction 

•  Future prediction 

Quantitative 

•  Action Recognition 

 



Predicting The Future	

•  Composite model 

Why? 

•  Conditional input 

Why? 

 



Objectives	

Understand  

•  Qualitative Analysis: What does the LSTM actually learn to do? 

•  Transfer Learning: How good we can transfer the knowledge for supervised 

tasks? 

Compare  

•  Different models (e.g. Autoencoder, Future Predictor) 

•  State-of-the-art action recognition benchmarks 

 

 



Visualization and Qualitative Analysis	





Transfer Learning for Action Recognition	

•  Model 

•  Results 

 

 



Benchmarking	



Conclusion & Discussion	


