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What is modulation?
• To modulatemeans to change.  Change what?  
– The amplitudeand phase (i.e.,angle)of a carriersignal
– For 802.11 WiFi local area networks, this carrier signal is usually at 2.4 

GHz or 5 GHz

• Digital modulation: Use only a finite set of choices (i.e.,symbols) for 
how to change the carrier and phase
– Transmitter and receiver agree upon the symbols beforehand
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From information bits to symbols…

• Simplest possible scheme
– Pick two symbols (binary)
– The information bit decides which symbol you transmit
– So, this is called binary phase shift keying
• Sending rate: 1 bit/symbol
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…and back to bits!
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Sending twice as fast
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…and back to bits, twice as fast!
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Change modulations, increase bitrate
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The wireless channel
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Signal to noise ratio (SNR)

• Measured in decibels (dB): 10 times log10 of a quantity
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SNR = 20 dBSNR = 8 dB

SNR (dB) = 10 log10 ( signal power / noise power)
= 10 log10 (12 / σ2)    (assuming Gaussian noise)

= −20 log10 σ

σσ



Modulation adaptation

10



Error control coding
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802.11: adapt code rate, modulation
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Bit- 802.11 DSSS Modulation Bits Coding Mega-
rate Stan- or per Rate Symbols

dards OFDM Symbol per
second

1 b DSSS BPSK 1 1/11 11
2 b DSSS QPSK 2 1/11 11

5.5 b DSSS CCK 1 4/8 11
11 b DSSS CCK 2 4/8 11
6 a/g OFDM BPSK 1 1/2 12
9 a/g OFDM BPSK 1 3/4 12

12 a/g OFDM QPSK 2 1/2 12
18 a/g OFDM QPSK 2 3/4 12
24 a/g OFDM QAM-16 4 1/2 12
36 a/g OFDM QAM-16 4 3/4 12
48 a/g OFDM QAM-64 6 2/3 12
54 a/g OFDM QAM-64 6 3/4 12

Figure 2-1: A summary of the 802.11 bit-rates. Each bit-rate uses a specific combination
of modulation and channel coding. OFDM bit-rates send 48 symbols in parallel.

a channel. In the presence of fading, multi-path interference, or other interference that is

not additive white Gaussian noise, predicting the combinations of modulation and channel

coding that will be most effective at masking bit errors is difficult.

All 802.11 packets contain a small preamble before the data payload which is sent at

a low bit-rate. The preamble contains the length of the packet, the bit-rate for the data

payload, and some parity information calculated over the contents of the preamble. The

preamble is sent at 1 megabit in 802.11b and 6 megabits in 802.11g and 802.11a. This results

in the unicast packet overhead being different for 802.11b and 802.11g bit-rates; a perfect

link can send approximately 710 1500-byte unicast packets per second at 12 megabits (an

802.11g bit-rate) and 535 packets per second at 1 megabit (an 802.11b bit-rate). This means

that 12 megabits can sustain nearly 20% loss before a lossless 11 megabits provides better

throughput, even though the bit-rate is less than 10% different.

2.2 Medium-Access Control (MAC) Layer

For the purposes of this thesis, the most important properties of the 802.11 MAC layer are

the medium access mechanisms and the unicast retry policy.

To prevent nodes from sending at the same time, 802.11 uses carrier sense multiple access

14



BER vs SNR
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Figure 1-2: Theoretical bit error rate (BER) versus signal-to-noise ratio for several modu-
lation schemes assuming AGWN. The y axis is a log scale. Higher bit-rates require larger
S/N to achieve the same bit-rate as lower bit-rates.

9

13



Link/PHY checks packet integrity
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Link layer

packet

Physical layer
• Change modulation
• Change coding rate

Network layer

Frame checksum: pass only entirely correct frames

BER

Packet delivery rate = 
(1−BER)n

Throughput = delivery rate × bitrate = (1 − BER)n × bitrate

n = 1500 × 8 bits



Packetized throughput
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Figure 1-4: Theoretical throughput in megabits per second using packets versus signal-to-
noise ratio for several modulations, assuming AGWN and a symbol rate of 1 mega-symbol
per second.

packets can be estimated using the following equation:

throughput = (1 − BER)n ∗ bitrate

This equation assumes the transmitter sends packets back-to-back, the receiver knows

the location of each packet boundary, the receiver can determine the integrity of the data

with no overhead, there is no error correction, and the symbol rate is 1 mega-symbol per

second.

Packets change the throughput versus S/N graph dramatically; Figure 1-4 shows through-

put in megabits per second versus S/N for 1500-byte packets after accounting for packet

losses caused by bit-errors. The range where each modulation delivers non-zero throughput

but suffers from loss is much smaller in Figure 1-4 than in Figure 1-3. For most S/N values

in the range from 5 to 30 dB, the best bit-rate delivers packets without loss.

Bit-rate selection is easier for links that behave as in Figure 1-4 than as in Figure 1-3;

the sender can start on the highest bit-rate and switch to another bit-rate whenever the
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Throughput = delivery rate × bitrate = (1 − BER)n × bitrate

n = 1500 × 8 bits

Why are the 
knees of the 
curves where 

they are?



Delivery rate vs BER
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Throughput = delivery rate × bitrate = (1 − BER)n × bitrate

n = 1500 × 8 bits
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BER vs SNR
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• For each modulation: What are the SNRs required for BER < 10-5?

• BPSK: 7 dB; QPSK: 12 dB; 16-QAM: 20 dB; 64-QAM: 26 dB



Packetized throughput
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packets can be estimated using the following equation:

throughput = (1 − BER)n ∗ bitrate

This equation assumes the transmitter sends packets back-to-back, the receiver knows

the location of each packet boundary, the receiver can determine the integrity of the data

with no overhead, there is no error correction, and the symbol rate is 1 mega-symbol per

second.

Packets change the throughput versus S/N graph dramatically; Figure 1-4 shows through-

put in megabits per second versus S/N for 1500-byte packets after accounting for packet

losses caused by bit-errors. The range where each modulation delivers non-zero throughput

but suffers from loss is much smaller in Figure 1-4 than in Figure 1-3. For most S/N values

in the range from 5 to 30 dB, the best bit-rate delivers packets without loss.

Bit-rate selection is easier for links that behave as in Figure 1-4 than as in Figure 1-3;

the sender can start on the highest bit-rate and switch to another bit-rate whenever the
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7 dB 12 dB 26 dB

Throughput = delivery rate × bitrate = (1 − BER)n × bitrate

n = 1500 × 8 bits



Measuring time to send a packet

• Similar to MACAW
– Key difference: as long as medium is idle
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Assume unicast, RTS/CTS is disabled.  Let’s go to the spec (802.11b DSSS values):

IEEE
Std 802.11-2007 LOCAL AND METROPOLITAN AREA NETWORKS—SPECIFIC REQUIREMENTS

258 Copyright © 2007 IEEE. All rights reserved.

9.2.3 IFS

The time interval between frames is called the IFS. A STA shall determine that the medium is idle through the

use of the CS function for the interval specified. Five different IFSs are defined to provide priority levels for

access to the wireless media. Figure 9-3 shows some of these relationships.

a) SIFS short interframe space

b) PIFS PCF interframe space

c) DIFS DCF interframe space

d) AIFS arbitration interframe space (used by the QoS facility)

e) EIFS extended interframe space

The different IFSs shall be independent of the STA bit rate. The IFS timings are defined as time gaps on the

medium, and the IFS timings except AIFS are fixed for each PHY (even in multirate-capable PHYs). The IFS

values are determined from attributes specified by the PHY.

9.2.3.1 SIFS

The SIFS shall be used prior to transmission of an ACK frame, a CTS frame, the second or subsequent MPDU

of a fragment burst, and by a STA responding to any polling by the PCF. The SIFS may also be used by a PC

for any types of frames during the CFP (see 9.3). The SIFS is the time from the end of the last symbol of the

previous frame to the beginning of the first symbol of the preamble of the subsequent frame as seen at the air

interface. The valid cases where the SIFS may or shall be used are listed in the frame exchange sequences in

9.12.

The SIFS timing shall be achieved when the transmission of the subsequent frame is started at the TxSIFS Slot

boundary as specified in 9.2.10. An IEEE 802.11 implementation shall not allow the space between frames that

are defined to be separated by a SIFS time, as measured on the medium, to vary from the nominal SIFS value

by more than ±10% of aSlotTime for the PHY in use.

SIFS is the shortest of the IFSs. SIFS shall be used when STAs have seized the medium and need to keep it for

the duration of the frame exchange sequence to be performed. Using the smallest gap between transmissions

within the frame exchange sequence prevents other STAs, which are required to wait for the medium to be idle

for a longer gap, from attempting to use the medium, thus giving priority to completion of the frame exchange

sequence in progress.

Figure 9-3—Some IFS relationships
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SampleRate in operation
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Bit- Tries Packets Succ. Total Avg Lossless
Destination rate Ack’ed Fails TX TX TX

Time Time Time
00:05:4e:46:97:28 11 16 0 4 250404 ∞ 1873
00:05:4e:46:97:28 5.5 100 100 0 297600 2976 2976
00:05:4e:46:97:28 2 0 0 0 0 - 6834
00:05:4e:46:97:28 1 0 0 0 0 - 12995
00:0e:84:97:07:50 11 28 14 0 52654 3761 1873
00:0e:84:97:07:50 5.5 50 46 0 148814 3235 2976
00:0e:84:97:07:50 2 0 0 0 0 - 6834
00:0e:84:97:07:50 1 0 0 0 0 - 12995

Figure 5-1: This figure shows a snapshot of the statistics that SampleRate tracks for two
destinations. For the top destination, 11 megabits delivers no packets but 5.5 works per-
fectly. For the bottom destination, 11 megabits always requires a single retry and 5.5
megabits needs a retry on 10% of the packets. In both examples, 1 and 2 megabits will not
be sampled because their lossless transmit time is higher than the average transmit time of
5.5 megabits.

byte packets. Destination 00:05:4e:46:97:28 has the properties that 11 megabits delivers no

packets and all packets sent at 5.5 megabits are acknowledged successfully without retries.

The first few packets sent on this link at 11 megabits failed, and once the “Successive Fail-

ures” column reached 4 SampleRate stopped sending packets at 11 megabits. SampleRate

then proceeded to send 100 packets at 5.5 megabits. Packets were never sent at 1 or 2

megabits because their lossless transmission time is higher than the average transmission

time for 5.5 megabits.

The destination 00:0e:84:97:07:50 in Figure 5-1 has the properties that packets sent at

11 megabits require a retry before being acknowledged, and packets sent at 5.5 megabits

require no retries 90% of the time and one retry otherwise. On this link, SampleRate starts

at 11 megabits and then sends the 10th packet at 5.5 megabits. After the first 5.5 megabit

packet required no retries, SampleRate determined that 5.5 megabits took less transmit

time, on average, than 11 megabits and switched bit-rates. It still sent at 11 megabits once

every 10 packets to see if performance has improved at that bit-rate. SampleRate does

not try to send packets at 1 or 2 megabits because the lossless transmission time for those

bit-rates is higher than the average transmission time for both 11 and 5.5 megabits.
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Figure 3-8: Three examples of possible link behavior. In each example, the gray bars are the
maximum throughput for each 802.11b rate. The black bars are the throughput that the
link is able to achieve at that bit-rate. The graph on the far left shows a steep drop-off; the
bit-rates work perfectly until they do not work at all. The middle graph shows a gradual
falloff in throughput after 5.5 megabits. The graph on the right shows a link where all
bit-rates are lossy, but 11 megabits still provides the highest throughput.

for the spread of S/N values in Figure 3-6, but individual nodes might have a stronger

relationship between S/N and delivery probability. Figure 3-7 shows per-receiver versions of

the 1 megabit plot from Figure 3-6. These plots show a stronger correlation between S/N and

delivery probability, although there are several points in these graphs that suggest signal-

to-noise ratio does not accurately predict delivery probability; trying to pick a threshold to

determine whether a link operates at a particular bit-rate will result in some links that do

not work (because the threshold was too low for some links) or links that offer sub-optimal

throughput (because the threshold is too high for some links).

3.5 Link Classification and Bit-rate Throughput

The relationship between bit-rate and throughput on individual links dictates which assump-

tions algorithms can rely on to simplify bit-rate selection without sacrificing throughput.

Figure 3-8 shows three examples of the throughput that the 802.11b bit-rates achieve over

individual links. If all links looked like the steep example in figure 3-8, where each increas-

ing bit-rate worked perfectly until all bit-rates ceased to work altogether, then designing

an algorithm to find the bit-rate with the highest throughput would be simple; you could

pick the highest bit-rate that delivered any packets. However, such an algorithm might

prove disastrous if used in links that behave like the gradual example in Figure 3-8, where

the throughput falls off more slowly. In this case, the algorithm for the steep model would
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maximum throughput for each 802.11b rate. The black bars are the throughput that the
link is able to achieve at that bit-rate. The graph on the far left shows a steep drop-off; the
bit-rates work perfectly until they do not work at all. The middle graph shows a gradual
falloff in throughput after 5.5 megabits. The graph on the right shows a link where all
bit-rates are lossy, but 11 megabits still provides the highest throughput.

for the spread of S/N values in Figure 3-6, but individual nodes might have a stronger

relationship between S/N and delivery probability. Figure 3-7 shows per-receiver versions of

the 1 megabit plot from Figure 3-6. These plots show a stronger correlation between S/N and

delivery probability, although there are several points in these graphs that suggest signal-

to-noise ratio does not accurately predict delivery probability; trying to pick a threshold to

determine whether a link operates at a particular bit-rate will result in some links that do

not work (because the threshold was too low for some links) or links that offer sub-optimal

throughput (because the threshold is too high for some links).

3.5 Link Classification and Bit-rate Throughput

The relationship between bit-rate and throughput on individual links dictates which assump-

tions algorithms can rely on to simplify bit-rate selection without sacrificing throughput.

Figure 3-8 shows three examples of the throughput that the 802.11b bit-rates achieve over

individual links. If all links looked like the steep example in figure 3-8, where each increas-

ing bit-rate worked perfectly until all bit-rates ceased to work altogether, then designing

an algorithm to find the bit-rate with the highest throughput would be simple; you could

pick the highest bit-rate that delivered any packets. However, such an algorithm might

prove disastrous if used in links that behave like the gradual example in Figure 3-8, where

the throughput falls off more slowly. In this case, the algorithm for the steep model would
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Evaluation methodology

• Select random links in testbed with non-zero throughput

• Test each link in isolation for 30 seconds
– Sender transmits 1500-byte UDP unicast packets as fast as possible

• Run bit rate adaptation schemes: SampleRate, ARF, AARF, ONOE

• Static best comparison point: for each bitrate, fix bitrate, test throughput
21

Indoor testbed: 45 node a/b/g Outdoor testbed: 38 node b/g
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Figure 6-1: CDFs of bit-rate selection algorithm throughput. “Static-best” is the highest
throughput of all available bit-rates measured during a short test of each link before the
algorithms were evaluated over that link.

To approximate the throughput a bit-rate selection algorithm could obtain, the unicast

throughput for each bit-rate was measured over the link before the bit-rate selection al-

gorithms were run. The maximum throughput obtained over all the bit-rates on a link is

referred to as that link’s “best-static” throughput.

For all the measurements, the throughput for each algorithm or bit-rate was measured

by counting the number of packets that the sender received an acknowledgment for from

the receiver.

6.2 Results

Figure 6-1 shows cumulative distribution functions (CDFs) of throughput for each bit-rate

selection algorithm using 802.11g and 802.11a on the indoor network and 802.11b on both

networks. The “static-best” curve shows the highest throughput over all the available bit-

rates. Each curve shows the probability, on the y-axis, that a link has a throughput less

40
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ARF vs AARF
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Evidence that ARF spends too much time trying higher bit rates 
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Hop count and throughput
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Figure 2: When using the minimum hop-count metric, DSDV
chooses paths with far less throughput than the best available
routes. Each line is a throughput CDF for the same 100 ran-
domly selected node pairs. The left curve is the throughput
CDF of DSDV with minimum hop-count. The right curve is
the CDF of the best throughput between each pair, found by
trying a number of promising paths. The dotted vertical lines
mark the theoretical maximum throughput of routes of each
hop-count.

and with a penalty to reflect the reduction in throughput caused by
interference between successive hops of multi-hop paths. New link
measurements were collected roughly every hour during the exper-
iment; the best paths for each pair were generated using the most
recently available loss data.
The values in Figure 2 are split into two main ranges, above and

below 225 packets per second. The values above 225 correspond to
pairs that communicated along single-hop paths; those at or below
225 correspond to multi-hop paths. A single-hop direct route can
deliver up to about 450 packets per second, but the fastest two-hop
route has only half that capacity. The halving is due to transmis-
sions on the successive hops interfering with each other: the middle
node cannot receive a packet from the fi rst node at the same time
it is sending a packet to the fi nal node. Similar effects cause the
fastest three-hop route to have a capacity of about 450/3 = 150
packets per second.
Minimum hop-count performs well whenever the shortest route

is also the fastest route, especially when there is a one-hop link with
a low loss ratio. A one-hop link with a loss ratio of less than 50%
will outperform any other route. This is the case for all the points
in the right half of Figure 2. Note that the overhead of DSDV route
advertisements reduces the maximum link capacity by about 15 to
25 packets per second, which is clearly visible in this part of the
graph.
The left half of the graph shows what happens when minimum

hop-count has a choice among a number of multi-hop routes. In
these cases, the hop-count metric usually picks a route signifi cantly
slower than the best known. The most extreme cases are the points
at the far left, in which minimum hop-count is getting a through-
put close to zero, and the best known route has a throughput of

0

50

100

150

200

23
-1

9-
24

-3
6

23
-3

7-
24

-3
6

23
-3

7-
19

-3
6

23
-1

2-
19

-3
6

23
-1

9-
11

-3
6

23
-1

9-
36

23
-1

9-
20

-3
6

23
-1

9-
7-

36Pa
ck

et
s p

er
 se

co
nd

 d
el

iv
er

ed Run R1: 1 mW, 134-byte packets

Max 3-hop throughput

Max 4-hop

Figure 3: Throughput available between one pair of nodes, 23
and 36, along the best eight routes tested. The shortest of the
routes does not perform the best, and there are a number of
routes with the same number of hops that provide very differ-
ent throughput.

about 100 packets per second. The minimum hop-count routes are
slow because they include links with high loss ratios, which cause
bandwidth to be consumed by retransmissions.

2.3 Distribution of Path Throughputs
Figure 3 illustrates a typical case in which minimum hop-count

routing would not favor the highest-throughput route. The through-
put of eight routes from node 23 to node 36 is shown. The routes
are the eight best which were tested in the experiments described
above.
The graph shows that the shortest path, a two-hop route through

node 19, does not yield the highest throughput. The best route
is three hops long, but there are a number of available three-hop
routes which provide widely varying performance.
A routing protocol that selects randomly from the shortest hop-

count routes is unlikely to make the best choice, particularly as the
network grows and the number of possible paths between a given
pair increases.

2.4 Distribution of Link Loss Ratios
Figure 4 helps explain why high-throughput paths are diffi cult to

fi nd. Each vertical bar corresponds to the direct radio link between
a pair of nodes; the two ends of the bar mark the broadcast packet
delivery ratio in the two directions between the nodes. To measure
delivery ratios, each node took a turn sending a series of broadcast
packets for fi ve seconds, and counted the number of packets that
the 802.11b hardware reported as transmitted. Packets contained
134 bytes of 802.11b data payload. Every other node recorded the
number of packets received. The delivery ratio from node X to each
node Y is calculated by dividing the number of packets received by
Y by the number sent by X. The loss ratio of a link is one minus
its delivery ratio. We use the term “ratio” instead of “rate” to avoid
confusion with throughput delivery rates, which are expressed in
packets per second.
Note that 802.11b broadcasts don’t involve acknowledgements

or retransmissions. Because 802.11b retransmits lost unicast pack-
ets, the unicast packet loss ratio as seen by higher layers is far lower
than the underlying loss ratio (depending on the maximum number
of retransmissions allowed).
Three features of Figure 4 are important. First, a large fraction

of the links have an intermediate delivery ratio in at least one di-
rection. That is, they are likely to deliver some routing protocol

Minimum-hop-countroutes are significantly 
throughput-suboptimal


