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Motivation

➔ Modeling the joint, all-atom likelihood of sequences and 
three-dimensional structures of full protein complexes,

➔ Achieving this with computation that scales sub-quadratically with the 
size of the protein system,

➔ Enabling conditional sampling under diverse design constraints 
without retraining.



Background

➔ Inverse Design:
◆ From: Backbone Coordinates
◆ To: Sequence

➔ Diffusion Models:
◆ Photorealistic images at inference time
◆ Can introduce multi-modal constraints



Research Question

Can we introduce a diffusive model for protein design that can design 
large complexes with conditions given at inference time?

YES!



Method: Overview

(Nature paper, Fig. 1)



Method: Diffusion Primer

(https://yang-song.net/blog/2021/score/)



Method: Correlated Diffusion

Forward-Time SDE Reverse-Time SDE

Reverse-Time SDE (Conditional on Auxiliary Constraints)



Method: Correlated Diffusion

(Hybrid Langevin) Reverse-Time SDE



Method: Polymer-Structured Diffusion



Method: Chroma Overview



Method: ChromaBackbone



Method: Random Graph Neural Networks



Method: Structure from Inter-Residue Geometry



Method: ChromaDesign

Potts Decoder (ChromaDesign Potts)

Autoregressive Decoder (ChromaDesign Multi)



Method: Conditioners

RECALL:
Reverse-Time SDE (Non-Langevin, Conditional on Auxiliary Constraints)



Method: Conditioners



Method: Conditioners

Further networks were developed:

➔ ProClass:
◆ Trained to label/classify with CATH, PFAM labels.

➔ ProCap:
◆ GPT-Neo 125M, trained on Pile (articles from arXiv and PubMed).
◆ Fine-tuned with annotations on PDB.



Results: Reproducing Natural Statistics



Results: Novelty



Results: Conditional Generation



Results: Conditional Generation and Re-Folding



Conclusions

The hypothesized model is possible. The model can…

➔ Generate >3,000 residues in a few minutes on a GPU!
➔ Condition on a variety of modalities!
➔ Explore novel but feasible designs!



Future Directions: Try It!

https://github.com/generatebio/chroma 

https://github.com/generatebio/chroma


Discussion Questions

How can Chroma be used?

What useful constraints do you see being designed?


