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● Computational Protein Design  (i.e., Inverse protein folding problem)

Introduction

● Desired structure
● Desired functional properties

the amino acids sequence 

Flexible-backbone design



Conditional Generative Model

Bottom-up:  optimizing Energy Function

Top-down:

● Related Work

Rosetta

MLP-based

SPIN2

● Cons: Feature Design

CNN-based

Cons: 
● Slow inference
● Complex preprocessing

Graph-based

Representing protein 
structure as a graph

Pros:
● Computational efficiency
● Inductive bias
● Representational flexibility



Method

Structured Transformer

Node Features

Edge Features



Inductive Bias:

● Invariance

● Locally Informative

Local Frame

Relative Spatial Encodings

Structural Encoding

k-NN (sparsity)

long-range dependencies in sequence 

short-range in 3D space

(k=30)

Positional Encoding

Edge Features



Attention:

● Encoder

● Decoder

Causally consistent

Key & Value



Results

● Dataset:  CATH 4.2

❖ Class:  secondary structure content
❖ Architecture: shape revealed by the orientations of the secondary structure units
❖ Topology: sequential connectivity of secondary structure elements
❖ Homologous superfamily: whether the domains are evolutionarily related

a hierarchical domain classification of the three-dimensional (3D) structures of proteins

http://www.cathdb.info

❖ Training set: 18024 chains
❖ Validation set: 608 chains
❖ Test set: 1120 chains

Structure-split setting

No CAT overlap

http://www.cathdb.info


● Evaluation

Many protein sequences may design the same 3D structure

Sequence 3D structure

Single mutations may cause a protein to break or misfold

Sequence Similarity x

❖ Likelihood-based:  Perplexity

❖ Native sequence recovery

❖ Experimental comparison



❖ Likelihood-based:  Perplexity

Perplexity 1/probability∝

Protein profiles

https://www.ebi.ac.uk/training/online/courses/protein-classification-intro-ebi-resources/what-are-protein-signatures/signature-types/what-are-profiles/


Ablations:
Message Passing Neural Networks (MPNN)

ProteinMPNN



❖ Native sequence recovery

Biased sampling

Rosetta : state-of-the-art framework for computational protein design

● More Accurate
● Faster

https://www.rosettacommons.org/software


❖ Experimental comparison

Mutation effects

Pearson correlation coefficientslog-likelihoods of mutated 
sequences

high-throughput 
mutation effect data



Take-away

Structured Transformer

● Graph-based Transformer
● + Inductive Bias: 3D structural encodings,  spatial locality
● Improved perplexities
● Compared to the SOTA protein design program, more accurate and faster 

Showing the potential of  being able to efficiently design and engineer 

protein sequence with structurally-guided generative models…
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