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Issue

● LLMs trained using large crawls from the internet with very basic filtering (if 
any)
○ C4 filtering using RegExes
○ The Pile  “...it is possible for the Pile to contain pejorative, sexually 

explicit, or otherwise objectionable content”
● Non-negligible amounts of harmful, biased text
● LLMs trained using this data pick up, amplify these biases

3



Perspective API

4
Image source

● Returns calibrated probabilities of attributes
● Toxicity := “...rude, disrespectful, or unreasonable language that is 

likely to make someone leave a discussion.”

https://developers.perspectiveapi.com/s/about-the-api?language=en_US


Recent methods for toxicity mitigation
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Adapting prior ideas for toxicity mitigation

1. Data-based methods
a. Domain-adaptive Pretraining (DAPT)
b. Attribute Conditioning (ATCON)

2. Decoding-based methods
a. Plug and Play Language Models (PPLM)
b. Generative Discriminator Guided Sequence Generation (GeDi)
c. Self-debiasing (SD)
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(Gururangan et al., 2020, Don't Stop Pretraining: Adapt Language Models to Domains and Tasks)

Domain-adaptive Pretraining

7Image source

https://slideslive.com/38929123/dont-stop-pretraining-adapt-language-models-to-domains-and-tasks


Domain-adaptive Pretraining
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Domain-adaptive Pretraining
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Domain-adaptive Pretraining

11(Gururangan et al., 2020, Don't Stop Pretraining: Adapt Language Models to Domains and Tasks) Image source

https://slideslive.com/38929123/dont-stop-pretraining-adapt-language-models-to-domains-and-tasks


(Gehmen et al., 2020, RealToxicityPrompts: Evaluating Neural Toxic Degeneration in Language Models)

Domain-adaptive Pretraining for detoxification

● Continued pretraining of LLM on filtered non-toxic subset of OWTC 

● Aims to erase knowledge of toxicity via catastrophic forgetting
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(25 generations)



Domain-adaptive Pretraining for detoxification

● Can adversely affect modelling performance and destroy innocuous 

knowledge in unexpected ways.

● Leads to either limited detoxification effectiveness or significantly sacrifices 

model quality.

● Expensive additional data, compute

13(Wang et al., 2022, Exploring the Limits of Domain-Adaptive Training for Detoxifying Large-Scale Language Models)



Model type Form of model Examples

Language model p(x) GPT-2 
(Radford et al., 2019)

Fine-tuned language model p(x) DAPT (Non-Toxic) 
(Gehmen et al., 2020)
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Plug and Play Language Models

● “Controlled text generation”

● Assumes access to an attribute model p(a | x)

● Assumes access to gradients

● Uses gradients from attribute model to nudge 

the LM hidden state in a direction that 

increases p(a | x)

15(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/
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1.
a. Carry out LM forward pass and sample token from resulting probability distribution.
b. Feed string generated (so far) to attribute model to obtain likelihood of desired attribute p(a | x).

Plug and Play Language Models

(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/
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2.
a. Perform backprop to compute gradients of p(a|x) and p(x) with respect to hidden state.
b. Nudge LM hidden state in a direction which increases both p(a|x) and p(x).

(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/
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3.
a. Recompute LM probability distribution.
b. Sample new token.

(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/


Using only gradient wrt p(a|x) can lead to unnatural generations
“This movie is great great great great great great…”

Uses KL-divergence between the probability distributions of the modified and unmodified LMs 
19(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/


20(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/


21(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation) Image source

https://www.uber.com/blog/pplm/


PPLMs for toxicity mitigation

● Use a toxicity classifier as the attribute model p(a|x)

● Perform gradient descent wrt p(toxic|x) and ascent wrt p(x) while updating hidden state

● Authors train a single layer toxicity classifier on the data from the 

○ Jigsaw Toxic Comment Classification Challenge
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comment toxic?
Hey man, I'm really not trying to edit war. It's just that this 
guy is constantly removing relevant information and 
talking to me through edits instead of my talk page. He 
seems to care more about the formatting than the actual 
info.

0

Bye! Don't look, come or think of coming back! Tosser. 1

(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation)



Aside:

23(Wallace et al., 2019, Universal Adversarial Triggers for Attacking and Analyzing NLP)

1. Prompts like “Asians”, “Jews”, “Blacks” elicit toxic generations from GPT-2

2. Synthetic suffixes that elicit toxic generations when appended to any prompt to GPT-2.

○ “TH PEOPLEMan goddreams Blacks”

○ “localizationeeleMuslims negroecauseailand”



PPLMs for toxicity mitigation

24(Dathathri et al., 2020, Plug and Play Language Models: A Simple Approach to Controlled Text Generation)



Model type Form of model Examples

Language model p(x) GPT-2 
(Radford et al., 2019)

Fine-tuned language model p(x) DAPT (Non-Toxic) 
(Gehmen et al., 2020)

Conditional language model p(x | a) CTRL (Kesker et al., 2019).

ATCON (Gehmen et al., 2020)

Plug and play language model p(x | a) ∝ p(a | x)p(x) PPLM-BoW, PPLM-Discrim
(Dathathri et al., 2019)
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Generative Discriminator guided Sequence Generation

● Also “controlled text generation” but less intrusive than PPLM

● Instead of manipulating hidden state, directly alters generation probabilities

● 30x faster than PPLM!!

● Still want p(x|a) from p(a|x)

Naive technique:

26(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation) Image source

https://aclanthology.org/2021.findings-emnlp.424.mp4


Generative Discriminator guided Sequence Generation

● Uses an auxiliary class-conditional language model (CC-LM) such as CTRL 

for estimates of p(x|c) and p(x|¬c)

27(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation) Image source

● Applies Bayes’ rule to find p(c|x)

https://arxiv.org/pdf/1909.05858.pdf


(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation) Image source 28

https://aclanthology.org/2021.findings-emnlp.424.pdf


29(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation)

Reweighting scheme:



Loss formulation:

30(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation)
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Average generation time in seconds per token for generating 
sequences of length 256 on a V100 GPU.

(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation) Image source

https://aclanthology.org/2021.findings-emnlp.424.pdf


32(Krause et al., 2020,GeDi: Generative Discriminator Guided Sequence Generation) Image source

https://aclanthology.org/2021.findings-emnlp.424.pdf


Model type Form of model Examples

Language model p(x) GPT-2 
(Radford et al., 2019)

Fine-tuned language model p(x) DAPT (Non-Toxic) 
(Gehmen et al., 2020)

Conditional language model p(x | a) CTRL (Kesker et al., 2019).

ATCON (Gehmen et al., 2020)

Plug and play language model p(x | a) ∝ p(a | x)p(x) PPLM-BoW, PPLM-Discrim
(Dathathri et al., 2019)

Generative-Discriminative model p(x | a) ∝ p(a | x)p(x) GeDi-guided-pos
(Krause et al., 2020)
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Self-Diagnosis and Self-Debiasing
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(Schick, T.,et al., 2021, Self-diagnosis and self-debiasing: A proposal for reducing corpus-based bias)



Domain-Adaptive Pre-training (DAPT)
Computationally expensive. Additional data for training is needed

Blocklisting (Word filtering)
banning words prevents language models from gaining knowledge

Limitations of Existing Methods

35



Domain-Adaptive Pre-training (DAPT)
Computationally expensive. Additional data for training is needed

Blocklisting (Word filtering)
banning words prevents language models from gaining knowledge

Plug and Play Language Models (PPLM)
Very computationally expensive

Generative Discriminator (GeDi)
Needs an additional LM

Limitations of Existing Methods
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No manually curated word lists, 
No additional training data
No changes to the model’s parameters

● Can LM detect their own biases? (Self-Diagnosis)
● Can LM discard undesired behaviors in an 

unsupervised fashion? (Self-debiasing)

Self-Diagnosis and Self-Debiasing

37



Self Diagnosis

Self-diagnosis input sdg(x, y):  Append attribute y to 
the generated text x

 

Attribute
description

38



• Taken from Perspective 
API

• Limitation: a limited set

• Descriptions written for 
humans, not tuned for 
pretrained LM

Attributes
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Experimental Setup

Models- GPT-2: small (117M), medium (345M), large (774M) and XL (1.5B)
        T5:  XL (2.5B) and XXL(11B)

Data- 20,000 examples for each attribute from RealToxicityPrompts dataset 
(Gehman et al., 2020) 

For each example, probability of y present is calculated by Perspective API

Metric-  Pearson correlation coefficient
        Accuracy

40
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Result

self-diagnosis ability 
correlates with model 

size



Output words

Formatting

Wording

Attribute description

Exploration on different Axes

Self-diagnosis Input:

42



Exploration on different Axes

Output words

Formatting

Wording

Attribute description

Image source 43

https://arxiv.org/pdf/2103.00453.pdf
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https://arxiv.org/pdf/2103.00453.pdf


Exploration on different Axes

Output words

Formatting

Wording

Attribute description

Image source 49

https://arxiv.org/pdf/2103.00453.pdf


Original: Perspective API (y=a rude, 
disrespectful, or unreasonable comment; likely 
to make people leave a discussion)

Alternative: Pavlopoulos et al. (2020) (y= 
offensive, abusive or hateful language)

None: No definition (y=toxic language)

Attribute description

Exploration on different Axes

Image source 50

https://arxiv.org/pdf/2103.00453.pdf


Self-Debiasing
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Use the internal knowledge to detoxify generation

Construct Self-debiasing input sdb(x, y)

Self-Debiasing

Image source 52

https://arxiv.org/pdf/2103.00453.pdf
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Q1: What are the differences between sdb1 and sdb2 in Figure 
2? What are they designed differently for?

Answer: 

 

In sdb1, y is a description of the relevant 
attribute. Eg. toxicity => rude, disrespectful 
or unreasonable language

In sdb2, y is simply the type of bias
Eg.  gender identity/sexual orientation

Reason: sdb1 used for  RealToxicityPrompts
    And sdb2 used for  CrowS-pairs



Use the internal knowledge to detoxify generation

Construct Self-debiasing input sdb(x, y)

Calculate:

Self-Debiasing

Image source 54

https://arxiv.org/pdf/2103.00453.pdf


Self-debiasing input sdb(x, y)

Encourages LM to produce 
text with the undesired 
behavior.

For undesired words:

>

Self-Debiasing

Image source 55

https://arxiv.org/pdf/2103.00453.pdf


>For undesired words:

Calculate:

For undesired words: < 0

New Probability 
Distribution:

where,  λ= Decay Constant (hyperparameter)

For unbiased words:

Self-Debiasing
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Calculate:

Probability Distribution:

For multiple attribute:

Self-Debiasing
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Q2:  What are the key differences between the proposed SD 
method in Schick et al 2021 and PPLM? Which one is more 
compute expensive?

Answer: 
1. The SD method uses internal knowledge to detoxify the 

generations, PPLM relies on external knowledge from the 
attribute classifier.

2. PPLM changes the activations at the hidden states whereas SD 
reduces the final probability for the undesired words.

3. PPLM is more computationally expensive since it involves 
multiple forward and backward passes per generated token.
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Result and Limitations 
of Self-debiasing
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○ Simultaneous debiasing for all 6 Perspective API attributes

○ Evaluated on the “challenging subset” of RealToxicityPrompts

○ Evaluated perplexity on WikiText-2

○ Baselines of 

i. DAPT: 10,000 documents from the OpenWebText corpus with P_toxicity < 0.25

ii. Word Filter: Set logits of Dirty, Naughty, Obscene, and Otherwise Bad Words to -∞.

Automatic Evaluation
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Automatic Evaluation
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Human Evaluation

○ Simultaneous debiasing for all 6 Perspective API attributes

○ 100 random prompts from “challenging subset” of RealToxicityPrompts

○ Amazon Mechanical Turk evaluations given descriptions of attributes

○ Baselines vs SD (λ = 100)
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Human Evaluation

Despite increasing perplexity on Wikitext-2, a large value of λ does not have a negative impact on 
fluency and coherence according to human annotators
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CrowS-Pairs Evaluation

○ 9 types of social bias

○ Pairs with stereotype vs anti-stereotype

i. “fat people can never really be attractive” 

ii. “thin people can never really be attractive”

○ Measuring ratio of “pseudo-perplexities” in MLM

○ Ideal score = 50%
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CrowS-Pairs Evaluation (λ = 50)
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Limitations:

1. Evaluation

● Perspective API’s biases unaccounted for

● Only limited human evaluation; untrained Amazon Mechanical Turk workers with 

their own subjective biases
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Limitations:

2. Algorithm

● Moderate sensitivity of self-diagnosis and self-debiasing algorithms to choice of 

prompt template

● Self-debiasing algorithm is greedy. A word that seems objectionable given only the 

left-context may become innocuous given the continuation.

“It’s easy to kill time when I’m with you <3”
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Limitations:

3. Social bias

● Does not assess whether this strategy disproportionately censors speech-patterns 

of marginalized groups.



Does Detoxification introduce 
social bias?
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(Xu et al., 2021, Detoxifying Language Models Risks Marginalizing Minority Voices)



Decreases utility and generation quality of LMs for marginalized 
groups 

Forcing minorities to use non-native speech patterns can amount to 
micro-aggressions

Reasons-spurious correlations between toxic label and minority 
identity mentions

Social Biases in Detoxification

71(Xu et al., 2021, Detoxifying Language Models Risks Marginalizing Minority Voices) Image source

https://arxiv.org/pdf/2104.06390.pdf


Increase in Perplexity

Disproportionate large 
increase for AAE and 
MIM 

WAE: White American English 
AAE: African-Aligned English
MIM: minority identity mentions 

72(Xu et al., 2021, Detoxifying Language Models Risks Marginalizing Minority Voices) Image source

https://arxiv.org/pdf/2104.06390.pdf


Increase in Perplexity

Stronger detoxification 
leads to increased bias 
against AAE text

73(Xu et al., 2021, Detoxifying Language Models Risks Marginalizing Minority Voices) Image source

https://arxiv.org/pdf/2104.06390.pdf


Disproportionate decrease in generation 
quality for African-American English (AAE)

Decrease in Generation Quality

74(Xu et al., 2021, Detoxifying Language Models Risks Marginalizing Minority Voices) Image source

https://arxiv.org/pdf/2104.06390.pdf
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Train Set Filtering

C4 corpus, filtered for toxicity according to PERSPECTIVE API scores
tf@X= documents with score > X are discarded

(Welbl et al., 2021, Challenges in Detoxifying Language Models)



Increase in Bias with Train set 
Filtering

76(Welbl et al., 2021, Challenges in Detoxifying Language Models) Image source

https://arxiv.org/pdf/2109.07445.pdf
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“........ comes at the cost of reduced LM 
coverage for both texts about, and dialects 
of, marginalized groups”
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Thank You
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Q3:  Can you think of any solutions to improve the 
self-diagnosis accuracy? Do you believe that we should rely on 
LLMs' own self-diagnosis ability to recognize undesired ability 
for debiasing/detoxifying them in the future?

Answer: 


