
Bias and Toxicity in Large 
Language Models

Richard Zhu & Maxine Perroni-Scharf

October 31st, 2022
1



Outline

1. What are bias and toxicity? (Bender et al., 2021)
2. How do we measure toxicity? (Gehman et al., 2020, Zhang et 

al., 2022)
3. How can we reduce toxicity? (Gehman et al., 2020)
4. What causes neural toxic degeneration? (Gehman et al., 2020, 

Gururangan et al., 2022)
5. Additional methods of evaluating bias (Zhang et al., 2022)
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Harmful Language Models

● Language models focus on text, and are good at capturing statistical 
patterns.

● However, LMs affect people when they are applied to downstream 
tasks. So we need to think about the broader social context
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What is bias?
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Bias Definitions

● Performance Disparities: A system is more accurate for some demographic 
groups than others

● Social Bias/Stereotypes: A systems̓ predictions contain associations between 
target concepts and demographic groups, and this effect is bigger for some 
demographic groups than for others.
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Why do we care so much about bias?
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● Language models have new powerful capabilities

● This leads to increased adoption

● This leads to increased harms
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Why do we care so much about bias?



● Generation of rude, disrespectful, or unreasonable text that would make someone 
want to leave a conversation.

● In neural LLM s̓, causal phenomenon known as neural toxic degeneration
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What is Toxicity?

Source: Allen Institute for AI

https://toxicdegeneration.allenai.org/


● Generation of rude, disrespectful, or unreasonable text that would make someone 
want to leave a conversation.

● In neural LLM s̓, causal phenomenon known as neural toxic degeneration
● The definition of what constitutes toxicity varies
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Source: Allen Institute for AI
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● Downstream users may include younger or more vulnerable audiences

● Unintended outputs for given task
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Why do we care about toxicity?



● Generating misleading content

● Misinformation: false or misleading information, regardless of intention

● Disinformation: false or misleading information to intentionally deceive a 
target population
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Disinformation

Source: Zellers et al., 2020

https://arxiv.org/pdf/1905.12616.pdf


● Generating misleading content

● Misinformation: false or misleading information, regardless of intention

● Disinformation: false or misleading information to intentionally deceive a 
target population

● Excludes: fictional literature, satire
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Disinformation



● Language models are steadily increasing in size
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Motivation



● Language models are steadily increasing in size
● This has resulted in an increase in number of training tokens to maintain performance 

improvements
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Motivation

Source (both graphics): Hoffmann et al., 2022

https://arxiv.org/pdf/2203.15556.pdf


● This demand for larger datasets has meant drawing from lower quality sources
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Motivation
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Source: Dodge et al., 2021

https://arxiv.org/pdf/2104.08758.pdf


● This demand for larger datasets has meant drawing from lower quality sources
● Large language models may act as stochastic parrots, repeating potentially dangerous 

text: “given increased potential for biased, hegemonic, and toxic text output, are larger 
language models necessary?”
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Motivation
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Static data/changing social views

Encoding bias



● This demand for larger datasets has meant drawing from lower quality sources
● Large language models may act as stochastic parrots, repeating potentially dangerous 

text: “given increased potential for biased, hegemonic, and toxic text output, are larger 
language models necessary?”

● Bommasani et al., 2022 suggest unlearning, cleaning training data, and using models 
themselves as detectors as potential solutions for toxicity in foundation models
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Motivation

https://arxiv.org/pdf/2108.07258.pdf


Content Warning
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We will be going over toxic text
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Introduction

● Large language models can produce degenerate and biased output
● Non-toxic prompts can still cause toxic output!
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Introduction

● Gehman et al., 2020 has 3 main contributions.
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1

2 Proposed detoxifying methods: data-based vs decoding-based

REALTOXICITYPROMPTS, a set of 100K sentence prefixes//toxicity score 
pairs, used to evaluate neural language generation (NLG) toxicity. 
Identifies innocuous prompts that cause toxic degeneration in LLMs.

3
Analysis of toxicity in OpenAI WebText and OPENWEBTEXT CORPUS, 
finds toxic language in this data



Operationalizing Toxicity

● How do we measure toxicity in prompts and generated text?
● Over 80GB of text to be scored

○ Too much for human annotations…
○ …but we can use the PERSPECTIVE API!
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Counter Abuse Technology Team



● An API offering Toxicity scores + scores for
○ Insult
○ Profanity
○ Identity attack
○ Threat
○ …

● Multiple languages including English

23



● Multilingual BERT-based models trained on 1M+ comments
● Scores - ratio of raters assigning a comment to each attribute

○ Eg. 3 out of 10 raters tag comment as toxic -> Toxicity score of 0.3
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Operationalizing Toxicity

● Perspective API does suffer from biases itself
● Biases against minorities and low agreement in annotations 

(Waseem, 2016; Ross et al., 2017)
○ Effect of annotator identity
○ Differences in annotation task setup
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Operationalizing Toxicity

● Perspective API does suffer from biases itself
● Biases against minorities and low agreement in annotations 

(Waseem, 2016; Ross et al., 2017)
○ Effect of annotator identity
○ Differences in annotation task setup
○ Reliance on lexical cues (eg. profanity, sensitive words)
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Source: Perspective

https://perspectiveapi.com/


Models for Evaluation

● Test 5 models
○ GPT-1
○ GPT-2
○ GPT-3
○ CTRL
○ CTRL-W
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CTRL

● 1.63B parameter model trained to generate text based on 
“control token” eg. “Links,” “Wikipedia,” “r/running,” etc.

● CTRL uses “Links” and CTRL-W uses “Wikipedia”
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Source: CTRL GitHub

https://github.com/salesforce/ctrl


CTRL

● 1.63B parameter model trained to generate text based on 
“control token” eg. “Links,” “Wikipedia,” “r/running,” etc.

● CTRL uses “Links” and CTRL-W uses “Wikipedia”
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Source: Keskar et al., 2019

https://arxiv.org/pdf/1909.05858.pdf


Unprompted Text Generation Details

- Generate text first without prompts, only using start of 
sentence tokens

- Use nucleus sampling (p=0.9) to generate up to 20 tokens
- Generate pool of 10k spans
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Establishing a Baseline for toxicity

Perform bootstrap estimation of expected maximum toxicity for n 
≤ 10k generations by sampling n generations from pool 1K times 
each.
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Unprompted Toxicity Evaluation



REALTOXICITYPROMPTS

A balanced dataset of 10,000 naturally occurring prompts taken 
from the OpenWebText Corpus
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OpenWebText Corpus
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● Comprises of online text from urls linked in reddit
● 38 GB of data
● Displays a range of toxicity in its span-level data



Dataset Creation
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Split entire 
OpenWebTextCorpus 

into sentences



Dataset Creation
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Split entire 
OpenWebTextCorpus 

into sentences

Filter out sentences 
with character length 

<64 or >1024



Dataset Creation
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Split entire 
OpenWebTextCorpus 

into sentences

Filter out sentences 
with character length 

<64 or >1024

Filter out non-English 
text with FASTTEXT



Dataset Creation
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Split entire 
OpenWebTextCorpus 

into sentences

Filter out sentences 
with character length 

<64 or >1024

Filter out non-English 
text with FASTTEXT

Sample 10k sentences



Sampling Sentences

1) Score each sentence from OpenWebText for toxicity using 
PERSPECTIVE API

2) Sample 25k sentences for each of four equally sized 
toxicity-score ranges
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Splitting Sentences

1) Split each sentence into two halves to get a prompt and a 
continuation

2) Score the prompt and continuations for toxicity separately

40



Dataset Overview
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Prompted Toxicity in Neural Models

● Prompt each model and measure toxic degeneration
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Prompted Toxicity in Neural Models

● Prompt each model and measure toxic degeneration

● Evaluate toxicity with two metrics:
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Prompted Toxicity in Neural Models

● Prompt each model and measure toxic degeneration

● Evaluate toxicity with two metrics:
1) Expected maximum toxicity over 25 generations
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Prompted Toxicity in Neural Models

● Prompt each model and measure toxic degeneration

● Evaluate toxicity with two metrics:
1) Expected maximum toxicity over 25 generations
2) Empirical probability of generating a span with toxicity 

over 0.5 at least once over 25 generations
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Results: Main Conclusions

1) Toxic prompts yield higher toxicity in generations

2) Non-toxic prompts still cause toxic generations at non-trivial 
rates

46



Results
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Results
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Results
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Results
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Prompts that Challenge All Models
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● 327 prompts that yield at least one generation with 0.9 toxicity from 
all models

● 1225 prompts that yield at least one generation with 0.9 toxicity from 
out of the box models



Prompts that Challenge All Models
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Lecture Question 1

Describe how RealToxicityPrompts was collected and the 
evaluation protocol to use it to measure the toxicity of LLMs
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Our Answer

Dataset collection:

Sentences taken from openWebTextCorpus were cleaned, split into 
halves and scored for toxicity. The dataset is balanced across four 
equally sized toxicity ranges.

Evaluation protocol:

Prompt the model with toxic and nontoxic prompts, and calculated 
the expected toxicity and probability of toxic text appearing after k 
generations.
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What are methods for mitigating toxicity?
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Detoxification Methods
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Data-Based

Pretrain the language 
model further

Decoding-Based

Change the generation 
strategy



Data-based detoxification

Continue pretraining on approximately 150K documents from 
OPENWEBTEXT Corpus

Two approaches:

1) Domain Adaptive Pretraining (DAPT) - Gururangan et al., 
2020

2) Attribute Conditioning (ATCON)
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https://aclanthology.org/2020.acl-main.740/
https://aclanthology.org/2020.acl-main.740/


Domain adaptive pretraining (DAPT)1

Perform an additional phase of pretraining on non-toxic subset of 
the corpus
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1Gururangan, Suchin, et al. "Don't stop pretraining: adapt language models to domains and tasks." In Proceedings on the 55th Annual Meeting of the Association for Computational Linguistics, 2020 



Attribute Conditioning (ATCON)

● Prepend a corresponding toxicity attribute token to random sample 
of documents

<|toxic|> or <|nontoxic|>

● Pretrain the GPT model further

● Prepend <|nontoxic|> token to the prompts during generation
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Decoding-Based Detoxification

Alter the decoding algorithm

Three approaches:

1) Vocabulary Shifting (VOCAB-SHIFT)
2)  Word Filtering (WORD FILTER)
3) Plug and Play Language Model (PPLM)
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Vocabulary Shifting (VOCAB-SHIFT)

● Learn a 2D representation of toxicity and non-toxicity for each 
token in GPT-2 vocab and reweight logits
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Vocabulary Shifting (VOCAB-SHIFT)

62
Ghosh, Sayan, et al. "Affect-lm: A neural language model for customizable affective text generation." In Proceedings on the 55th Annual Meeting of the 

Association for Computational Linguistics, 2017.



Word Filtering (WORD FILTER)

● Use a language model blocklist, preventing a set of words from 
being generated

● Block profanity, slurs and swear words
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Plug and Play Language Model (PPLM)2

Control generation sentiment with a bag of words related to a topic and a linear 
discriminator trained on top of LM representations.

642Dathathri, Sumanth, et al. "Plug and play language models: A simple approach to controlled text generation." International Conference on Learning Representations, 2020.



Plug and Play Language Model (PPLM)2

652Dathathri, Sumanth, et al. "Plug and play language models: A simple approach to controlled text generation." International Conference on Learning Representations, 2020.



Effect of Controllable Solutions on Toxic Generation
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Lecture Question 2

Gehman et al 2020 discussed several mitigation methods at 
steering away from toxicity. Can you compare these methods in 

terms of both effectiveness and computational overhead? We 
consider overhead at both training and inference stages.

67



Our Answer

Effectiveness:

The most effective data-based method was using domain adaptive 
pre-training with non-toxic text. The most effective decoding based 
method was PPLM, which also yielded the best results overall 
across all approaches. Least effective are Word Filter, etc.
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Our Answer

Computational Overhead:

DAPT and AT-CON are the most expensive at the training stage, as 
we perform an additional training phase on the models. PPLM, 
while very effective, is the most expensive at the inference stage 
due to the computationally expensive decoding phase. Word Filter 
is the least expensive method.
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What causes neural toxic degeneration?
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Analyzing Toxicity in Web Text
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Analyzing Toxicity in Web Text

● Authors from powerful social positions have disproportionate 
effect on language style in LLM training data
○ Favors privileged: men, white populations, higher socioeconomic status, 

American/Western European perspectives

72Source: Gururangan et al., 2022

https://arxiv.org/pdf/2201.10474.pdf


Analyzing Toxicity in Web Text

● GPT-3 quality filter gives identical quality distribution to high 
and low factuality news sources
○ p=0.085, two-way Kolmogorov-Smirnov text

73Source: Gururangan et al., 2022

https://arxiv.org/pdf/2201.10474.pdf


74

● OPENWEBTEXT CORPUS

● Large corpus of English web 
text scraped from outbound 
links on subreddits

● 2.1% toxic

OWTC
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● OPENWEBTEXT CORPUS

● Large corpus of English web 
text scraped from outbound 
links on subreddits
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OWTC
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● OPENWEBTEXT CORPUS

● Large corpus of English web 
text scraped from outbound 
links on subreddits



OWTC
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OWTC
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● > 3% originate from links 
shared on banned or 
quarantined subreddits



OpenAI-WT

79

● OpenAI WebText
● Pretraining corpus for GPT-2
● Similar collection method to 

OWTC, but with blocklist
● 4.3% toxic

vs. 2.1% in OWTC…why?



OWTC vs. OpenAI-WT
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● 29% (2.3M) overlap using large-scale similarity search, of 
which at least 12% is from low or mixed reliability news sites



Implications for Downstream Models
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● GPT-2 pretrained on…
○ > 40K documents from quarantined /r/The_Donald 
○ > 4K documents from banned /r/WhiteRights



What are other methods for evaluating 
bias/toxicity?
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Open Pre-Trained Transformer Language Models Bias Toxicity 
Evaluations

● 5 methods in the paper are used to compare and evaluate the 
bias and toxicity levels of the OPT-175B model
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Hate Speech Detection

Purpose: To measure the ability of OPT-175B to identify whether 
English statements are racist, sexist, both, or neither racist or 
sexist.
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Ethos: An Online Hate Speech Detection Dataset1

● Textual Dataset with two variants:
○ Binary Labels (hate or not hate)
○ Multi-Label (violence, directed vs generalized, gender, race, national 

origin, disability, sexual orientation, religion)
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1Mollas, Ioannis, et al. "ETHOS: an online hate speech detection dataset. Arxiv Preprint 2020.
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3Mollas, Ioannis, et al. "ETHOS: an online hate speech detection dataset. Arxiv Preprint 2020.

Ethos: An Online Hate Speech Detection Dataset3



Dataset Collection

● Used youtube and reddit 
comments

● Extracted 1000 comments 
from HateBusters 
platform for each class

● Had annotators answer 
questions about each 
comment
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Hate Speech Detection Method

Model presented with text and asked to decide:

a) If text contains hate speech
b) If text is racist, sexist, both or neither
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Hate Speech Detection OPT Results
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3Nangia, Nikita, et al. "CrowS-pairs: A challenge dataset for measuring social biases in masked language models." arXiv preprint (2020).

CrowS-Pairs Dataset4
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Stereotypes

3Nangia, Nikita, et al. "CrowS-pairs: A challenge dataset for measuring social biases in masked language models." arXiv preprint (2020).

CrowS-Pairs Dataset4



CrowS-Pairs Dataset4
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Anti-Stereotypes

4Nangia, Nikita, et al. "CrowS-pairs: A challenge dataset for measuring social biases in masked language models." arXiv preprint (2020).



Evaluating Bias with CrowS-Pairs
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CrowS-Pairs OPT results
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StereoSet Dataset5

965Nadeem, Moin, Anna Bethke, and Siva Reddy. "Stereoset: Measuring stereotypical bias in pretrained language models." ACM, 2020.



Stereoset Evaluation Metrics
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1) Language modeling score (LMS) - percentage of instances 
where the model prefers meaningful over meaningless 
associations (higher better)

2) Stereotype score (SS) - percentage of instances where 
model prefers stereotype association over 
anti-stereotypical association (closest to 50 is better)

3) Idealized cat score (ICAT)- combination of LMS and SS 
(higher better)



ICAT Score
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StereoSet OPT Results
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RealToxicityPrompts

100

● Test tendency for toxic responses
● Sample 25 generations of 20 tokens



RealToxicityPrompts
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● OPT-175B more likely to generate toxic responses than Davinci or PaLM
● Likelihood of toxic generation increases with toxicity of prompt
● Likely due to inclusion of toxic social media texts in training



Dialogue Safety Evaluation
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1 SaFeRDialogues (Ung et al., 2022)

2 Safety Bench Unit Tests (Dinan et al., 2021)

https://arxiv.org/pdf/2110.07518.pdf
https://arxiv.org/pdf/2107.03451.pdf


SaFeRDialogues

103

1

● Existing models respond by attacking 
or ignoring feedback
○ Recovery models (based on 

training examples featuring 
gracious responses) apologize 
without defensiveness



SaFeRDialogues
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● Existing models respond by attacking 
or ignoring feedback
○ Recovery models (based on 

training examples featuring 
gracious responses) apologize 
without defensiveness

● Tests the ability of models to recover 
gracefully based on conversational 
feedback

1



SaFeRDialogues
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1



Safety Bench Unit Tests
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2

● Measurement of how unsafe a model s̓ response is across four buckets of topic 
sensitivity:
○ Safe
○ Realistic
○ Unsafe
○ Adversarial (unsafe)

Source: Dinan et al., 2021

https://arxiv.org/pdf/2107.03451.pdf


Safety Bench Unit Tests
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2

● Measurement of how unsafe a model s̓ response is across four buckets of topic 
sensitivity:
○ Safe
○ Realistic
○ Unsafe
○ Adversarial (unsafe)

Source: Dinan et al., 2021

https://arxiv.org/pdf/2107.03451.pdf


Safety Bench Unit Tests
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2

● Measurement of how unsafe a model s̓ response is across four buckets of topic 
sensitivity:
○ Safe
○ Realistic
○ Unsafe
○ Adversarial (unsafe)



Dialogue Safety Evaluation
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● Models finetuned on curated dialogue datasets (eg. BlenderBot 
1, R2C2) have lower toxicity
○ Consistent with Roller et al., 2021 and Xu et al., 2020



Thank you for listening!
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Lecture Question 3

For all the bias and toxicity evaluation metrics we have learned in 
this lecture, what are the possible limitations in terms of coverage 
and reliability?  What are the possible consequences if we optimize 

LLMs to reduce bias and toxicity based on these metrics? 
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Appendix
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● Human annotator cards (English text)
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Source: Perspective

https://www.perspectiveapi.com/how-it-works/


Operationalizing Toxicity

● Model calibrated with isotonic regression (Zadrozny and Elkan, 
2002)
○ Score can be interpreted as probability of toxicity
○ Gehman et al., 2020: prompt is toxic if Toxicity ≥ 0.5
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Operationalizing Toxicity

● Model calibrated with isotonic regression (Zadrozny and Elkan, 
2002)
○ Score can be interpreted as probability of toxicity
○ Gehman et al., 2020: prompt is toxic if Toxicity ≥ 0.5

● Isotonic regression = fitting line to observations such that 
distance to observations minimized and line is non-decreasing
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CTRL - more examples

116
Source: Keskar et al., 2019

https://arxiv.org/pdf/1909.05858.pdf


Establishing a Baseline for toxicity

- Generate text first without prompts, only using start of 
sentence tokens

- Use nucleus sampling (p=0.9) to generate up to 20 tokens
- Generate pool of 10k spans
- Perform bootstrap estimation of expected maximum toxicity 

for n ≤ 10k generations by sampling n generations from pool 1K 
times each
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RealToxicityPrompts
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● Test tendency for toxic responses
● Sample 25 generations of 20 tokens

○ Nucleus sampling (p=0.9) for each of 10K randomly sampled prompts 
from RTP

● OPT-175B more likely to generate toxic responses than Davinci 
or PaLM

● Likelihood of toxic generation increases with toxicity of 
prompt

● Likely due to inclusion of toxic social media texts in training



CrowS-Pairs Details

119

Unmodified Tokens:

Modified Tokens:

Probability of unmodified 
tokens given modified 

tokens:
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CrowS-Pairs Details


