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https://www.usenix.org/conference/usenixsecurity21/presentation/carlini-extracting
https://arxiv.org/abs/2202.06539


Deep Learning might be Trained on Sensitive Data
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Deep Learning might be Trained on Sensitive Data

4Image Source

https://workspaceupdates.googleblog.com/2021/08/intelligent-formula-and-function-suggestions-in-google-sheets.html


Deep Learning might be Trained on Sensitive Data

5Image Source

https://www.blog.google/products/gmail/subject-write-emails-faster-smart-compose-gmail/


LLMs increase fast

Image Source Image Source 6

https://huggingface.co/blog/large-language-models
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf


LLMs Privacy Concerns

Image Source Image Source 

Private 
Information
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https://huggingface.co/blog/large-language-models
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf
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Private 
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Keep Private

https://huggingface.co/blog/large-language-models
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf


LLMs Privacy Concerns

Image Source Image Source 

Private 
Information
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Privacy 
Concerns?

Keep Private

Publicly 
Available

https://huggingface.co/blog/large-language-models
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf


LLMs Privacy Concerns

Image Source Image Source 

Private 
Information
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Private 
Concerns?

Keep Private

Public 
Available

Is it possible to extract private training 
data from LLMs?

https://huggingface.co/blog/large-language-models
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/lectures/lec04.pdf


Extracting Training Data from Large Language Models
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USENIX 
2021

Some slides adapted from presentations of Carlini  

https://www.youtube.com/watch?v=A_P_9mmTuGA


Victim Model Overview 

● GPT-2
○ State of The Art  
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https://huggingface.co/blog/large-language-models


Victim Model Overview 

● GPT-2
○ State of The Art Model 
○ Public Available (training is done) 

13Image Source 

https://openai.com/blog/gpt-2-1-5b-release/


Victim Model Overview 

● GPT-2
○ State of The Art Model 
○ Public Available  
○ Public (private) WebText data

■ Scraped from the public Internet
■ 40 GB of text data from over 8M documents
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Victim Model Overview 

● Models: 
○ GPT-2 variant of Transformer LMs
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Main 
Focus

Image Source 

https://jalammar.github.io/illustrated-gpt2/


Victim Model Overview 

● Training Objective:

16

Previous 
Tokens



Victim Model Overview 

● Training Objective:

17

Previous 
Tokens

● Optimal Solution:
○ Memorizing the answer token given the previous tokens



Victim Model Overview 

● Generating Text: 

18Repeated 
process



Threat Model

● Adversary’s Capabilities: 
○ A black-box input-output access to a language model.
○ Adversary can 

■ compute the probability of arbitrary sequences
■ obtain next-word predictions.
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Unknown 
parameters

Unknown 
gradients

Black-box

Image Source 

https://jalammar.github.io/illustrated-gpt2/


Threat Model

● Adversary’s Capabilities: 
○ A black-box input-output access to a language model.
○ Adversary can 

■ compute the probability of arbitrary sequences
■ obtain next-word predictions.

● Adversary’s Objective:
○ Extract memorized training data from the model. 
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Measurement?



Measurement

● Evaluating Memorization Using Manual Inspection
○ Internet searches for sample, and check if the returning page is 

exactly the same. 
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Measurement

● Evaluating Memorization Using Manual Inspection
○ Internet searches for sample, and check if the returning page is 

exactly the same. 

● Validating Results on the Original Training Data
○ Works with GPT-2 authors 
○ Fuzzy match with training data
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Threat Model

● Adversary’s Capabilities: 
○ A black-box input-output access to a language model.
○ Adversary can 

■ compute the probability of arbitrary sequences
■ obtain next-word predictions.

● Adversary’s Objective:
○ Extract memorized training data from the model. 
○ The attack strength of is measured by how private a particular 

extracted example is.
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Measurement?



Defining Language Model Memorization

● Memorization is essential in many ways (No privacy concerns).

● Beneficial Memorization: 
○ Memorizing the correct spellings of words
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Defining Language Model Memorization

● Memorization is essential in many ways (No privacy concerns).

● Beneficial Memorization: 
○ Memorizing the correct spellings of words
○ Memorizing the common knowledge:

■ Prefix: “My address is 1 Main Street, San Francisco CA”, 
■ Model generates “94107” which is a correct zip code for San 

Francisco, CA
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Defining Language Model Memorization

26

String s can be generated from an LLM

An appropriate sampling strategy



k-Eidetic Memorization
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s is likely to be private if it only appears few times. 



k-Eidetic Memorization

● Memorizing the correct spellings of one particular word is not 
severe. (k is large)

● Memorizing the zip code of a particular city might be eidetic 
memorization (depends on k)

● Memorizing an individual person’s name and phone number 
clearly (informally) violates privacy expectations (k is small)
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Pre-Lecture Question

Q1. Describe what assumptions Carlini et al. make for their threat models and 
how they measure the success of their training-data extraction methods.
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● Threat models
○ Adversary’s Capabilities: A black-box access to a LM.
○ Adversary’s Objective: Extract private memorized training data.
○ Adversary’s Target: GPT-2 and its variants

● Measurement of the extraction method:
○ Manual Inspection
○ Fuzzy match
○ Evaluated the private degree by k-Eidetic memorization



Training Data Extraction Attack Overview 

● Generate a lot of text from LM
● Membership Inference

30Image Source 

https://www.researchgate.net/publication/342464437_Over-the-Air_Membership_Inference_Attacks_as_Privacy_Threats_for_Deep_Learning-based_Wireless_Signal_Classifiers


Initial Training Data Extraction Attack

● Initial Text Generation Scheme 
○ generate from one-token prompt by sampling with likelihood
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Initial Training Data Extraction Attack

● Initial Text Generation Scheme 
○ generate with one-token prompt by sampling with likelihood

● Initial Membership Inference
○ Predicting whether each sample was present in the training 

data by perplexity:
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Low perplexity means the model assign high probability 



Initial Training Data Extraction Attack

● Initial Extraction Results
○ Generate 200,000 samples, sort according to perplexity 
○ Interesting Findings but (large k-eidetic memorization): 

33Image Source Image Source 

https://www.channelfutures.com/slides/mit-license-2
https://www.google.com/url?sa=i&url=https%3A%2F%2Fcomputer.howstuffworks.com%2Finternet%2Fsocial-networking%2Fnetworks%2Fchange-twitter-handle.htm&psig=AOvVaw3WxIb2t5JEQFS2tkd0-BLO&ust=1666813699140000&source=images&cd=vfe&ved=0CAwQjRxqFwoTCOjbq46T_PoCFQAAAAAdAAAAABAD


Initial Training Data Extraction Attack

● Initial Extraction Results
○ Generate 200,000 samples, sort according to perplexity 
○ Interesting Findings but (large k-eidetic memorization): 

34Image Source 

Initial Attack Failed 

Image Source 

https://www.channelfutures.com/slides/mit-license-2
https://www.google.com/url?sa=i&url=https%3A%2F%2Fcomputer.howstuffworks.com%2Finternet%2Fsocial-networking%2Fnetworks%2Fchange-twitter-handle.htm&psig=AOvVaw3WxIb2t5JEQFS2tkd0-BLO&ust=1666813699140000&source=images&cd=vfe&ved=0CAwQjRxqFwoTCOjbq46T_PoCFQAAAAAdAAAAABAD


Initial Attack Failed

● Sampling scheme tends to produce a low diversity of outputs. 

35Image Source 

https://www.channelfutures.com/slides/mit-license-2


Initial Training Data Extraction Attack

● Sampling scheme tends to produce a low diversity of outputs. 
● Initial membership inference has large false positives

○ High likelihood to repetitive sequences
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I love you. I love you. I love you. I love you…

 



Improved Text Generation Schemes: Temperature

●  Sampling with a decaying temperature
○ Temperature can cause the model less confident and more 

diverse for the output. 
○ A decaying temperature then 

■ gives a sufficient diverse set of prefixes 
■ follows a high-confidence paths 

37

T: Temperature



Improved Text Generation Schemes: Using Internet Text 

● Conditioning on Internet Text
○ Exploring prefixes from text scraped from the Internet

38Image Source

https://thumbs.dreamstime.com/b/internet-text-cloud-image-nice-33948388.jpg


Improved Membership Inference

● Many uninteresting samples that are assigned spuriously high 
likelihood
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Method: Filtering out these uninteresting (yet still 
high-likelihood samples) by comparing to a second LM



Improved Membership Inference

● Comparing to Other Neural Language Models
○ Train a smaller GPT-2 model on same training set. 
○ Smaller models have less memorization.

40Image Source 

Lower Capacity
Lower Memorization

https://jalammar.github.io/illustrated-gpt2/


Improved Membership Inference

● Comparing to Other Neural Language Models
● Comparing to zlib Compression Entropy

○ Repeated data reduces zlib Compression Entropy 

41Image Source 

https://www.baeldung.com/cs/zlib-vs-gzip-vs-zip


Improved Membership Inference

● Comparing to Other Neural Language Models
● Comparing to zlib Compression Entropy
● Comparing to Lowercased Text

○ Comparing the perplexity before and after lowercasing all 
samples 

42

Perplexity(“Extract Large Language Model …”)

Perplexity(“extract large language model …”)



Improved Membership Inference

● Comparing to Other Neural Language Models
● Comparing to zlib Compression Entropy
● Comparing to Lowercased Text
● Perplexity on a Sliding Window

○ Memorized token surrounded by non-memorized tokens

43Image Source 

https://www.google.com/url?sa=i&url=https%3A%2F%2Fhabr.com%2Fen%2Fpost%2F532504%2F&psig=AOvVaw1yPo3qCjNhkfZ3zmTDUiI-&ust=1666816067805000&source=images&cd=vfe&ved=0CAwQjRxqFwoTCMiYsfWb_PoCFQAAAAAdAAAAABAU


Pre-Lecture Question

Q2. Carlini et al. presented their initial (and naive) attack results but they were 
not successful. What improvements did they make after the initial attempt?
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● Improved Text Generation Schemes:
○ Sampling With A Decaying Temperature
○ Conditioning on Internet Text

● Improved Membership Inference:
○ Comparing to Other Neural Language Models
○ Comparing to zlib Compression Entropy
○ Comparing to Lowercased Text
○ Perplexity on a Sliding Window



Pipeline 

45

3 Sampling 
strategies

6 Inference  
strategies



Memorization: Evaluation
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● 3 Sampling strategies
○ Top-n 
○ Temperature 
○ Internet 

46

● 6 Inference strategies
○ Perplexity 
○ Small (second LM)
○ Medium (second LM)
○ zlib
○ Lowercase
○ Window

x



Memorization: Evaluation

47

● Configurations
○ Generating three datasets: 3 x 200,000 samples
○ For each dataset, applying 6 inference methods and select 100 

samples from top-1000 samples.
○ 3 x 6 different configurations to extract training data
○ Result: 1,800 total samples of potentially memorized content

47



Pipeline 
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3 Sampling 
strategies

6 Inference  
strategies



Data Deduplication

● Avoid “double-counting” memorized content
● Trigram-multiset

○ “my name my name my name” has two trigrams (“my name my” and 
”name my name”) 

○ If two samples have similar trigram multisets, then they are duplicates
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Pipeline 

50



Results 
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Identify 604 unique 
memorized training 
examples from among 
the 1,800 possible 
candidates



Results 

52



Results 

53



Examples of Memorized Content

● Personally Identifiable 
Information
○ 46 examples that contain 

individual peoples’ name 
(omit samples related to 
news)

○ 32 examples that contain 
contact information (16 
businesses contact, 16 
private contact)
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Results 
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Examples of Memorized Content

● Unnatural Text
○ 21 examples of random 

number sequences with 
at least 50 bits of 
entropy

○ 9 examples of k = 1 
eidetic memorized 
content
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Correlating Memorization with Model 
Size & Insertion Frequency

● Two Questions of Interest
○ How many times a string must appear for it to be memorized?
○ How does the model size impact the memorization?
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Correlating Memorization with Model 
Size & Insertion Frequency

● Two Questions of Interest
○ How many times a string must appear for it to be memorized?
○ How does the model size impact the memorization?

● A Case Study: probe the memorization of GPT-2 on reddit urls.
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Correlating Memorization with Model 
Size & Insertion Frequency

● Two Questions of Interest
○ How many times a string must appear for it to be memorized?
○ How does the model size impact the memorization?

● A Case Study: probe the memorization of GPT-2 on reddit urls.
○ Prompt GPT-2 with the prefix :
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Correlating Memorization with Model 
Size & Insertion Frequency

● Two Questions of Interest
○ How many times a string must appear for it to be memorized?
○ How does the model size impact the memorization?

● A Case Study: probe the memorization of GPT-2 on reddit urls.
○ Prompt GPT-2 with the prefix :

○ Use top-n sampling to generate 10,000 possible extensions, and test 
whether any URLs in the training document were generated.
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Correlating Memorization with Model 
Size & Insertion Frequency

A Case Study: probe the memorization 
of GPT-2 on reddit urls

● Setup

○ Test on GPT-2 models with 
different sizes — XL (1.5B), M 
(345M), S (117M)
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Correlating Memorization with Model 
Size & Insertion Frequency

A Case Study: probe the memorization 
of GPT-2 on reddit urls

● Setup

○ Test on GPT-2 models with 
different sizes — XL (1.5B), M 
(345M), S (117M)

○ Look into urls with different 
number of occurrences in the 
training dataset.

62



Correlating Memorization with Model 
Size & Insertion Frequency

A Case Study: probe the memorization 
of GPT-2 on reddit urls

● Results

○ Larger models can memorize 
more.
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Correlating Memorization with Model 
Size & Insertion Frequency

A Case Study: probe the memorization 
of GPT-2 on reddit urls

● Results

○ Larger models can memorize 
more.

○ Models tend to memorize texts 
with higher number of 
occurrences.
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Correlating Memorization with Model 
Size & Insertion Frequency

A Case Study: probe the memorization 
of GPT-2 on reddit urls

● Limitations: only identify a 
narrow relationship — i.e. 
qualitatively study the ability to 
memorize < 30 URLs…

65



More Quantitative Studies on The Factors 
That Impact Memorization 

Quantifying memorization across neural language models, Carlini et al. 
——————————————————————

66

Protocol: (1) Directly use prefixes of the original training examples as prompts; (2) 
verifying whether the model has the ability to complete the rest of the example 
verbatim.



More Quantitative Studies on The Factors 
That Impact Memorization 
Deduplicating Training Data Mitigates Privacy Risks in Language Models, Kandpal et al. 

——————————————————————

67

Protocol: do unconditional generations and 
report the expected number of generations 
w.r.t number of duplicates (occurrences) of 
training sequences.



Mitigating Privacy Leakage

● Training with Differential Privacy
○ The key idea of differential privacy: with a differentially private 

training algorithm, the existence or absence of any single training 
sample/entry will not result in a “significantly” different model.
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Mitigating Privacy Leakage

● Training with Differential Privacy
○ The key idea of differential privacy: with a differentially private 

training algorithm, the existence or absence of any single training 
sample/entry will not result in a “significantly” different model.

=> Intuitively, models generated by a differentially private training 
algorithm should not “significantly” memorize any single training 
sample/entry.
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Mitigating Privacy Leakage

● Training with Differential Privacy
○ The key idea of differential privacy: with a differentially private 

training algorithm, the existence or absence of any single training 
sample/entry will not result in a “significantly” different model.

○ Widely used algorithm: differentially private stochastic gradient 
descent (DP-SGD), which adds noise to gradients during training.
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Mitigating Privacy Leakage

● Training with Differential Privacy
○ The key idea of differential privacy: with a differentially private 

training algorithm, the existence or absence of any single training 
sample/entry will not result in a “significantly” different model.

○ Widely used algorithm: differentially private stochastic gradient 
descent (DP-SGD), which adds noise to gradients during training.

○ Differential privacy probably won’t save the day!
 (1) tradeoffs between privacy and utility
 (2) do not prevent memorization of information that occurs across 
a large number of records
…. 71



Mitigating Privacy Leakage

● Curating The Training Data
○ Carefully source the training data.

E.g. avoid websites that are known to host sensitive content
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Mitigating Privacy Leakage

● Curating The Training Data
○ Carefully source the training data.
○ Limit the amount of sensitive content that are present in the 

training data. 
E.g. identify and filter personal information or content with 
restrictive terms of use.
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Mitigating Privacy Leakage

● Curating The Training Data
○ Carefully source the training data.
○ Limit the amount of sensitive content that are present in the 

training data. 
○ Deduplicate Training Data.

> (Kandpal et al., 2022) : after deduplicating training data in sequences 
level, Carlini’s attacks are much less effective.
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Mitigating Privacy Leakage

● Limiting Impact of Memorization on Downstream Applications
○ A Future Direction: how memorization is inherited by fine-tuned 

models?

● Audit Models to Empirically Determine The Privacy Level

…………..

75



Lessons
● Extraction attacks are a practical threat.
● Memorization does not require overfitting.
● Large models memorize more data & texts that have higher number of 

occurrences are more likely to be memorized.
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Future Work
● Better prefix selection strategies might identify more memorized data.
● Adopt and develop mitigation strategies for building more private large 

language models.



Pre-Lecture Question

Q3. Under the same threat model, can you think of any stronger attack methods? What 
if the adversary also has access to the model weights (and even the gradient 
information)?

77


