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My Long-Term Research Goal
An agent that can SEE, TALK, and continuously LEARN from interactions



Some properties our agent should have:

Engagingness: have personality, curiosity, diversity 
Expertness:                   be knowledgeable & correct
Images:                          can interact with text AND other modalities
Continual learning:     grow and learn from experience

Our goal:   talk to our computer,
superhuman conversationalist

Maybe we don't have enough threads yet to knit together the whole,  
…but let's try anyway! 



Persona-Chat (engaging personality)                            Image-Chat (images)

Wizard of Wikipedia (expert knowledge)                  Self-feeding (continual learning)
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Code and models for all the work talked about here!!

Transformers / BERT



of Wikipedia: 
Knowledge-Powered Conversational 
Agents

*Emily Dinan, *Stephen Roller, *Kurt Shuster,   (*joint first authors)

Angela Fan, Michael Auli, Jason Weston



� Seq2Seq models take in last lines of dialog, output a sentence

� We should ground on concrete information, rather than 
“generate and hope”

Current chatbots just chat, they aren’t (em)powered with 
knowledge

E.g. many studies/models using non-knowledge-based chit-chat 
datasets:
• Open-Subtitles (Vinyals & Le, 2015)
• Persona-Chat (Zhang et al., 2018) 
• Twitter (Sordoni et al., 2015) 



Existing Work
Goal directed dialogue uses knowledge :
• but via an API on structured knowledge
• e.g. restaurant or airline booking. (El Asri et al., 2017; Bordes et al., 

2017)

Question-answering uses knowledge:
• but can only answer questions
• e.g. SQuAD (Rajpurkar et al., 2016) or QuAC (Choi et al., 2018)
• can use a retriever over unstructured text, e.g. Open-SQuAD (Chen et al., 

2017)

Text based Knowledge for dialogue:
• Ghazvininejad et al. (2018) - local businesses using Foursquare tips as 

knowledge 
• Parthasarathi & Pineau (2018)  - news articles using Wikipedia 

summaries 
• Moghe et al. (2018) – discuss movies given plot,reviews,etc.
• “A Dataset for Document Grounded Conversations” Zhou et al., this 

EMNLP!

To our knowledge, no convincing demonstration yet of  full multi-turn 
dialogue in an open-domain setting…



Open-Domain Dialogue 
Setting

� Initial Starting Topic

� Pair of speakers converse naturally.

� They chat &  learn from each other: discussion, 
facts, opinions.



Open-Domain Dialogue 
Setting

� Initial Starting Topic

� Pair of speakers converse naturally.

� They chat &  learn from each other: discussion, facts, 
opinions.

Non-symmetric speakers:

� Apprentice: curious & eager to learn!

� Wizard: knowledgeable on area, eager to discuss & be 
engaging.

� Given an IR system to condition response on. 

� Clicks on sentences used.



Mercedes-Benz S-Class
Peanut
German language
Chicago-style pizza
Black hair
Toga party
100 metres
Tiger
Smoking
Winter
Acrophobia
List of art media
Pet adoption
Influencer marketing
Vitamin C
Human height
Steak

1307 Diverse General Topics: crowd-sourced

Each Linked to Wikipedia

Gouda cheese
commuting
music festivals
podcasts
bowling
Arnold Schwarzenegger
Alpine skiing
Bodybuilding supplement
Harley-Davidson
Miley Cyrus
Hamilton (musical)
Ireland
Cannabis (drug)
Mount Kilimanjaro
Eggplant
Welding
Aquarium
Italian cuisine

Kurt Cobain
List of water sports
Strawberry
Online game
Text messaging
Baileys Irish Cream
Fiction
American football
Online shopping
Aldi
Rock and roll
Kendrick Lamar
Medical billing
Blue Ridge Parkway
Clown
Pasta
Hiking
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Models

� If we can learn models on this data we think it 
could be (part of) one of the best chatbots out 
there. Might actually want to talk to it? 
� Fun, engaging + knowledgeable !

Models require:

1. Read current dialogue
2. Retrieve knowledge   (e.g. IR system, operates every turn)
3. Read/attend on results
4. Condition & generate something fun and knowledgeable! 



Generative Model 
architecture



Retrieval Model 
architecture

Similar to generative model,  but:

� (1) we don’t attend to only the best returned 
knowledge (keep the weighted attention sum)

� (2) we replace the decoder with ranker of encoded 
sentences: 

• Transformers pretrained on 1.7 billion Reddit dialogue examples, following 
(Mazare ́ et al., 2018). Shown to work very well for PersonaChat dialogue



Full Dialogue Task: 
Retrieval



Full Dialogue Task: Generation



Human Evaluations



Model talking to Humans 











Error Analysis Summary

� Retrieval models are surprisingly good on seen topics (not always of course)

� On unseen, they can fail very badly

� Generative models aren’t as good on seen, but can generalize to unseen.

� They still suffer from several problems (fixes: open research problems):
� local & global repetition in dialogue, fixed to some extent by knowledge grounding
� too much reliance on copying (“I don’t know, but I do know that [Wikipedia excerpt] “)

� clearly not as engaging as retrieval, but catches up on unseen
� balance issues: too many statements, not enough questions



Natural Language Generation 
task spectrum

Machine 
Translation

Chitchat
Dialogue

Sentence 
Compression

Abstractive
Summarization

Story
Generation

Less open-ended More open-ended

Mostly word-level decisions Requires high-level decisions

Seq2seq more successful Seq2seq less successful

Our projects are here

more research needed!

Slide from Abigail See



Conclusion

� Models:
� Need to be engaging:

� (i) fun to talk to,
� (ii) expert/knowledgeable 

Open problems:
- Improve generative models to level of retrieval models
- Generalize well to unseen topics
- Natural to multitask with other tasks, e.g. get strong QA performance



Persona-Chat (engaging personality)                            Image-Chat (images)

Wizard of Wikipedia (expert knowledge)                  Self-feeding (continual learning)



Engaging Image Cap,oning Via Personality 

Kurt Shuster, Samuel Humeau, Hexiang Hu, 
Antoine Bordes, Jason Weston
CVPR 2019



Standard (COCO) Image Captioning Models

Man in black shirt is playing guitar.



Standard (COCO) Image Cap,oning Models

Man in black shirt is playing guitar. A plate with a sandwich and salad on it.

Good for: testing if model understands image content       
Bad for:    engaging human reader



Standard (COCO) Image Captioning Models

Man in black shirt is playing guitar. A plate with a sandwich and salad on it.

Good for: testing if model understands image content       
Bad for:    engaging human reader

Want to be good at both 
of these!!!



What makes an uRerance engaging? One answer: personality, emo,on   
& style traits

(not always just neutral, factual tone)



Exis%ng Work
Neutral, factual captions: 
• COCO (Chen et al., 2015)  and Flickr30k (Young et al., 2014) 
• Many models developed for them (discussed later).

Funny captions:
• wordplay (puns) (Chandrasekaran et al., 2017) 
• or training on data from humour websites (Yoshida et al., 2018). 

Using user features:
• location and age (Denton et al., 2015) 
• or knowledge of the reader’s active vocabulary (Park et al., 2017). 

Style transfer:
• unsupervised (Mathews et al., 2018). 
• Small datasets, e.g. Senticap (800 examples), (Mathews et al., 2016)
• romantic and humorous only - FlickrStyle10K , 10k examples - Gan et al. (2017) 



MIT Personality List  - 638 Traits



Step 1: build a dataset

Your personality: Sarcastic

Your comment:

Can this island get any
smaller?

• Selected 215 personality traits

• Images from YFFC100M 

• Collect cap,ons via annotators





Examples from the dataset



Examples from the dataset



Step 1: Collect a large supervised dataset





Step 2: Build strong models

We make use of state-of-the-art in vision and language domains to build our models:

Image Encoder: 
• ResNeXt (Xie et al., 2016) trained on 3.5 billion Instagram pictures following Mahajan 

et al. (2018), which we call ResNeXt-IG-3.5B.  
• Shown to work very well on ImageNet classificaFon (but not capFoning).

Text Encoder:  
• Transformer (Vaswani et al., 2017) trained on 1.7 billion Reddit dialogue examples, 

following (Mazare ́ et al., 2018). 
• Shown to work very well for PersonaChat dialogue (but not capFoning).



Models: we consider both genera<ve and retrieval models.
• Genera,ve:  consider three widely used architectures:

• ShowTell (Vinyals et al., 2015)
• ShowARTell (Xu et al., 2015)
• UpDown (Anderson et al., 2018)

Use ResNeXt-IG-3.5B and add learnt 
personality features to each decoder step



Models: we consider both generative and retrieval models.
• Generative:  consider three recent best architectures:

• ShowTell (Vinyals et al., 2015)
• ShowAttTell (Xu et al., 2015)
• UpDown (Anderson et al., 2018)

• Retrieval:                                    TransResNet

Use ResNeXt-IG-3.5B and add learnt 
personality features to each decoder step



Our generative models are good at understanding image content.



Our retrieval models are good at understanding image content.



Our genera<ve models are good at using personality



Our retrieval models are good at using personality



Human evalua<on studies: our best retrieval 
model is close to matching human performance 
(using metric: humans measuring engagement)





More examples of our best model



More examples of our best model



More examples of our best model



More examples of our best model



Engaging Image Chat: 
Modeling Personality in Grounded Dialogue
Kurt Shuster, Samuel Humeau, 
Antoine Bordes, Jason Weston



Next Step: Dialogue!



Image-Chat : An engaging image grounded Dialogue dataset



Model 
Architectures!



Results - ResNext-IG-3.5B helps again!
- Later turns are harder, but performance s,ll ok



Ablations: 
Personality, Image and Dialog history all help!



Quite Decent Performance!









Persona-Chat (engaging personality)                            Image-Chat (images)

Wizard of Wikipedia (expert knowledge)                  Self-feeding (continual learning)



Latest in progress research
Putting it all together

Multi-Task: DodecaDialogue 12 task challenge



The Dialogue Dodecathlon:
Open-Domain Knowledge and Image Grounded Conversational Agents
Kurt Shuster, Da Ju, Stephen Roller, Emily Dinan, Y-Lan Boureau, Jason 
Weston



Train a image+seq2seq Transformer model on all Tasks, 
and then fine-tune (MT+FT) for best PPL



SOTA on all tasks by training an image+seq2seq model MT+FT
Full Multitask model is close behind







Collaborators: Sean Welleck, Ilia Kulikov, Stephen Roller, Emily Dinan, 
Kyunghyun Cho  +  Margaret Li, Y-Lan Boureau (for new stuff!)

Improved Open-ended Generation  
with Unlikelihood Training





The Curious Case of Neural Text Degeneration, Holtzman et al.‘19 

https://arxiv.org/search/cs?searchtype=author&query=Holtzman%2C+A










Persona-Chat  (Zhang et al., ACL ‘18)



Wizard of Wikipedia, Dinan et al., ICLR ‘19

Generation

- Tends to copy the knowledge source (Wikipedia), a bit dull
- Local & Global repetition in dialogue
- Sometimes uses incorrect date or amount, etc.

Have a conversation about an in-depth topic, conditioning on retrieved 
paragraphs from Wikipedia.



Wizard of Wikipedia, Dinan et al., ICLR ‘19

Retrieval     (3.4 human eval) 

Vs. Generation (2.9 human eval) 

- Tends to copy the knowledge source (Wikipedia), a bit dull
- Local & Global repetition in dialogue
- Sometimes uses incorrect date or amount, etc.



Beam generation uses frequent words too much, rare words too little.

WikiText-103



What we think:
Likelihood sucks!

● Optimizes distribution, but not top of ranked list
● Focuses on next token, not full sequence generation 
● Experiments show objective not constrained enough:

○ two models with same PPL -> wildly different decoding quality

We have plenty of data. What’s going wrong?



What we think:
Likelihood sucks!

● Optimizes distribution, but not top of ranked list
● Focuses on next token, not full sequence generation 
● Experiments show objective not constrained enough:

○ two models with same PPL -> wildly different decoding quality

● degeneration fixed if we replace it with a new proposal:
unlikelihood training!

We have plenty of data. What’s going wrong?



General form:      Maximize  likelihood   - α * unlikelihood

Unlikelihood Training



General form:      Maximize  likelihood   - α * unlikelihood

Unlikelihood Training

Likelihood for language modeling:



General form:      Maximize  likelihood   - α * unlikelihood

Unlikelihood Training

Likelihood for language modeling:

Token-level unlikelihood: decrease model’s probability of negative candidate tokens c:



Much closer to human distribution!

Seq = Penalize n-gram sequence repeats

Make n-gram repeats unlikely



Vocabulary use closer to human Seq = Penalize n-grams



EXAMPLES



EXAMPLE:  IN LARGER FONT

Prefix :
..starboard engines and was going to crash . “ We ’re going in ,”

MLE:  he said . “ We ’re going to crash . We ’re going to crash . We 
’re going to crash . We ’re going to crash . We ’re going to crash . 
We ’re going to crash . We ’re going to crash . We ’re going to …

Unlikelihood:  Hood said . “ I ’m going to make sure we ’re going 
to get back to the water . ” The order to abandon ship was given 
by Admiral Beatty , who ordered the remaining two 
battlecruisers to turn away . At 18 : 25 , Hood turned his..



Vocab: Similar to sampling methods, but better token acc



Wikitext 103 language modeling results

● Predict the next token accuracy with different single word decoding strategies

Next Token Accuracy

greedy 39.5%

Nucleus sampling p=0.3 26.4%

Nucleus sampling p=0.9 28.8%

Top k=3 sampling 35%

Top k=50 sampling 30%

16-layer Transformer with 8 attention heads, embedding dim 1024, based on Baevski and Auli (‘19)
Wikitext (Merity et al, ‘16) is a LM dataset of Wikipedia articles, >100M words, >260k unique tokens



Sampling methods automatic metrics (+combo with unlikelihood)



Human Evaluation

Crowdworkers: We used quality control questions,  filtering 63% of workers   
Experts: We asked for non-coauthor FAIRie and NYUer volunteers to annotate 





Human Eval Results



Human Eval Results



Brief aside on the paper title…

I thought this was as sick as a rabid 
raccoon with tb on top, but…



Related Work

● Many works in structured output prediction and ranking that use negative samples 
in various ways

● In retrieval, to optimize the top-of-the-ranked-list many have played with smart 
(rather than random) negative sampling.

● In dialogue retrieval, algorithms for choosing negative candidates controls 
performance, see e.g. Numgmanova et al. (2018)

● In dialogue generation negative training was recently used by He and Glass (2019) 
to prevent generic and malicious responses in dialogue models. 

● Other work in neural language models have been applied to machine translation in 
recent years by Shen et al. (2015) and Edunov et al. (2017). 



Code

Code is here:
https://github.com/facebookresearch/unlikelihood_training

● An implementation of unlikelihood training, fine-tuning, and 
evaluation for fairseq.

● A script for fine-tuning a GPT-2 model from pytorch-transformers with 
the unlikelihood sequence loss.

https://github.com/facebookresearch/unlikelihood_training
https://github.com/pytorch/fairseq
https://github.com/huggingface/pytorch-transformers


GPT2 fine-tuning

We also show we can take another system e.g. GPT-2 medium, and fix it.
We fine-tune GPT2 for Wikitext-103 with:
1. MLE
2. Sequence level unlikelihood 

Details: prefix length of 50 BPE , continuation length of 100 BPE tokens 
1 GPU, batch-size 1024 tokens for MLE,  300 prefix tokens for unlikelihood                       
Due to smaller batch size, we used 10k updates during fine-tuning.



Current Work In Progress:

Unlikelihood for generation coherence

Margaret Li, Stephen Roller, Sean Welleck, Ilia Kulikov, 
Kyunghyun Cho, Y-Lan Boureau, Jason Weston



Coherence, or lack of it..



Coherence, or lack of it..

Our plan: If you know what is right & wrong at training time,
you can whack the moles with unlikelihood 



DIALOGUE NLI

Dialogue Natural Language Inference
Sean Welleck, Jason Weston, Arthur Szlam, Kyunghyun Cho, 
ACL 2019



DIALOGUE NLI TWO UTTERANCE GENERATION TASK
Likelihood examples:

input: i do not like country , but enjoy pretty much any other kind of music .
output: i am open to anything besides the hillbilly stuff.

input: my two dogs are the best friends a girl could have .
output: i have 4 daughters .

Unlikelihood examples:
input: hi just to start out i a second level vegan and i do not eat cheese .
output: i am a carnivore.

input: over 7 ft tall i am gentle though .
output: i am very short.

(neutral)

(contradict)

(positive)



DATASET

Dataset breakdown:

Positives are utterances that appeared in the original human-human datasets.

Triple-positives are derived using the triple relations, and are harder (+noisier).



DIALOGUE NLI TWO UTTERANCE GENERATION RESULTS
comparing standard likelihood (MLE)
models trained on Reddit and ConvAI2 with unlikelihood loss NLI training



Some examples of it working..



FULL DIALOGUE NLI GENERATION TASK

Input:

your persona: i graduated college a few years ago.

your persona: i was born outside the us.

your persona: i ve a big family.

your persona: i love food.

hello ! do you have any hobbies ?

hi ! yes , i love cooking and watching movies with family .

awesome ! my favorite food is ice cream . have you ever cooked ice cream ?

yes , we make homemade ice cream all the time !

i always eat ice cream with my fiancé

Output:

i am studying to be an entrepreneur.  OR   I am a bit tipsy , i just graduated ! woohoo !

likelihoodunlikelihood



FULL DIALOGUE NLI GENERATION TASK RESULTS
comparing standard likelihood (MLE)
models trained on Reddit and ConvAI2 with unlikelihood loss NLI training



Conclusion

Many things wrong with standard likelihood training + decoding approach 
-- no matter how much data you have!

● N-gram, structural repeats & copies
● Vocabulary usage -> dullness
● Flow, logic, coherence, alternative facts



Unlikelihood training: solve all our problems?

Many things wrong with standard likelihood training + decoding approach 
-- no matter how much data you have!

● N-gram, structural repeats & copies
● Vocabulary usage -> dullness
● Flow, logic, coherence, alternative facts

Unlikelihood training can potentially help with all of these …
research question: which moles to whack?





ONLINE SYSTEM: 
BEAT THE BOT

Live on FB Messenger:
http://parl.ai/projects/beat_the_bot

The game: 
- 2 humans play
- A human and a bot write a message.
- Other human judges which is better:

- Human has to beat the bot!
- This gives supervision to the bot.
- We ask for user permission to release 

the data publicly.



Learning from Dialogue AIer Deployment: 
Feed Yourself, Chatbot!

122

Braden Hancock, Antoine Bordes, 
Pierre-Emmanuel Mazaré, Jason Weston

ACL 2019
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What I think my data 
splits are like

What my data splits 
are actually like

Train

Valid
Test

Deployment

$

$$$

$

FREE
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self-feeding
chatbot

What should I say next?What should I say next?How satisfied is my 
partner?
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self-feeding
chatbot



Sample User Feedback

126

self-feeding
chatbot
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self-feeding
chatbot

What should I say next?What should I say next?How satisfied is my 
partner?

What feedback am I 
about to receive?
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self-feeding
chatbot

Hits@1/20 (correctly predic,ng the appropriate response out of 20 candidates)



Latest in progress research
Putting it all together

Multi-Task: DodecaDialogue 12 task challenge

Fixing Generation

Improve generation & reasoning:

Unlikelihood for dialogue and semantics

Well-behaved

- Safety from toxic language
- Build it Break it Fix it for Dialogue Safety: Robustness from Adversarial Human Attack 

E. Dinan, S. Humeau, B. Chintagunta, J. Weston

- Mitigating gender bias
- Queens are Powerful too: Mitigating Gender Bias in Dialogue Generation. 

E. Dinan∗, A. Fan∗†, A. Williams, J. Urbanek, D. Kiela, J. Weston



Future:
- Open-ended generation could still be better..

- working on it, several possible approaches..

- Continual learning research really needs deployment
- Deploy to make a never-ending learning setup, employ continual learning
- Trying for wider release … TT

- AI/ML aspects we need but haven’t touched on much yet:
- (More) Commonsense + reasoning – bake into dialogue – unlikelihood?
- (More) Long-term memory – hard to study with Turked dialogues?
- This is mostly chitchat, combine with domain expertise, or task-proficiency.
- Dialogue agents that can act:  see our work on LIGHT (arXiv:1903.03094).


