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Distributed Mesh Wireless Networks

COS 418: Distributed Systems
Lecture 20

Kyle Jamieson

[Selected content adapted from B. Karp]

1. Roofnet: An unplanned Wi-Fi Mesh network
– Wireless mesh link measurements
– Routing and bit rate selection
– End-to-end performance evaluation

2. Advertisement for COS-598A
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Today

• Mobile ad hoc networking research
– Mobile, hence highly dynamic topologies
– Chief metrics: routing protocol overhead, packet 

delivery success rate, hop count
– Largely evaluated in simulation

• Today: Roofnet, a real mesh network deployment
– Fixed, PC-class nodes
– Motivation: shared Internet access in community
– Chief metric: TCP throughput
– “Test of time” system, led to Cisco Meraki
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Context, ca. 2000-2005
1. Volunteer users host nodes at home

– Open participation without central planning
– No central control over topology

2. Omnidirectional rather than directional antennas
– Ease of installation: no choice of neighbors/aiming
– Links interfere, likely low quality

3. Multi-hop routing (not single-hop hot spots)
– Improved coverage (path diversity)
– Must build a routing protocol

4. Goal: high TCP throughput
4

Roofnet: Design Choices
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• Each part of the mesh architecture had been 
previously examined in isolation

• Paper contribution: A systematic evaluation of 
whether their architecture can achieve the goal of 
providing Internet access

• Stated non-goals for paper:
– Throughput of multiple concurrent flows
– Scalability in number of nodes
– Design of routing protocols
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Roofnet: Goals and non-goals

• Each node: PC, 802.11b card, roof-mounted omni antenna
6

Roofnet deployment

Meraki’s pre-history: Roofnet
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Self-configuring and self-healing mesh network: 
Easy to deploy and manage 

Meraki’s pre-history: Roofnet


3


Self-configuring and self-healing mesh network: 
Easy to deploy and manage 

• PC Ethernet interface provides wired Internet for user

• Omnidirectional antenna in azimuthal direction
– 3 dB vertical beam width of 20 degrees

• Wide beam sacrifices gain but removes the 
need for perfect vertical antenna orientation

• 802.11b radios (Intersil Prism 2.5 chipset)
– 200 mW transmit power
– All share same 802.11 channel (frequency)

7

Hardware design
• Auto-configuration of wireless interface IP address

– High byte: private (e.g., net 10) prefix
• Roofnet nodes not reachable from Internet

– Low three bytes: low 24 bits of Ethernet address

• NAT between wired Ethernet and Roofnet
– Private addresses (192.168.1/24) for wired hosts

• Can’t connect to one another; only to Internet
– Result: No address allocation coordination 

across Roofnet boxes required

8

Node addresses
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• Node sends DHCP request on Ethernet then tests 
reachability to Internet hosts
– Success indicates node is an Internet gateway

• Gateways translate between Roofnet and 
Internet IP address spaces

• Roofnet nodes track gateway used for each open TCP 
connection they originate
– If best gateway changes, open connections 

continue to use gateway they already do

• If a Roofnet gateway fails, existing TCP connections 
through that gateway will fail

9

Internet gateways
• Wired links

– Most wired links offer bit error rate ca. 10−12

– Links are “all” (connected) or “nothing” (cut)

• Wireless links
– Bit error rate depends on signal to interference 

plus noise ratio (SNR) at receiver
– Dependent on distance, attenuation, interference

• Would like: Wireless links like wired links

10

Links: Wired v. wireless

• A à C: 1 hop; high loss
• A à B à C: 2 hops; lower loss

• But does this happen in practice?
11

Example: Varying link loss rates

A B C
10% loss10% loss

90% loss
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Hop count and throughput (1)
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Figure 2: When using the minimum hop-count metric, DSDV
chooses paths with far less throughput than the best available
routes. Each line is a throughput CDF for the same 100 ran-
domly selected node pairs. The left curve is the throughput
CDF of DSDV with minimum hop-count. The right curve is
the CDF of the best throughput between each pair, found by
trying a number of promising paths. The dotted vertical lines
mark the theoretical maximum throughput of routes of each
hop-count.

and with a penalty to reflect the reduction in throughput caused by
interference between successive hops of multi-hop paths. New link
measurements were collected roughly every hour during the exper-
iment; the best paths for each pair were generated using the most
recently available loss data.
The values in Figure 2 are split into two main ranges, above and

below 225 packets per second. The values above 225 correspond to
pairs that communicated along single-hop paths; those at or below
225 correspond to multi-hop paths. A single-hop direct route can
deliver up to about 450 packets per second, but the fastest two-hop
route has only half that capacity. The halving is due to transmis-
sions on the successive hops interfering with each other: the middle
node cannot receive a packet from the fi rst node at the same time
it is sending a packet to the fi nal node. Similar effects cause the
fastest three-hop route to have a capacity of about 450/3 = 150
packets per second.
Minimum hop-count performs well whenever the shortest route

is also the fastest route, especially when there is a one-hop link with
a low loss ratio. A one-hop link with a loss ratio of less than 50%
will outperform any other route. This is the case for all the points
in the right half of Figure 2. Note that the overhead of DSDV route
advertisements reduces the maximum link capacity by about 15 to
25 packets per second, which is clearly visible in this part of the
graph.
The left half of the graph shows what happens when minimum

hop-count has a choice among a number of multi-hop routes. In
these cases, the hop-count metric usually picks a route signifi cantly
slower than the best known. The most extreme cases are the points
at the far left, in which minimum hop-count is getting a through-
put close to zero, and the best known route has a throughput of
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Figure 3: Throughput available between one pair of nodes, 23
and 36, along the best eight routes tested. The shortest of the
routes does not perform the best, and there are a number of
routes with the same number of hops that provide very differ-
ent throughput.

about 100 packets per second. The minimum hop-count routes are
slow because they include links with high loss ratios, which cause
bandwidth to be consumed by retransmissions.

2.3 Distribution of Path Throughputs
Figure 3 illustrates a typical case in which minimum hop-count

routing would not favor the highest-throughput route. The through-
put of eight routes from node 23 to node 36 is shown. The routes
are the eight best which were tested in the experiments described
above.
The graph shows that the shortest path, a two-hop route through

node 19, does not yield the highest throughput. The best route
is three hops long, but there are a number of available three-hop
routes which provide widely varying performance.
A routing protocol that selects randomly from the shortest hop-

count routes is unlikely to make the best choice, particularly as the
network grows and the number of possible paths between a given
pair increases.

2.4 Distribution of Link Loss Ratios
Figure 4 helps explain why high-throughput paths are diffi cult to

fi nd. Each vertical bar corresponds to the direct radio link between
a pair of nodes; the two ends of the bar mark the broadcast packet
delivery ratio in the two directions between the nodes. To measure
delivery ratios, each node took a turn sending a series of broadcast
packets for fi ve seconds, and counted the number of packets that
the 802.11b hardware reported as transmitted. Packets contained
134 bytes of 802.11b data payload. Every other node recorded the
number of packets received. The delivery ratio from node X to each
node Y is calculated by dividing the number of packets received by
Y by the number sent by X. The loss ratio of a link is one minus
its delivery ratio. We use the term “ratio” instead of “rate” to avoid
confusion with throughput delivery rates, which are expressed in
packets per second.
Note that 802.11b broadcasts don’t involve acknowledgements

or retransmissions. Because 802.11b retransmits lost unicast pack-
ets, the unicast packet loss ratio as seen by higher layers is far lower
than the underlying loss ratio (depending on the maximum number
of retransmissions allowed).
Three features of Figure 4 are important. First, a large fraction

of the links have an intermediate delivery ratio in at least one di-
rection. That is, they are likely to deliver some routing protocol

Minimum-hop-count routes are 
significantly throughput-suboptimal
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• Two-hop path is suboptimal
• Some 3-hop paths better, some worse than 2-hop
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Hop count and throughput
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Figure 2: When using the minimum hop-count metric, DSDV
chooses paths with far less throughput than the best available
routes. Each line is a throughput CDF for the same 100 ran-
domly selected node pairs. The left curve is the throughput
CDF of DSDV with minimum hop-count. The right curve is
the CDF of the best throughput between each pair, found by
trying a number of promising paths. The dotted vertical lines
mark the theoretical maximum throughput of routes of each
hop-count.

and with a penalty to reflect the reduction in throughput caused by
interference between successive hops of multi-hop paths. New link
measurements were collected roughly every hour during the exper-
iment; the best paths for each pair were generated using the most
recently available loss data.
The values in Figure 2 are split into two main ranges, above and

below 225 packets per second. The values above 225 correspond to
pairs that communicated along single-hop paths; those at or below
225 correspond to multi-hop paths. A single-hop direct route can
deliver up to about 450 packets per second, but the fastest two-hop
route has only half that capacity. The halving is due to transmis-
sions on the successive hops interfering with each other: the middle
node cannot receive a packet from the fi rst node at the same time
it is sending a packet to the fi nal node. Similar effects cause the
fastest three-hop route to have a capacity of about 450/3 = 150
packets per second.
Minimum hop-count performs well whenever the shortest route

is also the fastest route, especially when there is a one-hop link with
a low loss ratio. A one-hop link with a loss ratio of less than 50%
will outperform any other route. This is the case for all the points
in the right half of Figure 2. Note that the overhead of DSDV route
advertisements reduces the maximum link capacity by about 15 to
25 packets per second, which is clearly visible in this part of the
graph.
The left half of the graph shows what happens when minimum

hop-count has a choice among a number of multi-hop routes. In
these cases, the hop-count metric usually picks a route signifi cantly
slower than the best known. The most extreme cases are the points
at the far left, in which minimum hop-count is getting a through-
put close to zero, and the best known route has a throughput of
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Figure 3: Throughput available between one pair of nodes, 23
and 36, along the best eight routes tested. The shortest of the
routes does not perform the best, and there are a number of
routes with the same number of hops that provide very differ-
ent throughput.

about 100 packets per second. The minimum hop-count routes are
slow because they include links with high loss ratios, which cause
bandwidth to be consumed by retransmissions.

2.3 Distribution of Path Throughputs
Figure 3 illustrates a typical case in which minimum hop-count

routing would not favor the highest-throughput route. The through-
put of eight routes from node 23 to node 36 is shown. The routes
are the eight best which were tested in the experiments described
above.
The graph shows that the shortest path, a two-hop route through

node 19, does not yield the highest throughput. The best route
is three hops long, but there are a number of available three-hop
routes which provide widely varying performance.
A routing protocol that selects randomly from the shortest hop-

count routes is unlikely to make the best choice, particularly as the
network grows and the number of possible paths between a given
pair increases.

2.4 Distribution of Link Loss Ratios
Figure 4 helps explain why high-throughput paths are diffi cult to

fi nd. Each vertical bar corresponds to the direct radio link between
a pair of nodes; the two ends of the bar mark the broadcast packet
delivery ratio in the two directions between the nodes. To measure
delivery ratios, each node took a turn sending a series of broadcast
packets for fi ve seconds, and counted the number of packets that
the 802.11b hardware reported as transmitted. Packets contained
134 bytes of 802.11b data payload. Every other node recorded the
number of packets received. The delivery ratio from node X to each
node Y is calculated by dividing the number of packets received by
Y by the number sent by X. The loss ratio of a link is one minus
its delivery ratio. We use the term “ratio” instead of “rate” to avoid
confusion with throughput delivery rates, which are expressed in
packets per second.
Note that 802.11b broadcasts don’t involve acknowledgements

or retransmissions. Because 802.11b retransmits lost unicast pack-
ets, the unicast packet loss ratio as seen by higher layers is far lower
than the underlying loss ratio (depending on the maximum number
of retransmissions allowed).
Three features of Figure 4 are important. First, a large fraction

of the links have an intermediate delivery ratio in at least one di-
rection. That is, they are likely to deliver some routing protocol
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Figure 2: When using the minimum hop-count metric, DSDV
chooses paths with far less throughput than the best available
routes. Each line is a throughput CDF for the same 100 ran-
domly selected node pairs. The left curve is the throughput
CDF of DSDV with minimum hop-count. The right curve is
the CDF of the best throughput between each pair, found by
trying a number of promising paths. The dotted vertical lines
mark the theoretical maximum throughput of routes of each
hop-count.

and with a penalty to reflect the reduction in throughput caused by
interference between successive hops of multi-hop paths. New link
measurements were collected roughly every hour during the exper-
iment; the best paths for each pair were generated using the most
recently available loss data.
The values in Figure 2 are split into two main ranges, above and

below 225 packets per second. The values above 225 correspond to
pairs that communicated along single-hop paths; those at or below
225 correspond to multi-hop paths. A single-hop direct route can
deliver up to about 450 packets per second, but the fastest two-hop
route has only half that capacity. The halving is due to transmis-
sions on the successive hops interfering with each other: the middle
node cannot receive a packet from the fi rst node at the same time
it is sending a packet to the fi nal node. Similar effects cause the
fastest three-hop route to have a capacity of about 450/3 = 150
packets per second.
Minimum hop-count performs well whenever the shortest route

is also the fastest route, especially when there is a one-hop link with
a low loss ratio. A one-hop link with a loss ratio of less than 50%
will outperform any other route. This is the case for all the points
in the right half of Figure 2. Note that the overhead of DSDV route
advertisements reduces the maximum link capacity by about 15 to
25 packets per second, which is clearly visible in this part of the
graph.
The left half of the graph shows what happens when minimum

hop-count has a choice among a number of multi-hop routes. In
these cases, the hop-count metric usually picks a route signifi cantly
slower than the best known. The most extreme cases are the points
at the far left, in which minimum hop-count is getting a through-
put close to zero, and the best known route has a throughput of
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Figure 3: Throughput available between one pair of nodes, 23
and 36, along the best eight routes tested. The shortest of the
routes does not perform the best, and there are a number of
routes with the same number of hops that provide very differ-
ent throughput.

about 100 packets per second. The minimum hop-count routes are
slow because they include links with high loss ratios, which cause
bandwidth to be consumed by retransmissions.

2.3 Distribution of Path Throughputs
Figure 3 illustrates a typical case in which minimum hop-count

routing would not favor the highest-throughput route. The through-
put of eight routes from node 23 to node 36 is shown. The routes
are the eight best which were tested in the experiments described
above.
The graph shows that the shortest path, a two-hop route through

node 19, does not yield the highest throughput. The best route
is three hops long, but there are a number of available three-hop
routes which provide widely varying performance.
A routing protocol that selects randomly from the shortest hop-

count routes is unlikely to make the best choice, particularly as the
network grows and the number of possible paths between a given
pair increases.

2.4 Distribution of Link Loss Ratios
Figure 4 helps explain why high-throughput paths are diffi cult to

fi nd. Each vertical bar corresponds to the direct radio link between
a pair of nodes; the two ends of the bar mark the broadcast packet
delivery ratio in the two directions between the nodes. To measure
delivery ratios, each node took a turn sending a series of broadcast
packets for fi ve seconds, and counted the number of packets that
the 802.11b hardware reported as transmitted. Packets contained
134 bytes of 802.11b data payload. Every other node recorded the
number of packets received. The delivery ratio from node X to each
node Y is calculated by dividing the number of packets received by
Y by the number sent by X. The loss ratio of a link is one minus
its delivery ratio. We use the term “ratio” instead of “rate” to avoid
confusion with throughput delivery rates, which are expressed in
packets per second.
Note that 802.11b broadcasts don’t involve acknowledgements

or retransmissions. Because 802.11b retransmits lost unicast pack-
ets, the unicast packet loss ratio as seen by higher layers is far lower
than the underlying loss ratio (depending on the maximum number
of retransmissions allowed).
Three features of Figure 4 are important. First, a large fraction

of the links have an intermediate delivery ratio in at least one di-
rection. That is, they are likely to deliver some routing protocol

Must choose paths with care

• Vertical bar ends = loss rate on 1 link in each direction

• Many links asymmetric and very lossy in ≥ 1 way

• Wide range of loss rates
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Link loss is high and asymmetric
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Figure 4: One-hop packet delivery ratios between each pair of hosts at 1 mW (above) and 30 mW (below). The top and bottom ends
of each vertical line indicate the delivery ratios in the two directions; the bars in each graph are sorted by the minimum of the two
directions, so the link numbers do not necessarily correspond. The packet size is 134 bytes of 802.11b data payload. Data for all 406
pairs of hosts are shown. Many links are asymmetric, and there is a wide range of loss ratios.

packets, but would lose many packets if used for data. Second,
there is a full spectrum of link delivery ratios, so some advantage
can be expected from making fi ne-grained choices between links
when choosing paths. Third, many links have asymmetric delivery
ratios.
Of the 406 node pairs in Figure 4a (1 mW), there are 124 with

links which delivered packets in at least one direction. Of those
links, 28 are asymmetric, with forward and reverse delivery ratios
that differ by at least 25%. The 28 asymmetric links involve 22
different nodes. Because 802.11b uses link-level ACKs to confi rm
delivery, both directions of a link must work well in order to avoid
retransmissions. Since most nodes in the network are involved in at
least one asymmetric link, routing protocols must cope with asym-
metry to be effective.

3. ETX Metric Design
This section describes the design of the ETX metric. The met-

ric’s overall goal is to choose routes with high end-to-end through-
put. Section 2 suggests that the metric must account for the follow-
ing issues:

• The wide range of link loss ratios.

• The existence of links with asymmetric loss ratios.

• The interference between successive hops of multi-hop paths.

A number of superfi cially attractive metrics are not suitable. Us-
ing hop-count as the metric while ignoring links with loss ratios
above a certain threshold may cause some destinations to be un-
reachable. Using the product of the per-link delivery ratios as the
path metric, in an attempt to maximize the end-to-end delivery
probability, fails to account for inter-hop interference; this metric
would view a perfect two-hop route as better than a one-hop route
with a 10% loss ratio, when in fact the latter would have almost

twice the throughput. The same objection applies to using the use-
ful throughput of a path’s bottleneck (highest-loss-ratio) link as the
path’s metric. ETX, however, addresses each of these concerns.
End-to-end delay is another potential metric, but changes with

network load as interface queue lengths vary; this can cause routes
to oscillate away from a good path once the path is used. Our goal is
to design a metric that is independent of network load; load balanc-
ing can be performed with separate algorithms that use the infor-
mation provided by ETX. We have implemented ETX as a metric
for the DSDV and DSR routing protocols.

3.1 The Metric
The ETX of a link is the predicted number of data transmissions

required to send a packet over that link, including retransmissions.
The ETX of a route is the sum of the ETX for each link in the
route. For example, the ETX of a three-hop route with perfect links
is three; the ETX of a one-hop route with a 50% delivery ratio is
two.
The ETX of a link is calculated using the forward and reverse

delivery ratios of the link. The forward delivery ratio, df , is the
measured probability that a data packet successfully arrives at the
recipient; the reverse delivery ratio, dr , is the probability that the
ACK packet is successfully received. These delivery ratios can
be measured as described below. The expected probability that a
transmission is successfully received and acknowledged is df × dr .
A sender will retransmit a packet that is not successfully acknowl-
edged. Because each attempt to transmit a packet can be considered
a Bernoulli trial, the expected number of transmissions is:

ETX =
1

df × dr
(1)

1. Roofnet: An unplanned Wi-Fi Mesh network
– Wireless mesh link measurements
– Routing and bit rate selection
– End-to-end performance evaluation

2. Advertisement for COS-598A
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Today
• Each link has an associated metric (not necessarily 1!)
• Data packets contain source routes

• Nodes keep database of link metrics
– Nodes write current metric into source route of all 

forwarded packets
– Nodes flood route queries when they can’t find a 

route; queries accumulate link metrics
• Route queries contain route from requesting node

– Nodes cache overheard link metrics

• Dijkstra’s algorithm computes source routes
16

Routing protocol: Srcr (1)
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• Gateways periodically flood queries for a non-existent 
destination address
– Everyone learns route to the gateway
– When a node sends data to gateway, gateway 

learns route back to the node

• Flooded queries might not follow the best route; solution:
1. Add link metric info in query’s source route to database
2. Compute best route from query’s source
3. Replace query’s path from source with best route
4. Rebroadcast the modified query

17

Routing Protocol: Srcr (2)
• Discard links with loss rate above a threshold?

– Risks unnecessarily disconnecting nodes

• Product of link delivery rates àprob. of e2e delivery?
– Ignores inter-hop interference

• Prefers 2-hop, 0% loss route over 1-hop, 10% 
loss route (but latter is double throughput)

• Throughput of highest-loss link on path? 
– Also ignores inter-hop interference

18

Link metric: Strawmen

• Link ETX: predicted number of transmissions
– Calculate link ETX using forward, reverse delivery rates

– To avoid retry, data packet and ACK must succeed

– Link ETX = 1 / (df× dr)
• df = forward link delivery ratio (data packet)
• dr = reverse link delivery ratio (ack packet)

• Path ETX: sum of the link ETX values on a path

19

ETX: Expected Transmission Count
• Nodes periodically send broadcast probe packets

– All nodes know the sending period of probes

– All nodes compute loss rate based on how many 
probes arrive, per measurement interval

• Nodes enclose these loss measurements in their 
transmitted probes
– e.g. B tells node A the link delivery rate from A to B

20

Measuring link delivery ratios
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• ETX assumes all radios run at same bit-rate

– But 802.11b rates: {1, 2, 5.5, 11} Mbit/s

• Can’t compare two transmissions at 1 Mbit/s with two 
at 2 Mbit/s

• Solution: Use expected time spent on a packet, 
rather than transmission count

21

Multi-bitrate radios
• ACKs always sent at 1 Mbps, data packets 1500 bytes

• Nodes send 1500-byte broadcast probes at every bit 
rate b to compute forward link delivery rates df(b)
– Send 60-byte (min size) probes at 1 Mbps àdr

• At each bit-rate b, ETXb = 1 / (df(b) × dr)
• For packet of length S, ETTb = (S / b) × ETXb
• Link ETT = minb (ETTb)

22

ETT: Expected Transmission Time

• Path throughput estimate t is given by

– ti = throughput of hop i

• Does ETT maximize throughput?  No!

1. Underestimates throughput for long (≥ 4-hop) paths
– Distant nodes can send simultaneously

2. Overestimates throughput when transmissions on 
different hops collide and are lost

23

ETT: Assumptions

t = 1
1
tihop i∈path

∑

• Prism radio firmware (ca. 2005) automatically chose 
bit-rate among {1, 2, 5.5, 11} Mbps
– Avoids bit-rates with high loss rates

• Undesirable policy!

24

Auto bit-rate selection

A B C

0%	loss0%	loss

40%	loss
faster!
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• Ideally, could choose exact bit-rate that at given SNR, 
gives highest throughput and nearly zero loss

• Instead, 802.11b bit-rates are quantized at roughly 
powers of two

• Result: Over a single hop, bit-rate 2R with up to 50% 
loss always higher throughput than bit-rate R!

25

Auto bit-rate selection (cont’d)
• Samples delivery rates of actual data packets using 

802.11 retransmit indication

• Occasionally sends packets at rates other than current rate

• Sends most packets at rate predicted to offer best 
throughput (as with ETT)

• Adjusts per-packet bit-rate faster than ETT route 
selection
– Only one hop of information required
– Delivery ratio estimates not periodic, but per-packet

26

Bit-rate selection in RoofNet: SampleRate

1. Roofnet: An unplanned Wi-Fi Mesh network
– Wireless mesh link measurements
– Routing and bit rate selection
– End-to-end performance evaluation

2. Advertisement for COS-598A

27

Today
Datasets:
1. Multi-hop TCP: 15-second, 1-way bulk TCP transfers 

between all node pairs
2. Single-hop TCP: same, direct link between all node pairs 
3. Loss matrix: loss rate between all node pairs for 

1500-byte broadcasts at each bit-rate

• TCP flows, always a single flow at a time
• But background traffic present: users always active

28

Roofnet evaluation



12/5/16

8

Finally, Section 3.7 presents measurements suggesting that
inter-hop collisions are a major limiting factor in multi-hop
throughput.

3.1 Method
The results presented here are derived from four sets of

measurements on Roofnet:

1. The “multi-hop TCP” data-set is the result of a 15-
second one-way bulk TCP transfer between each pair
of Roofnet nodes. Throughput is measured by the
number of data bytes delivered to the receiving appli-
cation. Each transfer is preceded by a 30-second quiet
interval and then ten seconds in which the sender sends
84-byte pings once per second to establish the route
and measure latency. The throughput result and the
median round-trip ping time are recorded along with
the route in use at the end of the transfer. The mea-
surements are taken with RTS/CTS disabled; mea-
surements with RTS/CTS enabled are presented in
Section 3.7.

About 10% of pairs failed to find a working route in
the multi-hop TCP measurements. The reason for this
is that flooded routing queries sometimes do not reach
distant nodes due to link losses: the query packets are
broadcast without link-layer retransmission. Srcr re-
floods every five seconds if needed, but in many cases
even this was not enough. The failed pairs are included
in the throughput results with throughputs of zero.

2. The “single-hop TCP” data-set is the result of mea-
suring the TCP throughput on the direct radio link
between each pair of nodes.

3. The “loss matrix” data-set is the result of measur-
ing the loss rate between each pair of nodes using
1500-byte broadcasts at each 802.11b transmit bit-
rate. These loss rates reflect underlying link losses,
since 802.11 does not retransmit broadcast packets.

4. The “multi-hop density” data-set measures multi-hop
TCP throughput between a fixed set of four nodes,
while varying the number of Roofnet nodes that are
participating in routing.

Some of the analyses involve simulated route through-
put calculated from the single-hop TCP data-set and Equa-
tion 1. This technique allows us to estimate the throughput
of paths that were not used by the all-pairs TCP measure-
ments.

Each graph’s caption ends with the data-set from which
the graph was derived, in parentheses, and says “Simulated”
when appropriate.

Roofnet ordinarily provides Internet access to its users,
and this service was not disabled during these experiments.
Thus the experiments may be affected by Roofnet traffic as
well as other uses of the 2.4 gigahertz ISM band.

Most of the results presented below include all pairs of
Roofnet nodes, rather than just communication with the
gateways. This is because the Internet performance Roofnet
users see is highly dependent on the specifics of Roofnet’s
Internet gateways, which in a community network would
probably be randomly placed.
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Figure 2: CDF of the TCP throughput between each
pair of nodes in the network. (multi-hop TCP)

Hops Number of Throughput Latency
Pairs (kbits/sec) (ms)

1 158 2451 14
2 303 771 26
3 301 362 45
4 223 266 50
5 120 210 60
6 43 272 100
7 33 181 83
8 14 159 119
9 4 175 182
10 1 182 218

no route 132 0 –
Avg: 2.9 Total: 1332 Avg: 627 Avg: 39

Table 1: Average TCP throughput and round-trip
ping latency between each pair in the network, ar-
ranged by the number of hops in a typical path be-
tween the pair. (multi-hop TCP)

3.2 Basic Performance
Figure 2 shows the distribution of TCP throughputs among

all pairs of Roofnet nodes. The median is 400 kbits/second,
and the average is 627.

The distribution of throughputs is explained largely by
hop-count, as successive nodes in a multi-hop route usually
must defer to each others’ transmissions. Table 1 arranges
the throughput data by hop-count in order to illustrate this
point. The routes with low hop-count have much higher
throughput than those with many hops.

For comparison, Table 2 shows the theoretical maximum
throughput for various bit-rates over multiple lossless hops.
This table is computed with Equation 1. Per-link through-
puts include transmission time, inter-frame gaps, and link-
level acknowledgments.

Tables 1 and 2 suggest that Roofnet’s one-hop routes op-
erate at an average speed consistent with the 5.5 megabit
transmission rate, but that longer routes are disproportion-
ately slower. Section 3.7 suggests that multi-hop routes
suffer from inter-hop collisions and have lower performance
than predicted by Equation 1.

• Multi-hop TCP dataset
• Mean: 627 kbps; median: 400 kbps

29

Wide spread of end-to-end throughput

10% of pairs: routing queries fail

• Higher hop count correlates with lower throughput
– Neighboring nodes interfere with one another

30

End-to-end throughput by hop count

Finally, Section 3.7 presents measurements suggesting that
inter-hop collisions are a major limiting factor in multi-hop
throughput.

3.1 Method
The results presented here are derived from four sets of

measurements on Roofnet:

1. The “multi-hop TCP” data-set is the result of a 15-
second one-way bulk TCP transfer between each pair
of Roofnet nodes. Throughput is measured by the
number of data bytes delivered to the receiving appli-
cation. Each transfer is preceded by a 30-second quiet
interval and then ten seconds in which the sender sends
84-byte pings once per second to establish the route
and measure latency. The throughput result and the
median round-trip ping time are recorded along with
the route in use at the end of the transfer. The mea-
surements are taken with RTS/CTS disabled; mea-
surements with RTS/CTS enabled are presented in
Section 3.7.

About 10% of pairs failed to find a working route in
the multi-hop TCP measurements. The reason for this
is that flooded routing queries sometimes do not reach
distant nodes due to link losses: the query packets are
broadcast without link-layer retransmission. Srcr re-
floods every five seconds if needed, but in many cases
even this was not enough. The failed pairs are included
in the throughput results with throughputs of zero.

2. The “single-hop TCP” data-set is the result of mea-
suring the TCP throughput on the direct radio link
between each pair of nodes.

3. The “loss matrix” data-set is the result of measur-
ing the loss rate between each pair of nodes using
1500-byte broadcasts at each 802.11b transmit bit-
rate. These loss rates reflect underlying link losses,
since 802.11 does not retransmit broadcast packets.

4. The “multi-hop density” data-set measures multi-hop
TCP throughput between a fixed set of four nodes,
while varying the number of Roofnet nodes that are
participating in routing.

Some of the analyses involve simulated route through-
put calculated from the single-hop TCP data-set and Equa-
tion 1. This technique allows us to estimate the throughput
of paths that were not used by the all-pairs TCP measure-
ments.

Each graph’s caption ends with the data-set from which
the graph was derived, in parentheses, and says “Simulated”
when appropriate.

Roofnet ordinarily provides Internet access to its users,
and this service was not disabled during these experiments.
Thus the experiments may be affected by Roofnet traffic as
well as other uses of the 2.4 gigahertz ISM band.

Most of the results presented below include all pairs of
Roofnet nodes, rather than just communication with the
gateways. This is because the Internet performance Roofnet
users see is highly dependent on the specifics of Roofnet’s
Internet gateways, which in a community network would
probably be randomly placed.
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Figure 2: CDF of the TCP throughput between each
pair of nodes in the network. (multi-hop TCP)

Hops Number of Throughput Latency
Pairs (kbits/sec) (ms)

1 158 2451 14
2 303 771 26
3 301 362 45
4 223 266 50
5 120 210 60
6 43 272 100
7 33 181 83
8 14 159 119
9 4 175 182
10 1 182 218

no route 132 0 –
Avg: 2.9 Total: 1332 Avg: 627 Avg: 39

Table 1: Average TCP throughput and round-trip
ping latency between each pair in the network, ar-
ranged by the number of hops in a typical path be-
tween the pair. (multi-hop TCP)

3.2 Basic Performance
Figure 2 shows the distribution of TCP throughputs among

all pairs of Roofnet nodes. The median is 400 kbits/second,
and the average is 627.

The distribution of throughputs is explained largely by
hop-count, as successive nodes in a multi-hop route usually
must defer to each others’ transmissions. Table 1 arranges
the throughput data by hop-count in order to illustrate this
point. The routes with low hop-count have much higher
throughput than those with many hops.

For comparison, Table 2 shows the theoretical maximum
throughput for various bit-rates over multiple lossless hops.
This table is computed with Equation 1. Per-link through-
puts include transmission time, inter-frame gaps, and link-
level acknowledgments.

Tables 1 and 2 suggest that Roofnet’s one-hop routes op-
erate at an average speed consistent with the 5.5 megabit
transmission rate, but that longer routes are disproportion-
ately slower. Section 3.7 suggests that multi-hop routes
suffer from inter-hop collisions and have lower performance
than predicted by Equation 1.• Computed analytically, assuming hops don’t forward in parallel

• One-hop routes seem to use 5.5 Mbps
• Longer routes far slower than 5.5 Mbps
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Comparing with computed throughput

Max Throughput
(kbits/sec)

Rate 1 Hop 2 Hops 3 Hops
1 890 445 297
2 1634 817 545

5.5 3435 1718 1145
11 5013 2506 1671

Table 2: Theoretical loss-free maximum through-
put over one, two, and three hops for each 802.11b
transmit bit-rate, with 1500-byte packets.

Hops Number Throughput Latency
of nodes (kbits/sec) (ms)

1 12 2752 9
2 8 940 19
3 5 552 27
4 7 379 43
5 1 89 37

Avg: 2.3 Total: 33 Avg: 1395 Avg: 22

Table 3: Average TCP throughput and round-trip
ping latency to the 33 non-gateway nodes from
each node’s chosen gateway, arranged by hop-count.
Even at four hops, the average throughput is com-
parable to many DSL links. (multi-hop TCP)

Most Roofnet users talk only to the Internet gateway with
the best metric, and thus use routes with fewer hops than
the average of the all-pairs routes. Table 3 shows the TCP
throughput to each node from its chosen gateway, again ar-
ranged by hop-count. The maximum hop-count is only five
because no node is very far from the nearest gateway. The
average throughput for each hop-count is typically higher
because the Roofnet gateways happen to be more centrally
located than the average Roofnet node. Even at four hops,
the average of 379 kbits/second is comparable to many DSL
links.

The tables also show round-trip latencies for 84-byte ping
packets to estimate interactive delay on a relatively idle net-
work. Latency is affected by per-hop processing time as well
as by 802.11 retransmissions and back-offs when packets are
lost. Tables 1 and 3 suggest that interactive latency is ac-
ceptable over a few hops but would be bothersome over nine
hops. Roofnet users see on average 22 ms of latency to the
gateways, which is hardly noticeable in an interactive ses-
sion.

3.3 Link Quality and Distance
While high quality 802.11 links can be constructed using

directional antennas, it is not clear what useful ranges and
speeds to expect with omni-directional antennas, or what
kinds of links will be most useful to the routing protocol.

The upper graph in Figure 3 shows the throughput and
distance of each available link. Most of the available links
are between 500 and 1300 meters long, and can transfer
about 500 kbits/second at their best bit-rate. There are
also a small number of links a few hundred meters long with
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Figure 3: Link throughput versus distance for all
links (top) and for the links used by Srcr (bottom).
Srcr makes the most use of short high-throughput
links. (single-hop TCP, multi-hop TCP)

throughputs of two megabits/second or more, and a few
longer high-throughput links.

The lower graph shows just the links that Srcr uses in
some route. Srcr uses almost all of the links faster than
two megabits/second, but largely ignores the majority of
the links, which are slower than that. This means that
Srcr effectively favors short links of a few hundred meters,
ignoring many links that would carry packets a kilometer
or more in one hop. Fast short hops are the best policy:
for example, four 250-meter hops that individually run at
three megabits/second yield a route with a throughput of
750 kbits/second, which is faster than most of the single
1000-meter links.

A link’s throughput is determined by its best transmit bit-
rate and the delivery probability at that bit-rate. Figure 4
shows the CDF of delivery probabilities for the links used
by Srcr at the bit-rate chosen by SampleRate. The median
delivery probability is 0.8, and nearly a quarter of the links
have loss rates of 50% or more. Section 2.5 justifies the use
of links and bit-rates with significant loss rates, as opposed
to favoring low-loss links. 802.11 detects the losses with its
ACK mechanism and re-sends the packets; this decreases
throughput but has little perceptible effect on latency, since
the retransmissions occur within a few milliseconds.

Finally, Section 3.7 presents measurements suggesting that
inter-hop collisions are a major limiting factor in multi-hop
throughput.

3.1 Method
The results presented here are derived from four sets of

measurements on Roofnet:

1. The “multi-hop TCP” data-set is the result of a 15-
second one-way bulk TCP transfer between each pair
of Roofnet nodes. Throughput is measured by the
number of data bytes delivered to the receiving appli-
cation. Each transfer is preceded by a 30-second quiet
interval and then ten seconds in which the sender sends
84-byte pings once per second to establish the route
and measure latency. The throughput result and the
median round-trip ping time are recorded along with
the route in use at the end of the transfer. The mea-
surements are taken with RTS/CTS disabled; mea-
surements with RTS/CTS enabled are presented in
Section 3.7.

About 10% of pairs failed to find a working route in
the multi-hop TCP measurements. The reason for this
is that flooded routing queries sometimes do not reach
distant nodes due to link losses: the query packets are
broadcast without link-layer retransmission. Srcr re-
floods every five seconds if needed, but in many cases
even this was not enough. The failed pairs are included
in the throughput results with throughputs of zero.

2. The “single-hop TCP” data-set is the result of mea-
suring the TCP throughput on the direct radio link
between each pair of nodes.

3. The “loss matrix” data-set is the result of measur-
ing the loss rate between each pair of nodes using
1500-byte broadcasts at each 802.11b transmit bit-
rate. These loss rates reflect underlying link losses,
since 802.11 does not retransmit broadcast packets.

4. The “multi-hop density” data-set measures multi-hop
TCP throughput between a fixed set of four nodes,
while varying the number of Roofnet nodes that are
participating in routing.

Some of the analyses involve simulated route through-
put calculated from the single-hop TCP data-set and Equa-
tion 1. This technique allows us to estimate the throughput
of paths that were not used by the all-pairs TCP measure-
ments.

Each graph’s caption ends with the data-set from which
the graph was derived, in parentheses, and says “Simulated”
when appropriate.

Roofnet ordinarily provides Internet access to its users,
and this service was not disabled during these experiments.
Thus the experiments may be affected by Roofnet traffic as
well as other uses of the 2.4 gigahertz ISM band.

Most of the results presented below include all pairs of
Roofnet nodes, rather than just communication with the
gateways. This is because the Internet performance Roofnet
users see is highly dependent on the specifics of Roofnet’s
Internet gateways, which in a community network would
probably be randomly placed.
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Figure 2: CDF of the TCP throughput between each
pair of nodes in the network. (multi-hop TCP)

Hops Number of Throughput Latency
Pairs (kbits/sec) (ms)

1 158 2451 14
2 303 771 26
3 301 362 45
4 223 266 50
5 120 210 60
6 43 272 100
7 33 181 83
8 14 159 119
9 4 175 182
10 1 182 218

no route 132 0 –
Avg: 2.9 Total: 1332 Avg: 627 Avg: 39

Table 1: Average TCP throughput and round-trip
ping latency between each pair in the network, ar-
ranged by the number of hops in a typical path be-
tween the pair. (multi-hop TCP)

3.2 Basic Performance
Figure 2 shows the distribution of TCP throughputs among

all pairs of Roofnet nodes. The median is 400 kbits/second,
and the average is 627.

The distribution of throughputs is explained largely by
hop-count, as successive nodes in a multi-hop route usually
must defer to each others’ transmissions. Table 1 arranges
the throughput data by hop-count in order to illustrate this
point. The routes with low hop-count have much higher
throughput than those with many hops.

For comparison, Table 2 shows the theoretical maximum
throughput for various bit-rates over multiple lossless hops.
This table is computed with Equation 1. Per-link through-
puts include transmission time, inter-frame gaps, and link-
level acknowledgments.

Tables 1 and 2 suggest that Roofnet’s one-hop routes op-
erate at an average speed consistent with the 5.5 megabit
transmission rate, but that longer routes are disproportion-
ately slower. Section 3.7 suggests that multi-hop routes
suffer from inter-hop collisions and have lower performance
than predicted by Equation 1.

Theoretical, loss-free maximum throughput

All-pairs
empirical

• Multi-hop measured throughput often less than predicted
• Reason: Interference between successive forwarding hops

32

Forwarding indeed creates interference
Multi-Hop Single-Hop

GWs Conn Throughput Conn Throughput
(kbits/sec) (kbits/sec)

1 34 760 10 535
2 35 1051 17 585
3 35 1485 22 900
4 35 2021 25 1260
5 36 1565 28 1221
6 36 1954 30 1192
7 36 1931 31 1662
8 37 1447 32 1579
9 37 1700 33 1627
10 37 1945 34 1689
...

...
...

...
...

15 37 2305 36 1714
20 37 2509 36 2695
25 37 2703 37 2317

Table 5: Comparison of multi-hop and single-hop
architectures with random gateway choice. (multi-
hop TCP and single-hop TCP)

Hops Pairs Average Throughput
without with

1 3 2094 1735
2 5 836 725
3 6 314 312

Table 6: TCP throughputs without and with
RTS/CTS for a few randomly-chosen node pairs,
grouped by number of hops. The decrease for
one-hop routes reflects the increased overhead of
RTS/CTS, and the failure to increase multi-hop
throughput suggests that RTS/CTS is not effective
at avoiding collisions. (Measured)

pair of nodes. The x-value shows the throughput predicted
along that route by Equation 1 and the single-hop TCP
data-set. The expected throughputs for single-hop routes
(most of the points above 2000 kbits/second) differ from
the measurements, but the errors are not biased, since the
predictions are themselves a separate set of measurements.
In contrast, the measured multi-hop throughputs are mostly
lower than expected.

A likely explanation of why links are slower together than
separately is that concurrent transmissions on different hops
of a route collide and cause packet loss. Informal experi-
ments in which the sender delays each packet to give the
previous packet time to reach the destination lead to in-
creased throughput, which supports this hypothesis. Similar
observations have been made by others [17].

The 802.11 RTS/CTS mechanism is intended to prevent
these collisions. Table 6 shows the effect of RTS/CTS on
throughput, measured between a random subset of node
pairs. RTS/CTS does not improve performance. This is
consistent with existing observations [33].

4. NETWORK USE
This section presents measurements of user activity on

Roofnet. To collect this data, one of the four Roofnet gate-
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Figure 10: Comparison of multi-hop throughput and
throughput predicted from individual hop through-
puts. Each point represents one node pair. The
expected throughputs for single-hop routes (most
of the points above 2000 kbits/second) differ from
the measurements, but the errors are not biased,
since the predictions are themselves a separate set
of measurements. The expected multi-hop through-
puts are mostly higher than the measured through-
puts. (multi-hop TCP and simulations from single-
hop TCP)

ways monitored the packets forwarded between Roofnet and
the Internet.

In one 24-hour period, the gateway forwarded an average
of 160 kbits/second between Roofnet and the Internet; this
is the sum of the traffic in both directions. This data ac-
counted for about 94% of the wireless traffic that the gate-
way sent or received; the other 5% were protocol control
packets.

About 48% of the data traffic was to or from nodes one
hop from the gateway, 36% two hops, and the rest, about
16%, was forwarded over three hops or more.

The gateway’s radio was busy for a total of about 59,374
seconds during the 24-hour period. This total includes time
for packets and retransmissions received, packets and re-
transmissions sent, and transmissions overheard by the gate-
way that were not addressed to it. The total does not in-
clude inter-frame spacing and back-off time. This means the
gateway’s radio was busy for about 70% of the monitoring
period.

Almost all of the packets forwarded were TCP; less than
1% were UDP. Web requests to the Internet comprised only
about 7% of the bytes transferred. The biggest consumer
of bandwidth, accounting for about 30% of the total data
transferred, was the BitTorrent peer-to-peer file-sharing pro-
gram. Most of the rest of the traffic consisted of short con-
nections to other unprivileged ports.

While web requests accounted for a minority of the data
transferred, they did account for more connections than any



12/5/16

9

• Latency: 84-byte ping; okay for interactive use
• Acceptable throughput (379 Kbit/sec), even four 

hops out

33

User experience:
Mean throughput from gateway

• Single-hop TCP workload
• Many links of varying lengths support ≈ 500 Kbit/s
• A few short and fast links; very few long and fast links

34

What link ranges/speeds to expect?
Max Throughput

(kbits/sec)
Rate 1 Hop 2 Hops 3 Hops

1 890 445 297
2 1634 817 545

5.5 3435 1718 1145
11 5013 2506 1671

Table 2: Theoretical loss-free maximum through-
put over one, two, and three hops for each 802.11b
transmit bit-rate, with 1500-byte packets.

Hops Number Throughput Latency
of nodes (kbits/sec) (ms)

1 12 2752 9
2 8 940 19
3 5 552 27
4 7 379 43
5 1 89 37

Avg: 2.3 Total: 33 Avg: 1395 Avg: 22

Table 3: Average TCP throughput and round-trip
ping latency to the 33 non-gateway nodes from
each node’s chosen gateway, arranged by hop-count.
Even at four hops, the average throughput is com-
parable to many DSL links. (multi-hop TCP)

Most Roofnet users talk only to the Internet gateway with
the best metric, and thus use routes with fewer hops than
the average of the all-pairs routes. Table 3 shows the TCP
throughput to each node from its chosen gateway, again ar-
ranged by hop-count. The maximum hop-count is only five
because no node is very far from the nearest gateway. The
average throughput for each hop-count is typically higher
because the Roofnet gateways happen to be more centrally
located than the average Roofnet node. Even at four hops,
the average of 379 kbits/second is comparable to many DSL
links.

The tables also show round-trip latencies for 84-byte ping
packets to estimate interactive delay on a relatively idle net-
work. Latency is affected by per-hop processing time as well
as by 802.11 retransmissions and back-offs when packets are
lost. Tables 1 and 3 suggest that interactive latency is ac-
ceptable over a few hops but would be bothersome over nine
hops. Roofnet users see on average 22 ms of latency to the
gateways, which is hardly noticeable in an interactive ses-
sion.

3.3 Link Quality and Distance
While high quality 802.11 links can be constructed using

directional antennas, it is not clear what useful ranges and
speeds to expect with omni-directional antennas, or what
kinds of links will be most useful to the routing protocol.

The upper graph in Figure 3 shows the throughput and
distance of each available link. Most of the available links
are between 500 and 1300 meters long, and can transfer
about 500 kbits/second at their best bit-rate. There are
also a small number of links a few hundred meters long with
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Figure 3: Link throughput versus distance for all
links (top) and for the links used by Srcr (bottom).
Srcr makes the most use of short high-throughput
links. (single-hop TCP, multi-hop TCP)

throughputs of two megabits/second or more, and a few
longer high-throughput links.

The lower graph shows just the links that Srcr uses in
some route. Srcr uses almost all of the links faster than
two megabits/second, but largely ignores the majority of
the links, which are slower than that. This means that
Srcr effectively favors short links of a few hundred meters,
ignoring many links that would carry packets a kilometer
or more in one hop. Fast short hops are the best policy:
for example, four 250-meter hops that individually run at
three megabits/second yield a route with a throughput of
750 kbits/second, which is faster than most of the single
1000-meter links.

A link’s throughput is determined by its best transmit bit-
rate and the delivery probability at that bit-rate. Figure 4
shows the CDF of delivery probabilities for the links used
by Srcr at the bit-rate chosen by SampleRate. The median
delivery probability is 0.8, and nearly a quarter of the links
have loss rates of 50% or more. Section 2.5 justifies the use
of links and bit-rates with significant loss rates, as opposed
to favoring low-loss links. 802.11 detects the losses with its
ACK mechanism and re-sends the packets; this decreases
throughput but has little perceptible effect on latency, since
the retransmissions occur within a few milliseconds.

• Multi-hop TCP workload: links Srcr uses in red, all others 
(single-hop TCP) in black

• Srcr somewhat favors short, fast links
35

Which network links does Srcr use?
Max Throughput

(kbits/sec)
Rate 1 Hop 2 Hops 3 Hops

1 890 445 297
2 1634 817 545

5.5 3435 1718 1145
11 5013 2506 1671

Table 2: Theoretical loss-free maximum through-
put over one, two, and three hops for each 802.11b
transmit bit-rate, with 1500-byte packets.

Hops Number Throughput Latency
of nodes (kbits/sec) (ms)

1 12 2752 9
2 8 940 19
3 5 552 27
4 7 379 43
5 1 89 37

Avg: 2.3 Total: 33 Avg: 1395 Avg: 22

Table 3: Average TCP throughput and round-trip
ping latency to the 33 non-gateway nodes from
each node’s chosen gateway, arranged by hop-count.
Even at four hops, the average throughput is com-
parable to many DSL links. (multi-hop TCP)

Most Roofnet users talk only to the Internet gateway with
the best metric, and thus use routes with fewer hops than
the average of the all-pairs routes. Table 3 shows the TCP
throughput to each node from its chosen gateway, again ar-
ranged by hop-count. The maximum hop-count is only five
because no node is very far from the nearest gateway. The
average throughput for each hop-count is typically higher
because the Roofnet gateways happen to be more centrally
located than the average Roofnet node. Even at four hops,
the average of 379 kbits/second is comparable to many DSL
links.

The tables also show round-trip latencies for 84-byte ping
packets to estimate interactive delay on a relatively idle net-
work. Latency is affected by per-hop processing time as well
as by 802.11 retransmissions and back-offs when packets are
lost. Tables 1 and 3 suggest that interactive latency is ac-
ceptable over a few hops but would be bothersome over nine
hops. Roofnet users see on average 22 ms of latency to the
gateways, which is hardly noticeable in an interactive ses-
sion.

3.3 Link Quality and Distance
While high quality 802.11 links can be constructed using

directional antennas, it is not clear what useful ranges and
speeds to expect with omni-directional antennas, or what
kinds of links will be most useful to the routing protocol.

The upper graph in Figure 3 shows the throughput and
distance of each available link. Most of the available links
are between 500 and 1300 meters long, and can transfer
about 500 kbits/second at their best bit-rate. There are
also a small number of links a few hundred meters long with
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Figure 3: Link throughput versus distance for all
links (top) and for the links used by Srcr (bottom).
Srcr makes the most use of short high-throughput
links. (single-hop TCP, multi-hop TCP)

throughputs of two megabits/second or more, and a few
longer high-throughput links.

The lower graph shows just the links that Srcr uses in
some route. Srcr uses almost all of the links faster than
two megabits/second, but largely ignores the majority of
the links, which are slower than that. This means that
Srcr effectively favors short links of a few hundred meters,
ignoring many links that would carry packets a kilometer
or more in one hop. Fast short hops are the best policy:
for example, four 250-meter hops that individually run at
three megabits/second yield a route with a throughput of
750 kbits/second, which is faster than most of the single
1000-meter links.

A link’s throughput is determined by its best transmit bit-
rate and the delivery probability at that bit-rate. Figure 4
shows the CDF of delivery probabilities for the links used
by Srcr at the bit-rate chosen by SampleRate. The median
delivery probability is 0.8, and nearly a quarter of the links
have loss rates of 50% or more. Section 2.5 justifies the use
of links and bit-rates with significant loss rates, as opposed
to favoring low-loss links. 802.11 detects the losses with its
ACK mechanism and re-sends the packets; this decreases
throughput but has little perceptible effect on latency, since
the retransmissions occur within a few milliseconds.
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Lossy Links are Useful

• Delivery probability for links Srcr uses, at the bit rate 
SampleRate chooses

• >25%-loss links used half the time
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• Most nodes route via a diverse set of neighbors
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Diversity in node use: “Meshness”
• Mesh networking is far from perfect

– Complexity of multi-hop routing and path selection, vs. 
single-hop access point choice

– Interference between neighboring forwarding hops
– Loss substantially increases with path length

• Could we do better with the same hardware?
– Place nodes as before
– Same goal: Internet access for all nodes
– Constrain topology to access point (AP) case

• All nodes are one hop from an Internet gateway AP

38

Why not Access Points?

• Add gateways (GWs) to the network one by one

• “Optimal”: at each step, add the GW that 
maximizes number of newly connected nodes

• “Random”: use randomly selected set of GWs of 
designated size; repeat for 250 trials; take median 
set (by number of connected nodes)

39

Evaluation strategy: Multi-hop v. AP
• Complete coverage:

5 GWs for single-hop 
versus 1 for multi-hop

• Multi-hop is faster for 
any number of 
gateways
– Can use short, high-

quality links

40

Optimal AP (GW) placement
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Figure 9: The effect on throughput of eliminating
the best-connected Roofnet nodes. The x axis shows
the cumulative number of the best nodes eliminated.
The y axis shows the average throughput among four
particular nodes. (multi-hop density)

3.6 Architectural Alternatives
One way to evaluate Roofnet’s architecture is to compare

it to a network in which each node must communicate over
a direct radio link to a gateway, without multi-hop rout-
ing. This corresponds to an access-point network. In such a
single-hop network the number and placement of the gate-
ways is important, since there must be a gateway near every
node. This section evaluates the extent to which multi-hop
routing improves performance and allows greater freedom in
gateway placement.

3.6.1 Optimal Choice
Table 4 compares multi-hop and single-hop routing for

increasing numbers of “optimally” chosen gateways. For
single-hop, each successive gateway is the node that maxi-
mizes the number of additional nodes with non-zero through-
put to some gateway, with ties broken by average through-
put. The multi-hop gateways are chosen similarly, but with
multi-hop connectivity and multi-hop throughput. The GWs
column indicates the number of gateways. The Conn columns
show the number of nodes which have non-zero throughput
to at least one gateway. The Throughput columns show the
average over these connected nodes of the throughput to
each node’s best gateway.

The data show that, in a single-hop architecture, five gate-
ways are needed to cover all Roofnet nodes. For any given
set of gateways, multi-hop forwarding provides higher av-
erage throughput. Multi-hop has a throughput advantage
because it can often use a sequence of short high-quality
links rather than a single long low-quality link.

The five optimal gateways turn out to be nodes located
on three-story residences, not the tallest buildings in the
network. This may be due to tallest buildings’ locations
around the network’s perimeter.

3.6.2 Random Choice
It is likely that a community network would not be able to

choose the best nodes to act as wired gateways, but would
choose them more or less randomly. Table 5 shows perfor-

Multi-Hop Single-Hop
GWs Conn Throughput Conn Throughput

(kbits/sec) (kbits/sec)
1 37 781 23 174
2 37 1450 32 824
3 37 1871 34 1102
4 37 2131 36 1140
5 37 2355 37 1364
6 37 2450 37 2123
7 37 2529 37 2312
8 37 2614 37 2475
9 37 2702 37 2564
10 37 2795 37 2659
...

...
...

...
...

15 37 3197 37 3180
20 37 3508 37 3476
25 37 3721 37 3658

Table 4: Comparison of multi-hop and single-hop
architectures, with “optimal” choice of gateways.
The GWs column shows the number of gateways.
The Conn columns show the number of nodes with
non-zero throughput to at least one gateway, and
the Throughput columns show the throughput to
the best gateway averaged over all connected nodes.
For small numbers of gateways, multi-hop routing
improves both connectivity and throughput. (multi-
hop TCP and single-hop TCP)

mance for different numbers of randomly-selected gateways.
For each number of gateways, the set of gateways was chosen
by considering 250 distinct sets of that size and choosing the
median set where the sets were sorted by the number of con-
nected nodes, and ties were broken by the median average
throughput. The reason that not all nodes are connected
with small numbers of multi-hop gateways is the query fail-
ure problem mentioned in Section 3.1.

If Roofnet were a single-hop network, 25 gateways would
be required to cover all the nodes. About 90% of the nodes
are covered with 10 gateways, but there are a few nodes
which are difficult to reach: the histogram in Figure 6 shows
these last ten percent of nodes are within the range of three
or fewer neighboring nodes. As with optimal gateway choice,
multi-hop routing improves connectivity and throughput.

Comparison of the two tables shows that careful gateway
choice increases throughput for both multi-hop and single-
hop routing. For five or fewer gateways, even randomly
chosen multi-hop gateways provide better performance than
carefully chosen single-hop gateways. For larger numbers of
gateways, however, carefully chosen single-hop gateways are
better than randomly-chosen multi-hop gateways.

3.7 Inter-hop Interference
Table 1 shows that throughput with each additional hop

falls off faster than one might expect. The average single-
hop route provides 2451 kbits/second. One would expect
two-hop throughput to be half that, or 1225 kbits/second.
Instead, the average two-hop route delivers 771 kbits/second.

Figure 10 shows this phenomenon more clearly. Each
point on the graph represents one node pair. The y-value
of the point shows the measured throughput between that
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• More realistic scenario

• Complete coverage: 
eight GWs for multi-
hop, 25 for single-hop
– Route query failure 

(no retransmissions)

• For ≤ 5 GWs, randomly 
chosen multi-hop GWs 
outperform optimally 
chosen single-hop APs

41

Random AP (GW) placement
Multi-Hop Single-Hop

GWs Conn Throughput Conn Throughput
(kbits/sec) (kbits/sec)

1 34 760 10 535
2 35 1051 17 585
3 35 1485 22 900
4 35 2021 25 1260
5 36 1565 28 1221
6 36 1954 30 1192
7 36 1931 31 1662
8 37 1447 32 1579
9 37 1700 33 1627
10 37 1945 34 1689
...

...
...

...
...

15 37 2305 36 1714
20 37 2509 36 2695
25 37 2703 37 2317

Table 5: Comparison of multi-hop and single-hop
architectures with random gateway choice. (multi-
hop TCP and single-hop TCP)

Hops Pairs Average Throughput
without with

1 3 2094 1735
2 5 836 725
3 6 314 312

Table 6: TCP throughputs without and with
RTS/CTS for a few randomly-chosen node pairs,
grouped by number of hops. The decrease for
one-hop routes reflects the increased overhead of
RTS/CTS, and the failure to increase multi-hop
throughput suggests that RTS/CTS is not effective
at avoiding collisions. (Measured)

pair of nodes. The x-value shows the throughput predicted
along that route by Equation 1 and the single-hop TCP
data-set. The expected throughputs for single-hop routes
(most of the points above 2000 kbits/second) differ from
the measurements, but the errors are not biased, since the
predictions are themselves a separate set of measurements.
In contrast, the measured multi-hop throughputs are mostly
lower than expected.

A likely explanation of why links are slower together than
separately is that concurrent transmissions on different hops
of a route collide and cause packet loss. Informal experi-
ments in which the sender delays each packet to give the
previous packet time to reach the destination lead to in-
creased throughput, which supports this hypothesis. Similar
observations have been made by others [17].

The 802.11 RTS/CTS mechanism is intended to prevent
these collisions. Table 6 shows the effect of RTS/CTS on
throughput, measured between a random subset of node
pairs. RTS/CTS does not improve performance. This is
consistent with existing observations [33].

4. NETWORK USE
This section presents measurements of user activity on

Roofnet. To collect this data, one of the four Roofnet gate-
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Figure 10: Comparison of multi-hop throughput and
throughput predicted from individual hop through-
puts. Each point represents one node pair. The
expected throughputs for single-hop routes (most
of the points above 2000 kbits/second) differ from
the measurements, but the errors are not biased,
since the predictions are themselves a separate set
of measurements. The expected multi-hop through-
puts are mostly higher than the measured through-
puts. (multi-hop TCP and simulations from single-
hop TCP)

ways monitored the packets forwarded between Roofnet and
the Internet.

In one 24-hour period, the gateway forwarded an average
of 160 kbits/second between Roofnet and the Internet; this
is the sum of the traffic in both directions. This data ac-
counted for about 94% of the wireless traffic that the gate-
way sent or received; the other 5% were protocol control
packets.

About 48% of the data traffic was to or from nodes one
hop from the gateway, 36% two hops, and the rest, about
16%, was forwarded over three hops or more.

The gateway’s radio was busy for a total of about 59,374
seconds during the 24-hour period. This total includes time
for packets and retransmissions received, packets and re-
transmissions sent, and transmissions overheard by the gate-
way that were not addressed to it. The total does not in-
clude inter-frame spacing and back-off time. This means the
gateway’s radio was busy for about 70% of the monitoring
period.

Almost all of the packets forwarded were TCP; less than
1% were UDP. Web requests to the Internet comprised only
about 7% of the bytes transferred. The biggest consumer
of bandwidth, accounting for about 30% of the total data
transferred, was the BitTorrent peer-to-peer file-sharing pro-
gram. Most of the rest of the traffic consisted of short con-
nections to other unprivileged ports.

While web requests accounted for a minority of the data
transferred, they did account for more connections than any

• Network’s architecture designed for ease of 
deployment
– Omni-directional antennas, self-configuring 

software, multi-hop routing

• Performance evaluation showed that an unplanned 
mesh works well
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Roofnet: Concluding thoughts

1. Roofnet: An unplanned Wi-Fi Mesh network

2. Advertisement for COS-598A
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Today
• Graduate-level seminar open to advanced 

undergraduates (see me to discuss)

• Explores recent developments in:
– Wireless data communication networks
– Wireless sensing systems

• Introduces you to the wireless physical layer
– In a way that is accessible for students with solely a 

computer systems and networking background

44

COS-598A Wireless Networking and
Sensing Systems

www.cs.princeton.edu/courses/archive/spring17/cos598A
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• TCP over wireless
• Rateless error control codes
• Wi-Fi based localization
• Indoor radar
• Full-duplex wireless

• Goal: Understand the state of 
the art in the above areas 
– Develop taste in research

• Goal: Investigate novel ideas 
in the above areas thru project
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COS-598A: Topics and goals

Wednesday topic:
Big Data Processing

Graph processing (GraphLab)
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