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Last	time:	rule-based	system	based	upon	logic

KB:				R	⋁ S	⋁ C;
R	→	C	⋀ ¬		S;
C	⟷ ¬		S
R →		U
S	→	¬	U

Sensors	give	some	
values	to	variables
(e.g.	R	=1)
Now	figure	out	if	U	
=0	is	possible



(contd)Venn	diagram	view

Entailment	KB	⊨ f
KB	contradicts	f	

KB	is	consistent	with	f	

(sometimes	also	phrased	as
“contingency”)

Knowledge	base	:	Set	of	formulae	{f1,	f2,…, fn}
M(KB)	=	All	possible	models	for	f1	⋀ f2	⋀… ⋀ fn



Last	time:	Resolution	procedure	

• Decides	if	a	given	KB	is	satisfiable (has	a	model)

• Can	be	used	to	decide		KB	⊨ f	by	adding	¬f	to	KB	and	checking	if
the	new	KB	is	satisfiable.	(General	purpose	procedure!)

• Simple	algorithm;	often	works	in	practice;	known	to	take	exponential
time	in	worst-case.	(If	we	had	an	efficient	algorithm	that	always	works	
in	practice,	P	=	NP,	which	is	believed	to	be	false.)			



Today

Bayesian	nets	(aka	“Belief	nets”	and	“Graphical	models”)

Can	be	seen	as	adding	probabilities	to	logic.	
(Reasoning	involves	numerical	calculations	instead
of	resolution)



Review:	Probabilities	(example)

Random	variables:	Sunshine		S	∈ {0,	1};		Rainy	R	∈ {0,	1}.

Review: probability (example)

Random variables: sunshine S 2 {0, 1}, rain R 2 {0, 1}

Joint distribution:

P(S,R) =

s r P(S = s,R = r)

0 0 0.20

0 1 0.08

1 0 0.70

1 1 0.02

Marginal distribution:

P(S) =
s P(S = s)

0 0.28

1 0.72

(aggregate rows)

Conditional distribution:

P(S | R = 1) =

s P(S = s | R = 1)

0 0.8

1 0.2

(select rows, normalize)
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Conditional	Distribution
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S=	1
R=0 R	=1

S=0

S=0,	R=0

S=1,	R=1



Review	(contd)Review: probability (general)

Random variables:

X = (X1, . . . , Xn) partitioned into (A,B)

Joint distribution:

P(X) = P(X1, . . . , Xn)

Marginal distribution:

P(A) =
P

b P(A,B = b)

Conditional distribution:

P(A | B = b) = P(A,B=b)
P(B=b)

CS221 / Autumn 2015 / Liang 13



Example:	Medical	diagnosis

Patient	with	dyspnoea (shortness	of	breath),	concerned	about	lung	cancer

• Other	explanations:	bronchitis,	tuberculosis
• Risk	factors:	smoking,	exposure	to	air	pollution
• X-ray	can	show	formations	in	lungs	(but	similar	imaging	in	tuberculosis)	

What	is	a	”calculus”	for	estimating	the	chance	that	he	has	lung	cancer?

Or,	assuming	cancer	has	been	diagnosed,	the	chance	that	it	was	caused	by	
exposure	to	air	pollution?	

[Example	taken	from	Bayesian	Artificial	Intelligence,	by	Korb and	Nicholson.]



Knowledge	Engg:
Setting	up	decision-making
tools	that	leverage	
domain	knowledge



Last	time:	Knowledge	engineering	via	propositional	logic

Today:	Via	Bayesian	nets

Main	goals:		(a)	Compact	representation.	
(b)	Explicit	modeling	of	probability	and	“causality.”



Step	1:	Identify	variables	associated	with	the	problem

30 Bayesian Artificial Intelligence, Second Edition

Throughout the remainder of this section we will use the following simple medi-
cal diagnosis problem.
Example problem: Lung cancer. A patient has been suffering from shortness of
breath (called dyspnoea) and visits the doctor, worried that he has lung cancer. The
doctor knows that other diseases, such as tuberculosis and bronchitis, are possible
causes, as well as lung cancer. She also knows that other relevant information in-
cludes whether or not the patient is a smoker (increasing the chances of cancer and
bronchitis) and what sort of air pollution he has been exposed to. A positive X-ray
would indicate either TB or lung cancer.2

2.2.1 Nodes and values
First, the knowledge engineer must identify the variables of interest. This involves
answering the question: what are the nodes to represent and what values can they
take, or what state can they be in? For now we will consider only nodes that take dis-
crete values. The values should be both mutually exclusive and exhaustive, which
means that the variable must take on exactly one of these values at a time. Common
types of discrete nodes include:

• Boolean nodes, which represent propositions, taking the binary values true (T )
and false (F). In a medical diagnosis domain, the node Cancer would represent
the proposition that a patient has cancer.

• Ordered values. For example, a node Pollution might represent a patient’s pol-
lution exposure and take the values {low, medium, high}.

• Integral values. For example, a node called Age might represent a patient’s age
and have possible values from 1 to 120.

Even at this early stage, modeling choices are being made. For example, an alter-
native to representing a patient’s exact age might be to clump patients into different
age groups, such as {baby, child, adolescent, young, middleaged, old}. The trick is to
choose values that represent the domain efficiently, but with enough detail to perform
the reasoning required. More on this later!

TABLE 2.1
Preliminary choices of nodes and
values for the lung cancer example.

Node name Type Values
Pollution Binary {low, high}
Smoker Boolean {T, F}
Cancer Boolean {T, F}
Dyspnoea Boolean {T, F}
X-ray Binary {pos, neg}

2This is a modified version of the so-called “Asia” problem Lauritzen and Spiegelhalter, 1988, given
in §2.5.3.

Need	quantitative versions	of	facts	like
“Smokers	are	likelier	to	get	cancer,	but	
not	all	smokers	get	cancer.”	

“Lung	cancer	can	lead	to	the	symptom	
Dyspnoea,	but	not	all	patients	may	
exhibit	it,	and	some	patients	who	exhibit
it	may	not	have	Lung	Cancer..”	

How	many	numbers	do	you	need	to	specify	a	probability	distribution	on	5	binary	variables?	

25 - 1	=	31



Step	2:	Identify	causality	structure.

30 Bayesian Artificial Intelligence, Second Edition
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bronchitis) and what sort of air pollution he has been exposed to. A positive X-ray
would indicate either TB or lung cancer.2

2.2.1 Nodes and values
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take, or what state can they be in? For now we will consider only nodes that take dis-
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native to representing a patient’s exact age might be to clump patients into different
age groups, such as {baby, child, adolescent, young, middleaged, old}. The trick is to
choose values that represent the domain efficiently, but with enough detail to perform
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Smoker Boolean {T, F}
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Pollution Smoking

Cancer

X-ray Dyspnoea



Step	3:	Put	in	conditional	probabilities.
(estimated	from	patient	studies)

Pollution
(P)

Smoking	
(S)

Cancer
(C)

X-ray
(X)

Dyspnoea
(D)

30 Bayesian Artificial Intelligence, Second Edition
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Introducing Bayesian Networks 31

For our example, we will begin with the restricted set of nodes and values shown
in Table 2.1. These choices already limit what can be represented in the network. For
instance, there is no representation of other diseases, such as TB or bronchitis, so the
system will not be able to provide the probability of the patient having them. Another
limitation is a lack of differentiation, for example between a heavy or a light smoker,
and again the model assumes at least some exposure to pollution. Note that all these
nodes have only two values, which keeps the model simple, but in general there is no
limit to the number of discrete values.

2.2.2 Structure
The structure, or topology, of the network should capture qualitative relationships
between variables. In particular, two nodes should be connected directly if one af-
fects or causes the other, with the arc indicating the direction of the effect. So, in our
medical diagnosis example, we might ask what factors affect a patient’s chance of
having cancer? If the answer is “Pollution and smoking,” then we should add arcs
from Pollution and Smoker to Cancer. Similarly, having cancer will affect the pa-
tient’s breathing and the chances of having a positive X-ray result. So we add arcs
from Cancer to Dyspnoea and XRay. The resultant structure is shown in Figure 2.1.
It is important to note that this is just one possible structure for the problem; we look
at alternative network structures in §2.4.3.
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FIGURE 2.1: A BN for the lung cancer problem.

Structure terminology and layout

In talking about network structure it is useful to employ a family metaphor: a node
is a parent of a child, if there is an arc from the former to the latter. Extending the
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NB:	Bayes	net	has	no	directed	cycle	(why?)

Pollution
(P)

Smoking	
(S)

Cancer
(C)

X-ray
(X)

Dyspnoea
(D)
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“Roots”

“Leaves”

Roots	are	all
independent	of	
each	other.	



Bayesian	Net:	Formal	Definition

Definition

Definition: Bayesian network

Let X = (X1, . . . , Xn) be random variables.

A Bayesian network is a directed acyclic graph (DAG) that spec-

ifies a joint distribution over X as a product of local conditional

distributions, one for each node:

P(X1 = x1, . . . , Xn = xn) =
nY

i=1

p(xi | xParents(i))

[whiteboard: example L,B,E,A,R]
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Example	revisited

Pollution
(P)

Smoking	
(S)

Cancer
(C)

X-ray
(X)

Dyspnoea
(D)
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Pr[X,	D,	C,	P,	S]

=	Pr[X|C]	Pr[D|C]		Pr[C|P,	S]	Pr[S]	Pr[C]	

Note:	Distribution	on	
5	boolean variables;	specified	
using	only	10	numbers		

(instead	of	the	trivial	
25 -1	=	31	numbers.)



Conditional	probability	table

A1 A2 A3 Ak

B

• B	depends	upon	all	other	
variables	only	through	A1,	..	Ak

• CPD		at	B	gives	Prob.	B=1	or	B=0
conditioned on	all	2k combinations	
of	A1,	..	Ak

• Note:	Sum	of	probabilities	of	
all	events	in	CPD	1.



Conditional	probability	table

A1 A2 A3 Ak

B

• B	depends	upon	all	other	
variables	only	through	A1,	..	Ak

• CPD	gives	Prob of	B	conditioned
on	all	2k combinations	of	A1,	..	Ak

C Main	property:	Pr[C|	B,	A1,	..	Ak]		=	Pr[	C|B]	

No	way	for	A1 to	“cause”	C	except	via	B
(causation/influence	travels	via	directed		paths)



Special properties

Key idea: locally normalized

All factors (local conditional distributions) satisfy:X

xi

p(x
i

| xParents(i)) = 1 for each xParents(i)

Implications:

• Consistency of sub-Bayesian networks

• Consistency of conditional distributions
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Consistency of sub-Bayesian networks

B E

A

A short calculation:

P(B = b, E = e) =
P

a P(B = b, E = e,A = a)

=
P

a p(b)p(e)p(a | b, e)

= p(b)p(e)
P

a p(a | b, e)

= p(b)p(e)
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Suppose	we	remove	a	leaf
node	A.	

Marginalization	gives	new	bayes net	where	
B,	E	are	independent	with	prob.	p(b),	p	(e)



Marginalization:	Compute	subdistributions on	some	
subset	of	variables.

Pollution
(P)

Smoking	
(S)

Cancer
(C)

X-ray
(X)

Dyspnoea
(D)
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For our example, we will begin with the restricted set of nodes and values shown
in Table 2.1. These choices already limit what can be represented in the network. For
instance, there is no representation of other diseases, such as TB or bronchitis, so the
system will not be able to provide the probability of the patient having them. Another
limitation is a lack of differentiation, for example between a heavy or a light smoker,
and again the model assumes at least some exposure to pollution. Note that all these
nodes have only two values, which keeps the model simple, but in general there is no
limit to the number of discrete values.

2.2.2 Structure
The structure, or topology, of the network should capture qualitative relationships
between variables. In particular, two nodes should be connected directly if one af-
fects or causes the other, with the arc indicating the direction of the effect. So, in our
medical diagnosis example, we might ask what factors affect a patient’s chance of
having cancer? If the answer is “Pollution and smoking,” then we should add arcs
from Pollution and Smoker to Cancer. Similarly, having cancer will affect the pa-
tient’s breathing and the chances of having a positive X-ray result. So we add arcs
from Cancer to Dyspnoea and XRay. The resultant structure is shown in Figure 2.1.
It is important to note that this is just one possible structure for the problem; we look
at alternative network structures in §2.4.3.
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from Pollution and Smoker to Cancer. Similarly, having cancer will affect the pa-
tient’s breathing and the chances of having a positive X-ray result. So we add arcs
from Cancer to Dyspnoea and XRay. The resultant structure is shown in Figure 2.1.
It is important to note that this is just one possible structure for the problem; we look
at alternative network structures in §2.4.3.
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FIGURE 2.1: A BN for the lung cancer problem.

Structure terminology and layout

In talking about network structure it is useful to employ a family metaphor: a node
is a parent of a child, if there is an arc from the former to the latter. Extending the
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For our example, we will begin with the restricted set of nodes and values shown
in Table 2.1. These choices already limit what can be represented in the network. For
instance, there is no representation of other diseases, such as TB or bronchitis, so the
system will not be able to provide the probability of the patient having them. Another
limitation is a lack of differentiation, for example between a heavy or a light smoker,
and again the model assumes at least some exposure to pollution. Note that all these
nodes have only two values, which keeps the model simple, but in general there is no
limit to the number of discrete values.
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Pr[X,	D,	C,	P,	S]

=	Pr[X|C]	Pr[D|C]		Pr[C|P,	S]	Pr[S]	Pr[C]	

Pr[C	=0]	=	Pr[C=0,	P	=0,	S=0]
+	Pr[C=0,	P	=0,	S=1]	
+	Pr[C=0,	P	=1,	S=0]	
+	Pr[C=0,	P	=1,	S=1]	

=∑b=0,1	d=0,1	Pr[C=0,	P=b,	S	=d]

Disjoint
Events



I’ve	hinted	already	but	will	not	prove	formally…

Bayes	nets	define	proper	distributions,	in	the	sense	that	
all	marginal	distributions	are	well-defined	(meaning	probabilities	sum	to	1).

Consistency of local conditionals

Key idea: local conditional distributions

Local conditional distributions (factors) are the true conditional

distributions.

A B C

D E

F G H

P(D = d | A = a,B = b)| {z }
from probabilistic inference

= p(d | a, b)| {z }
local factor
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e.g,

From	marginalization
calculation From	CPD	table



Bayes	nets	as	models	of	probabilistic	processes

A1 A2 A3 Ak

B

C

Step	1:	Coins	tossed	at	each	Ai node	to	
decide	if	Ai happened.	
(Pr[Heads]	=	Pr[Ai =1])

Step	2:	Coins	tossed	at	B	node	to	decide
if	B	=1.		(Pr[Heads]	looked	up	from	CPD	

table)

Step	3:	Coins	tossed	at	C	node	to	decide	if
C	=1.	

Uses:	models	of	language/text,	social	processes,	disease	propagation	etc.



Example:	Bayes	net	for	a	5-word	sentence	according	to	
bigram	model.

Instead	of	binary	variables,	use	N-ary variables		(N	=	#	Words	in	Dictionary)		

W1 W2 W3 W4 W5

Pr[Wi |		W1 W2…	Wi-1]			=	Pr[Wi |	Wi-1 ]	



“Explaining	away”	phenomenon

Whiz-bang	U	admits	students	who	are	either	Brainy	(B)	or	Sporty	(S)		(or	both)

B S
Pr[S=1|B=1,	A=1]	≤		Pr[S=1|A=1]

Conditional	on	having	been	admitted:
Being	brainy	implies	you	are	less
likely	to	be	sporty	(and	vice	versa)	

(Aka	Berkson’s paradox,	and	”selection	bias.”)	

A

Explaining away

B E

A

Key idea: explaining away

Suppose two causes positively influence an e↵ect. Conditioned on

the e↵ect, conditioning on one cause reduces the probability of the

other cause.
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Nonuniqueness of	bayes net	

Suppose	A,	B	are	independent	coin	tosses.
Following	bayes nets	are	all	correct

A B

Pr[A=1]=	1/2 Pr[B=1]=	1/2

A

B

Pr[A=1]=	1/2

Pr[B	=1|	A]=	1/2

Pr[B=1]=	1/2

B

A

Pr[A	=1|	B]=	1/2

General	lesson:	“Causality”	is	not	easy	to	pin	down	from	correlation.	



Next	time:	Doing	calculations/predictions	with	bayesian nets.


