Theorem 1 Suppose algorithm A finds a hypothesis hy € H that is consistent with all N
training examples (i.e., has training error zero). Then with probability at least 1 — §

err(h) < In|H| —ij—vln(l/(S)

Proof: Let
o In |H| +In(1/6)

N Y
and let us say that a hypothesis h is e-bad if err(h) > €. The goal is to show that h, is not
e-bad (with probability at least 1 — §). That is, we want to show that

Pr[h4 not e-bad] > 1 — 0

or equivalently
Pr[hy is e-bad] < 6.

We know that h4 is consistent with the training data. Thus,
Prlhy is ebad] = Prlhy is consistent and e-bad]
< Pr[3h € H : his consistent and e-bad]
= Pr[3h € B: h is consistent]

= Pr [hl consistent V - - - V Iyp, consistent}

IN

Pr[hy consistent] + - - - + Pr [h‘lﬂ consistent] .
Here, B is the set of all e-bad hypotheses, which we list explicitly as hi, ..., hjp. That is,
B = {h€H:hisebad}

= {hi,..., g}
Let h be any hypothesis in B. Then
Pr[h consistent] = Pr[h(z1) = f(x1) A--- Ah(zn) = f(zn)]
= Prli(z1) = f(z1)] -+ Prh(zn) = fzn)]
< (1- E)N.
So, continuing the derivation above,
Pr[hyis e-bad] < |B|- (1 —¢)V
< |H[-(1-¢"
< |H|-e N
= 0.



