
princeton university fall ’13 cos 521:Advanced Algorithms

Homework 1

Out: Sep 24 Due: Oct 3

You can collaborate with your classmates, but be sure to list your collaborators with your
answer. If you get help from a published source (book, paper etc.), cite that. The answer
must be written by you and you should not be looking at any other source while writing it.
Also, limit your answers to one page, preferably less —you just need to give enough detail
to convince the grader.

§1 The simplest model for a random graph consists of n vertices, and tossing a fair coin
for each pair {i, j} to decide whether this edge should be present in the graph. Call
this G(n, 1/2). A triangle is a set of 3 vertices with an edge between each pair. What
is the expected number of triangles? What is the variance? Try to use the Chebyshev
inequality to show that the number is concentrated around the expectation and give
an expression for the exact decay in probability.

§2 (Part 1): You are given a fair coin, and a program that generates the binary expansion
of p upto any desired accuracy. Formally describe the procedure to simulate a biased
coin that comes up with head with probability p. (This was sketched in class.) (Part 2)
Now, show how to do the reverse: generate a fair coin toss using a biased coin but
where the bias is unknown.

§3 In class we saw a hash to estimate the size of a set. Change it to estimate frequencies.
Thus there is a stream of packets each containing a key and you wish to maintain
a data structure which allows us to give an estimate at the end of the number of
times each key appeared in the stream. The size of the data structure should not
depend upon the number of distinct keys in the stream but can depend upon the
success probability, approximation error etc. Just shoot for the following kind of
approximation: if ak is the true number of times that key k appeared in the stream
then your estimate should be ak ± ε(

∑
k ak). In other words, the estimate is going

to be accurate only for keys that appear frequently (”heavy hitters”) in the stream.
(This is useful in detecting anomalies or malicious attacks.) Hint: Think in terms of
maintaining m1 ×m2 counts using as many independent hash functions, where each
key updates m2 of them.

§4 Show that given n numbers in [0, 1] it is impossible to estimate the value of the median
within say 1.1 factor with o(n) samples. (Hint: to show an impossibility result you
show two different sets of n numbers that have very different medians but which
generate —whp—identical samples of size o(n).)

Now calculate the sample size needed (as a function of t) so that the following is true:
with high probability, the median of the sample has at least n/2− t numbers less than
it and at least n/2− t numbers more than it.
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§5 Consider the following process for matching n jobs to n processors. In each step, every
job picks a processor at random. The jobs that have no contention on the processors
they picked get executed, and all the other jobs back off and then try again. Jobs only
take one round of time to execute, so in every round all the processors are available.
Show that all the jobs finish executing whp after O(log log n) steps.

§6 A cut is said to be a B-approximate min cut if the number of edges in it is at most
B times that of the minimum cut. Show that a graph has at most (2n)2B cuts that
are B-approximate. (Hint: Run Karger’s algorithm until it has 2B + 1 supernodes.
What is the chance that a particular B-approximate cut is still available? How many
possible cuts does this collapsed graph have?)

§7 You are given data containing grades in different courses for 5 students. As discussed
in Lecture 5, we are trying to ”explain” the grades as a linear function of the student’s
aptitude, the easiness of the course and some error term. Denoting by Gradeij the
grade of student i in course j this linear model hypothesizes that

Gradeij = aptitudei + easinessj + εij ,

where εij is an error term.

As we saw in class, the problem of finding the best model that minimizes the sum of
the |εij |’s can be solved by an LP. Your goal is to use any standard package for linear
programming (Matlab, Freemat, Sci-Python, Excel etc.) to fit the best model to this
data. Include a printout of your code, and the calculated easiness values of all the
courses and the aptitudes of all the students.

MAT CHE ANT REL POL ECO COS

Alex C+ A B+ A- C+
Billy B+ A- A- B B
Chris B B+ A A- B+
David A B- A A-
Elise B- C B+ B B C

Assume A = 10, B = 8 and so on. Let B+ = 9 and A− = 9.5.

(Note: Feel free to use piazza to let others know about the best LP package to use
for this, since some students may not have used those packages in the past.)

§8 (extra credit; may need selfstudy) The chromatic number of a graph is defined to
be the smallest number of colors required to color a graph. That is, the smallest
size of the set of labels such that every vertex can be assigned a label with no two
adjacent vertices being assigned the same label. In the graph G(n, 1/2) show that the
chromatic number is about n/2 log n with high probability.


