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ABSTRACT

Current intra-domain Traffic Engineering (TE) relies offline
methods, which use long term average traffic demands.
not react to realtime traffic changes caused by BGP rerodies,
urnal traffic variations, attacks, or flash crowds. Furtlcerrent
TE deals with network failures by pre-computing alternatiout-
ings for a limited set of failures. It may fail to prevent cestion
when unanticipated or combination failures occur, evenghahe
network has enough capacity to handle the failure.

This paper presents TeXCP, anline distributed TE protocol
that balances load in realtime, responding to actual trdéinands
and failures. TeXCP uses multiple paths to deliver demarats f
an ingress to an egress router, adaptively moving traffim fower-
utilized to under-utilized paths. These adaptations arefably de-
signed such that, though done independently by each edger rou
based on local information, they balance load in the whole ne
work without oscillations. We model TeXCP, prove the stapibf
the model, and show that it is easy to implement. Our extensiv
simulations show that, for the same traffic demands, a n&twsr
ing TeXCP supports the same utilization and failure resdeeas a
network that uses traditional offline TE, but with half orrththe
capacity.

Categories and Subject Descriptors

C.2.2 [Computer Communication Networks]: Network Proto-
cols; C.2.3 Computer Communication Networks]: Network
Operations—Network Management

General Terms
Algorithms, Design, Management, Reliability, Performanc

Keywords

TeXCP, Traffic Engineering, Responsive, Online, Distrdnl tSta-
ble.

1. INTRODUCTION

Intra-domain Traffic Engineering (TE) is an essential pdrt o
modern ISP operations. The TE problem is typically formedias
minimizing the maximum utilization in the network [5, 6, 8)].
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Figure 1: For each Ingress-Egress (IE) pair, there is a TeXCRgent at
the ingress router, which balances the IE traffic across avéable paths
in an online, distributed fashion.

This allows the ISP to balance the load and avoid hot spot$aéind
ures, which increases reliability and improves perforneaneur-
thermore, ISPs upgrade their infrastructure when the maxim
link utilization exceeds a particular threshold (about 40€tiza-
tion [20]). By maintaining lower network utilization for ghsame
traffic demands, traffic engineering allows the ISP to makevito
existing infrastructure for a longer time, which reducestco
Recent years have witnessed significant advancementsfin tra
fic engineering methods, from both the research and opaedtio
communities [6, 12,15, 40]. TE methods like the OSPF weight o
timizer (OSPF-TE) [15, 16] and the MPLS multi-commaodity flow
optimizer [26] have shown significant reduction in maximutia u
lization over pure shortest path routing. Nonethelessabbee of its
offline nature, current TE has the following intrinsic limitations

e It might create a suboptimal or even inadequate load digtab
for the realtime traffic. This is because offline TE attempts t
balance load given the long term traffic demands averaged ove
multiple days (potentially months). But the actual traffieym
differ from the long term demands due to BGP re-routes, aater
or internal failures, diurnal variations, flash crowds, tiaeks.

e Its reaction to failures is suboptimal. Offline TE deals witt-
work failures by pre-computing alternative routings forira-l
ited set of failures [16]. Since the operator cannot pregtdth
failure will occur, offline TE must find a routing that worksare
sonably well under a large number of potential failures. FSaic
routing is unlikely to be optimal for any particular failurés
a result, current TE may fail to prevent congestion when unan
ticipated or combination failures occur, even though thevoek
may have enough capacity to handle the failure.

The natural next step is to use online traffic engineeringclvh
reacts to realtime traffic demands and failures. Curreotijine
TE research is still in its infancy. Indeed it is challengtoduild a
distributed scheme that responds quickly to changes ificrget
does not lead to oscillations, as demonstrated by the iifisfaif
the early ARPAnet routing [23]. Prior online TE methods dtbar
centralized [9, 10] or assume an oracle that provides glafalI-
edge of the network [12], and most lack a stability analy3# 39].



[ Term | Definition | Var | Definition

Network Utilization | The maximum utilization over all links in thé Es | Total Traffic Demand of IE pais

or Max-Utilization network Ps Set of paths available to |IE pair

Path Utilization Maximum link utilization along a path rsp | Traffic of IE pairs sent on patip. i.e., Rs = > rsp

IE flow The traffic flow from an ingress to an egress xsp | Fraction of IE,s, traffic sent on patlp, called path weight.
router along a particular path usp | The utilization of pathp observed by IE pais

Active path A path on which the TeXCP agent is sendig u;__| The utilization of link{
traffic (i.e.,zsp > 0) C) The capacity of link

o ] P, Set of paths that traverse lik
Table 1: Definitions of terms used in the paper. us | Weighted average utilization of paths used by IE pair

There is a need for an online TE protocol that combines malcti  Table 2: The variables most-used in the paper. All of these viables

implementation, clear performance advantage, and stabiavior. are functions of time.

Furthermore, the community needs to quantify the perfocagap

between online and offline TE. 20% away from optimal, in the base case, but it is highly sensi
This paper presents TeXCP, a distributed responsive abtesta tjve to failures and deviations from the traffic matrix, saimes

online traffic engineering protocol. Our approach simpdifiee de- creating a utilization that is twice or thrice the optimal.

sign and analysis of online TE by splitting the problem intmt o Compared to MATE [12], a prior online TE proposal, TeXCP

components. First, a load-balancer takes as input the itabe converges faster, achieves a better load balance, and dbes n

network and shifts traffic from one path to another to mininiz  assume an oracle that provides global knowledge of the metwo

the utilization. Second, each path in the network has a dhrsep o TeXCP automatically prunes additional paths whose usage do

feedback controller that collects network feedback andmesstraf- not reduce the maximum utilization in the network, and prefe

fic stability on the path. Making the feedback controller kat a shorter paths over longer paths.

faster time scal¢han the load balancer achieves multiple goals: 1) o Finally, as explained if6, TeXCP is easy to implement without

The feedback controller is easy to stabilize by building ecent any modifications to current router technology.

ideas in applying closed-loop feedback control to congastion-

trol [21]. 2) The feedback controller stabilizes the netkvbefore Ourterminology and variablesare in Tables 1 and 2.

the load balancer makes new decisions, giving the allusian-o

stantaneous feedback. 3) As a result, the load balancesierea 2. PROBLEM FORMALIZATION

to design and analyze because it can ignore the complexityeof In an ISP network, like the one in Fig. 1, each IE pajhas input

underlying network. ) . .
TeXCP works as follows. In an ISP network, like the one in gzg:g ;?;;anzcgs?%glzlgrggéh% tfrr]:(t:t?g: 21? tL:\ze?Et?rg%gpeirsthe
Fig. 1, each ingress router may have traffic demands for &part routed along patly. The problem is: How to split the traffic of

lar egress router or set of routers, e.g., traffic demanas 8eattle h IE pai it ilabl ths t inimize th .
to Boston, Boston to New York, etc. We assign to each ingress- each 1= pair across Its avariable patns to minimize the masmim
link utilization in the network, i.e.:

egress (IE) pair a TeXCP agent that resides at the ingressrrou
and uses multiple paths or tunnels to deliver traffic fromitigeess min max u;, 1)
to the egress. The TeXCP agent uses light-weight explieidfe @sp lEL

back from the core routers to discover path utilizationdaatively subject to the constraints:

moves traffic from over-utilized to under-utilized pathgaffic is

split among paths at the granularity of a flow, to avoid reorde T Z Z M7 2
ing TCP packets. TeXCP’s load movements are carefully desig s pePapsl G

such that, though done independently by each edge routedbas

on local information, the system balances load throughmeinet- Z zp = 1, Vs, G
work. We model TeXCP under standard assumptions and shew it i pePs

stable. Further, our analysis provides a systematic apprunset zsp 2 0, VpeP,Vs. (4)
the system parameters to constant values that work indepenf

the traffic demands and the failure scenarios.

Using simulations of multiple tier-1 topologies from Rotke
fuel [30], many different traffic matrices, and changingwaatk
conditions, we evaluate TeXCP and study the performancdegap
tween online and offline TE methods. Our results can be summa-
rized as follows:

Eq. 1 states the optimization problem showing that we wafihtb

the traffic split ratios{xs, }, that minimize the maximum utiliza-
tion across all links] € L. Eqgs. 2— 4 are the constraints to the
optimization problem; Eq. 2 denotes that link utilizatien, is the
total traffic on the link divided by its capacity,;; Eq. 3 ensures
that the traffic sent by an IE pair sums up to its demands; Eq. 4
states that the traffic share on any path cannot be negative.

e For the same traffic demands, a network that uses TeXCP can

support the same utilization and failure resilience as okt 3. TEXCP
that uses traditional offline TE, but with a half or a third tee In a TeXCP network, edge and core routers collaborate to bal-
pacity. This significantly reduces cost for the ISP. ance the load and route around failures. The vast majorithef

e The network utilization under TeXCP is always within a few new functionalities are at edge routers, and can be builbftz s
percent of the optimal value, independent of failures ori-dev ware. The ingress router in each IE pair runs a TeXCP ager. Th
ations from the traffic matrix. In comparison, InvCap weight ISP configures each agent with a set of paths it can use tedébv
setting [11], a widely used TE method, results in an averagie n  |E traffic, and pins the paths using a standard protocol li&&/R-
work utilization 80% higher than optimal in the base cas& an TE [7]. The TeXCP agent probes each path to discover itzatili
twice as high under failures. OSPF-TE, a state-of-the{fflmhe tion and failure state, and splits the IE traffic across thesghs to
TE technique [15,16], achieves a network utilization teathout minimize the max-utilization. It adapts the split ratiosrealtime



to changing network conditions. The different TeXCP ageriek
independently, without exchanging information. Their ¢oned
effort optimizes the maximum utilization and balances tell
Before delving into the details, we note that TeXCP does ar ¢
which IP prefixes are mapped to which ingress-egress pailP BG
can freely reroute an IP prefix and change its egress pointthét-
more, although our description focuses on point-to-paaffit, the
architecture can easily handle point-to-multipoint teatfi

The load balancer maintaingd&ci si on ti mer, which fires
everyTy seconds. For stability reasons ($d¢, the decision inter-
val is set to 5 times the probe interval, i.€y, > 57},.

Our distributed load balancer works iteratively; everydithe
decision timer fires, the load balancer at TeXCP agenbmputes
a change in the fraction of |IE traffic sent on pathcalled Axz,.
This change must satisfy the following constraints:

(1) Once at equilibrium, traffic assignment does not chanmyd a

3.1 Path Selection

The ISP configures each TeXCP agent with a set of paths th
it can use to deliver traffic between the corresponding IE &y
default, TeXCP picks th& -shortest paths that connect the ingress
to the egress router, where a path length is set to its prtipaga
delay. Though preferable, these paths need not be linkidisj

A few points are worth noting. First, the choice of the per-IE
paths is based solely on the topology and is independenéeatte
of each path (e.g., congestion, failure). Thus, paths amgpoted
offline and rarely re-computed. Second, a TeXCP agent usegth
altime congestion and failure state of a path to determinethdr
to use a path and how much traffic to send on the path. Thus¢the a

tual number of paths used by a TeXCP agent may be much smaller Azep =
than K and depends on whether increasing the number of active

paths decreases the max-utilization. The defaulf is- 10 paths.

3.2 Probing Network State

To balance its IE pair traffic, a TeXCP agent needs to keef trac
of the utilization of each path available to it (i.e., maximuink
utilization along the path). The TeXCP agent maintaine abe
ti mer which fires everyT, seconds.T;, should be larger than
the maximum round trip time in the network. The default vakie
100ms. Smaller values @f, make TeXCP converge faster whereas
larger values decrease the overhe).(When the timer fires, the
TeXCP agent sends a small probe on each of its paths. A rdwater t
sees a probe packet checks whether the utilization reportét
packet is smaller than the utilization of its output linkywhich case
it overwrites the utilization in the probe with its own. Thgress
node at the end of the path unicasts the contents of the peaiep
to the ingress node, which delivers it to the appropriate X
agent. This packet (i.e., the probe’s ack) goes directligeéanigress
node and is not processed by intermediate routers.

Note that probe packets, like ICMP packets, do not follow the
fast data path, and hence need no modifications to routewheed
Slow path processing may add an extra 1-2ms of delay to thepro
at each router [18]. We show that this is negligible for our-pu
pose £5). Finally, we use probes only for ease of explanation; an
equivalent approach with much lower overhead is describé@.i

Probe Loss is an indication of failure (or congestion) along the
path. In TeXCP, probes have sequence numbers. If a previobe p
is not acknowledged by the next time the probe timer firesatfemt
exponentially increases its estimate of corresponding ptliza-
tion to max(1, pusp), Whereus, is the path utilization from the
previousT,, andp is a parameter- 1, that defaults tal.2. As
a result, failed and highly congested paths are quicklygeized,
causing TeXCP to divert traffic from them to less congestdétdspa

3.3 The Load Balancer

Each TeXCP agent runs a load balancer that splits the trdffic o
an |E pair,s, among its available pathg);, with the objective of
maintaining the max-utilization in the network as low asgioke?2

I Multi-exit traffic can be dealt with by imagining that the patial exit routers are
connected to a virtual egress node.

2For the interested reader, we note that the standard agiproaclve such optimiza-

Azxs, = 0,Vs,Vp € Ps.
) Conservation of traff_lc |mplle§:peps Tsp = 1,Vs. _
) A path whose rate is zero cannot have its rate decreased, i
Tsp = 0= Azg, > 0.

(4) Each update should decrease the maximum utilizatien,if.p

is a path with maximum utilization at TeXCP agenthen either
Tsp = 00r Azsp < 0.

Taking the above into account, we adopt the following loald ba
ancing algorithm. When the decision timer fires, the TeXCénag
updates the fraction of traffic on its paths as follows:

Tsp
Ep/ T'sp’
Tsp
Zp/ Tsp!

(ﬂs — Usp) VZ% Usp > Umin

(e — usp) + ¢ ©)

P, Usp = Umin-

The termr,, is the draining rate of path € P;, which is computed
as the number of bits sent on the path since the last time tisicie
timer fired divided by the decision interva);. The termus, is the
most recent value of the path’s utilization reported by thabps,
Umin IS the minimum utilization across all paths controlled bigth
agent0 < e < 1is a small positiveonstantandu;, is the average
utilization normalized by the rates, i.e.:

ZPEPS Tsp * Usp
Zp/GPS Tsp’

Before assigning traffic to paths, we normalize the trafficfions,
Zsp, t0 ensure they are positive and sum upto

Us (6)

Top = maz(0,zsp + Azsp), (7)
— ‘%SP
Tsp = Z :isp’ . (8)

Eqg. 5 is fairly intuitive. In particular, settindzsp, o« (T — u)
means that any path whose utilization is above the averdigut
tion should decrease its rate whereas any path whose tititizia
below average should increase its rate. But this is not éndeaths
with larger minimum capacity need more traffic to achievesidime
utilization as smaller capacity paths. To cope with thisés€Eq. 5
setsAx,, x rsp. This makes the change in a path’s traffic propor-
tional to its current traffic share, which is the contribuatiof this
TeXCP agent to the path utilization.

Additionally, Eq. 5 uses the normalized average utilizatiather
than the standard average to deal with inactive pathspaths for
whichr,, = 0. Assume one of the paths controlled by the TeXCP
agent has a very high utilization compared to the others thmut
TeXCP agent is not sending traffic on that path,(= 0). The
TeXCP agent cannot move traffic from that path because ittis no
sending any traffic on it. Yet, the high utilization of thisaitive
path might make the unnormalized average utilization mughdr
than all other utilizations. This may prevent the TeXCP agem
moving traffic away from other highly utilized paths, whichlts

tions is to make small iterative adjustments in the directabgradient descent of the
cost function. But, this does not work here because our costtibnmax u; is not

differentiable everywhere. Further, even when differ@ig, the derivative is zero for
all paths not traversing the max-utilization link. Pickiaglifferent cost function, such

asmax u{ wherej > 1, avoids this problem but makes convergence fairly slow.



the optimization. To prevent such a situation, Eq. 6 norpeslithe
average utilization by the rates.

The last point to note about Eq. 5 is the use.oBince TeXCP
performs online load balancing, it must react when changiety
work conditions reduce load on a previously congested patth-
oute, 7sp = 0 = Az, = 0, which means that if at some point the
algorithm decided a particular path is highly utilized ahdsd not
be used, it will never use it again even if the utilization deses
later. To prevent this situation, Eq. 5 always moves a snmadiuant
of traffic to the path with the minimum utilization (unless$ aths
have the same utilization)e is a small positiveconstantchosen
according to Theorem 4.2 (Eg. 21), to ensure convergence.

Finally, for practical reasons, we would like to use a smathn
ber of paths for each IE pair, even if that makes the maxzatilbn
slightly higher than the optimal achievable value. ThusXdf
stops using a path when its rate falls below a threshold (ess
than 10% of the total traffic of the IE pair). More formally:

Usp > 0.9 Umaz and xsp < 0 = x5p =0,

9

whereumq. is the maximum utilization over all paths controlled
by agents, ando is a small constant set by default to 0.1.

3.4 Preventing Oscillations and Managing
Congestion

On the face of it, realtime load balancing appears simplera
has to do is to iteratively move traffic from the over-utilizpaths
to the under-utilized paths until the utilization is baladc Unfor-
tunately, this is over-simplistic. Early experiences ia kRPAnet
show that adaptive routing protocols which react to corigestan
lead to persistent oscillations and instability [23]. Sitabremains
a challenge for the success of any adaptive protocol, pdatiy
when it has to respond quickly [36].

Fig. 1 shows an example of how oscillations might occur in a
distributed adaptive load balancing protocol. There aeTaXCP
agents, one controls the traffic from Seattle to Boston, hadther
controls the traffic from San Diego to New York. Each agent has
two paths, as shown. At first, the middle path, (I#&kB), is under-
utilized and both agents decide to shift traffic to it. Eaclerdg
moves traffic without knowing that the other is doing the spamgl
as a result the total traffic on link- B becomes larger than antici-
pated by any of the TeXCP agents. This causes both agents/#® mo
traffic away from the middle path, leading to under-utiliaat and
the cycle repeats resulting in traffic oscillations. Theuatsitua-
tion is even harder as each link could easily be shared byredad
of IE pairs. Network delays and drops complicate this situmat
further as the two agents use obsolete knowledge of utiizand
may substantially overshoot the target utilization.

Solution Idea: TeXCP addresses this oscillation problem by bor-
rowing ideas from recent congestion control protocols,artipu-
lar XCP [21]. There is a subtle yet important connection feetv
congestion control and load balancing. Both deal with thedse
rate of flows; congestion control deals with flows from sesder
receivers; load balancing deals with flows from ingress te&gy
routers. As described above, uncoordinated actions ofipheilt
TeXCP agents that share a path may cause traffic oscillatRims
ilarly, in congestion control, if multiple sources that slha bottle-
neck link adjust their rates independently, they can caosauti-
lization of the bottleneck link to oscillate. For exampliethie total
increase exceeds the spare bandwidth, the bottleneckeiskcgn-
gested causing all the sources to back off together, whichrim
leads to under-utilization. Similarly to XCP, TeXCP solthe os-
cillation problem by using explicit feedback from the raste In
particular, the router at link- Bissues feedback such that the traf-

Used for load
balancing

PATH_UTILIZATION
POSITIVE_FEEDBACK }

Explicit feedback to
prevent oscillations

NEGATIVE_FEEDBACK
WEIGHT

Used to prefer{
shorter paths

Figure 2: Probe Packet. Feedback is returned in two fields bewse
Positive Feedback is additive while Negative Feedback is riplicative.

..:@

100Mb/s

Links are 100Mb/s
Per link delay 10ms

Figure 3: Simple topology with many optimal traffic splits; all except
sending on the shortest paths cause suboptimal delays.

fic increase by the two TeXCP agents never overshoots theitapa
of link A- B. Below we explain the feedback computation in detail.

Solution Detail: We need to (a) compute the appropriate feed-
back that prevents overshootifgb) divide it among the IE flows
traversing the link, and (c) return a per IE-flow feedbackhe t
TeXCP agents.

(a) Computing aggregate feedbackvery T}, core routers com-
pute the link utilization and the explicit feedback. Linklization,

uy, is the average amount of traffic sent down the link in theTgst
whereas aggregate feedbadk,s an upper bound on how much the
aggregatetraffic on the link should increase/decrease by. The core
router makes the increase proportional to the spare battgwfid

(S = capacity— load), and the decrease proportional to the queue
size,@. Hence,

b=a-T,-5-06-Q, (10)

wherea and are constant parameters chosen according to Theo-
rem 4.1 to ensure stability (s§é).

(b) Computing per-1E-flow feedbackiext, we need to divide the
aggregate feedbact, among the IE flows traversing the link. We
adopt a Max—Min allocation, i.e., when all IE pairs have egtou
traffic demands to consume their allocated bandwidth shaees
bandwidth is divided equally, but if an IE flow does not have
enough demand to consume its fair share, the extra bandigidth
divided fairly among those IE flows which do have demands, and
so on. Indeed by imposing a notion of fairness among IE pairs,
we prevent congested IE pairs from starving others (e.quga m-
crease in the traffic from Seattle to Boston does not stae&tn
Diego to Boston traffic, even on the shared links).

So how to divide the aggregate feedbadk, among the IE
flows to achieve Max-Min fairness? The standard approach is t
use Additive-Increase Multiplicative-Decrease (AIMDE core
router, based on its congestion state, computes eitheridvpos
feedbacks™ or a negative feedback™ and sends it to each flow:

o
> - = =
P>0 = 4 N,(S 0,
i}

E7

3To the interested reader, we note that our feedback is a mogflified version
of XCP’s feedback. Core routers distribute feedback to @mpéckets in contrast to
XCP’s use of headers in data packets. Also, core routergiimwith less informa-
tion; they do not need flow’s throughput/cwnd as probes caraeanstant rate. Also,
instead of per-flow RTT, routers ugg,, a constant upper bound on RTT.

P<0 = 6T=0,0 = (12)




whereg, is the aggregate load on liikandV is the number of IE
flows. Since each IE flow sends one probe evEyya router can
easily estimatéV by counting the number of probes duriig.*

(c) Sending the feedback to the TeXCP age@isre routers com-
municate the feedback to the TeXCP agents by annotating thei
probes §3.2). A probe contains the fields in Fig. 2, which get over-
written by each core router along the path as follows:
PATH_UTILIZATION = max(PATH_UTILIZATION, v;)

POSITIVEFEEDBACK =min (POSITIVEFEEDBACK,§ 1)
NEGATIVE_FEEDBACK =max(NEGATIVE_FEEDBACK, ™)

When the probe reaches the egress router, the router uni-

ISP (AS#) Where? Rocketfuel PoPs

routers  links | cities links

Ebone (1755) | Europe 87 322 23 38

Exodus (3967) | Europe 79 294 22 37

Abovenet (6461)] US 141 748 22 42
Genuity (1) us - - 42 110

Sprint (1239) us 315  1944| 44 83

Tiscali (3257) | Europe 108 306 50 88
AT&T (7018) us - - 115 296

Table 3: Rocketfuel topologies used in evaluation.

time scales much larger than the dynamics of the TeXCP lokd ba
ancer & T,), and thus do not affect stability. These assumptions,

casts these values to the corresponding TeXCP agent at thethough simplistic, are commonly used in the literature p&,to

ingress §3.2). The feedback in the probes bounds the send rate
along any path. In particular, each TeXCP agentnaintains an
additional per path variablgs,, which is the allowed rate on path

p. When it receives a probe ack, it updates as:

Gsp = gsp T 5+ -0 x Gsp,

wheres™ ands™ here are the positive and negative feedback from
the probe ack. The actual rate on patlis the minimum of the
allowed rategs,, and the demand, = x., - R. If the demands
are larger than the allowed rate along a path, the extradrsffi
queued at the edge router and dropped if the buffer overflows.

3.5 Shorter Paths First

Minimizing the maximum utilization need not have a unique so
lution. Fig. 3 shows two IE pairs, each with a short and a long
path. The maximum utilization does not change whether b&th |
pairs split traffic equally between the two paths or send onlyhe
shortest path.

We want a TeXCP agent to prefer shorter routes over longexr one
as long as that choice does not increase the maximum utlizat
the network. Thus, we bias the allocation of link bandwidih t
wards giving more share to IE flows which have this link on the
shortest path. Instead of using Max—Min fairness in alliocat
the explicit feedback§B.4), we use Weighted Max—Min fairness,
where longer paths have smaller weights. In particular, 6CFR
agents assigns to each patha weightv,, = ﬁ whered,,, is the
propagation delay on pagh andy > 1 is a parameter that controls
the bias against longer paths. The defaulyis= 3. The TeXCP
agent estimated;, by measuring the probe RTT, and communi-
cates this to the core router through a field in the probe @ig.

To produce Weighted Max—Min Fairness instead of Max—Min
Fairness, a core router replaces the sum of IE flaWsin Eq. 11
with a weighted sum as follows:

VspP
Zp’ePl Usp? 7
®

o
Note the negative feedback does not change as it is already a p
portional factor. We use Eq. 12 in all our experiments.

P>0 = 6= 8 =0,

P<0 = 67=0,6" (12)

4. ANALYSIS

To make the analysis tractable, we adopt a fluid model and as-

make analysis manageable. Simulationgsnshow that TeXCP
works properly even when these assumptions do not hold.

Proof Idea: Our approach is to decouple the effect of network
delays from load balancing. We ensure that when a TeXCP load
balancer shifts traffic from one path to another, the impé¢his
traffic shift on link utilizations stabilizes before any thhalancer
makes a new decision. If this is the case, we can analyze dhe st
bility of the load balancer ignoring network delays and asisig
that traffic changes take effect instantaneously. Thusstalnility
analysis has the following 3 steps.

Step 1: First, we prove that explicit feedback stabilizes the per-
IE flow rates, and consequently the utilizations are stable.

THEOREM 4.1. Letd > 0 be the round trip delay in the ISP
network, if the parameters,, «, andj3 satisfy:

0<a<-—"_ and B8 =a’V2,

42
then the aggregate per-IE flow on a link is stable indeperigerit
the delay, capacity, and number of IE flows.

PROOF: See Appendix A. [ |

Step 2: Second, we show that explicit feedback brings path uti-
lization to within 90% of the desired value before the loathbeer
makes a new decision, i.e., by the n&xt In particular, we pick
a = 0.4 and = 0.226 in accordance with Theorem 4.1. In the
worst case, the utilization has to ramp up frags0 to full utiliza-
tion (or the opposite). Fat=0.4, starting withu;=0, five iterations
of Eq. 10 cause the utilization to be more than 909 hus, by
picking Ty = 5T, the load balancer allows the explicit feedback
enough time to bring the utilization to about 90% of the valie
tated by the previous decision, before making a new decision

Step 3: Finally, using steps 1 and 2 to assume that traffic shifts
take effect instantaneously, we prove that independerntting
TeXCP load balancers do not cause oscillations.

T, > d,

THEOREM 4.2. The TeXCP load balancer is stable and con-
verges to a state in which every TeXCP agent sees a balanadd lo
on all of its active paths (paths on which the agent sendgid¢jaf
Further, all inactive paths at an agent (paths on which thergg
sends no traffic) have higher utilization than the activengat
PROOF: See Appendix B. |

Note that Theorem 4.2 proves the system is stable, shows no
oscillations, and balances the load, but does not provenaptnax-
utilization. We conjecture that giving preference to saopaths, as
we do, is important for achieving optimality. Simulation§b with

sume queues and traffic are unbounded. We also assume that eacmultiple tier-1 ISP topologies, many different traffic megs and

path has a single bottleneck and that the TeXCP load balaacer
synchronized. Finally, we assume that IE traffic demandagbat

4Indeed, the router may know the number of IE flows without aosputation; if
paths are pinned with MPLS, theX is just the number of transit LSPs.

changing network conditions, show that TeXCP is always with
few percent of the optimal max-utilization, and is much elo®
optimal than alternative approaches.

5In 5 iterations, a spare bandwidth of 100% goeélto- 0.4)° < 10%.



ISP(AS#) # of paths used Technique Description Distributed? Reacts to changes| Robust to fail-
avg std in traffic? ures?
Ebone(1755) | 4.275| 1.717 Oracle LP based on multi-{ No No No
Exodus(3967) | 4.769 | 1.577 commodity
Abg‘éir;‘até(ﬁl‘;ﬁl) i-ggg i-ggg TeXCP in§3.3ands3.4 Yes Yes Yes
' : OSPF-TEpg, Optimal Link weights| No No No
Sprint(1239) | 4.175| 1.935 Base fo'?aTM [15] g
;'1?;&%"(7%21587) gg?g iggg OSPF-TErailures Opt. weights for few| No No Limited number of
( ) . : critical failures [16] anticipated failures
) OSPF-TEp i | Opt. weights over| No Optimizes  over| No
Table 4: Though a TeXCP agent multiple TMs [15] multiple demands
is configured with a maximum of MATE in [12] Sim. needs global Yes Yes
K =10 paths, it achieves near- knowledge
optimal max-utilization using many IvCap Common Praciice - No No

fewer paths.
Table

5. PERFORMANCE

We evaluate TeXCP and compare it with prior work.

5.1 Topologies & Traffic Demands

ISPs regard their topologies and traffic demands as prapyiet
information. Thus, similar to prior work [6, 29], we use thedR-
etfuel topologies in Table 3. To obtain approximate PoP tB Po
topologies, we collapse the topologies so that “nodes"espond
to “cities”. Rocketfuel does not provide link capacitieq we
assign capacities to links as follows. There is a marked knee
the degree distribution of cities—i.e., cities are eithighlty con-
nected (high-degree) or not. The high degree cities areapigb
Level-1 PoPs [20], with the rest being smaller PoPs. We assum
that links connecting Level-1 PoPs have high capacity (18Gind
that the others have smaller capacity (2.5Gb/s). This imewith
recent ISP case studies [1, 20].

Similarly to [6], we use the gravity model to compute estiethat
traffic matrices. This approach assumes that the incomatffictat
a PoP is proportional to the combined capacity of its outgyéinks.
Then it applies the gravity model [33] to extrapolate a castwl
TM. The TMs used in our experiments lead to max. utilizations
the range 25-75%. For lack of space, we omit similar resaits f
bimodal TMs [6] and topologies generated using GT-ITM [19].

5.2 Metric

As in [6], we compare the performance of various load batanci
techniques with respect to a particular topology and traffadrix
(TM) using the ratio of the max-utilization under the stutitech-
nigue to the max-utilization obtained by an oracle, i.e.:

max-utilizationrcp.
max-utilizationo rqcie

5.3 Simulated TE Techniques
We compare the following techniques (see Table 5):

(a) Oracle: As the base case for all our comparisons, we use Mat-
lab’s linprog solver to compute the optimal link utilizatiéor any
topology and traffic matrix. This is the standard off-linentrel-
ized oracle which uses instantaneous traffic demands amdssol
the multi-commodity flow optimization problem [26].

(b) TeXCP: We have implemented TeXCP in ns2 [27]. The im-
plementation uses Egs. 5,12. The TeXCP probe timer is set to
T, = 0.1s, and thu§y = 0.5s. TeXCP uses the constants= 0.4
andg = 0.225 as per Theorem 4.1. The processing time of a probe
at a core router is uniformly distributed in [0,2]ms, cotesig with
Internet measurements of the delay jitter for packets msEe® on

the slow path [18]. Packet size is 1KB, and buffers store up1e.

Metric =

5: Various load balancing techniques.
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Figure 4: When traffic matches TM, TeXCP results in a max-utilization
within a few percent of the optimal, and much closer to optimathan
OSPF-TE or InvCap. Figure shows both average (thick bars) ad max-
imum (thin bars) taken over 40 TMs.

(c) OSPF-TE: We implemented 3 versions of the OSPF weight
optimizer. The first, which we calDSPF-TEgse, is from [15].
Given a traffic matrix, it searches for link weights that dégulow
max-utilization® The secondOSPF-TEfsiures, cOmputes link
weights that result in low max-utilization even when fewticsl
failures happen [16]. The third)SPF-TEn;viti—7ar, Simultane-
ously optimizes weights for multiple traffic matrices. Ouorple-
mentation gives results consistent with those in [15, 16].

(d) MATE: We compare the performance of TeXCP with MATE,
a prior online TE protocol [12]. MATE’s simulation code isopri-
etary. Therefore, we compare TeXCP against MATE’s pubtishe
results [12], after consulting with the authors to ensuag the sim-
ulation environments are identical.

(e) InvCap: A common practice sets a link weight to the inverse of
its capacity and runs OSPF [11].

5.4 Comparison With the OSPF Optimizer

We would like to understand the performance gap between on-
line and offline traffic engineering. No prior work providegu@an-
titative comparison of these two approaches. Hence, irsédson,
we compare TeXCP with the OSPF weight optimizer (OSPF-TE),
one of the more sophisticated and highly studied offline Tdh-te
niques [15, 16]. Given a topology and a traffic matrix, OSHE-T
computes a set of link weights, which when used in the OSPF
intra-domain routing protocol produce a routing with low xna
utilization. We also compare against InvCap, a common mect
that sets link weights to the inverse of link capacity.

(a) Static Traffic: First, we investigate the simplest case in
which IE traffic demands are static, i.e., the actual re&tinaffic
completely matches the long term demands in the TM.

51t minimizes the total cost in the network; where cost is @ssi to each link based
on a piece-wise linear function of the link utilization [15]
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Figure 6: Under failures, TeXCP’s max-utilization is within a few per-
cent of the optimal; InvCap, OSPF-TEg,se, and OSPF-TErg;1ures
become highly suboptimal. Figure shows thé&0th percentile (thick)
and maximums (thin) taken over multiple TMs.

Fig. 4 plots the ratio of the max-utilization under a partcu
technique to the optimal max-utilization for that topolcgyd TM.
The figure shows both the average taken over 40 different TMs
and the maximum valueThe figure shows that using a TE tech-

mizes the link weights for multiple traffic matrices at oneeg(,
the peak hour TM, the off-peak TM, ...).

Fig. 5 compares the max-utilization under OSPFglLE,
OSPF-TByuiti—TMm, and TeXCP as the actual traffic demands de-
viate from the long term average demands expressed in the tra
fic matrix. The figure is for the AT&T topology. The x-axis is
the deviation margin; e.g., a margin of 1.5 means that thaahct
demands are randomly chosen to be at most 50% away from the
long term demands [6]. The graph shows the average and stinda
deviation, over 40 TMs with that marginThe figure shows that
as the actual traffic deviates from the traffic matrix (longnede-
mands), the performance of OSFPdE. degrades substantially.
This is expected as OSFP-TE is an offline protocol that careiot
act to changing demands. In contrast, TeXCP reacts in malti
to the actual demands and its performance is always neanapbti
independent of the margin. OSPF-J/E;+;— s IS only marginally
better than OSPF-TE, se.-

(c) Failures: ISPs provision their network with enough capac-
ity to support the demands if a failure occurs (i.e., makzatiion
stays< 100%). We investigate the amount of over-provisioning
required, under various TE techniques.

Although the OSPF intra-domain routing protocol will reste
around an unavailable link, it does not rebalance the lotet af
failure. Thus, after a failure, the max-utilization may bew very
suboptimal. OSPF-TE,iiures [16] addresses this issue by opti-
mizing the weights over a set of critical single link failar¢hose
that cause the largest increase in max-utilization updaraf

We compare the performance of TeXCP, OSPR-Jk. s, and
OSPF-TEsqse, Under failures. Fig. 6 plots the ratio of the max-
utilization under a particular TE technique to the optimaxm
utilization, for single link failures. The figure plots tl98th per-
centile and the maximum value taken over all possible sitigke
failures in the given topologyThe figure shows that the 90th per-

nique such as OSPF-TE or TeXCP can substantially reduce the centile of max-utilization under a single link failure is aiuhigher

network utilization.For example, for the AT&T network, using In-
vCap weights produces a network utilization that is on aye&0%
higher than the optimal. Using OSPF-TE produces an average n
work utilization that is 20% higher than the optimal, wheredth

with OSFP-TE than TeXC¥PThese results have interesting impli-
cations for capacity provisioning. The figure reveals that the
same level of failure provisioning, an ISP that uses OSPkddtls
to buy double or triple the capacity needed under TeX&Rula-

TeXCP the value is less than 5% higher than the optimal. These tjons of multiple links failures (i.e., SRLG failures) shasimilar

results have direct implications on the required link céyace.,
under static demands, a network that runs TeXCP can sugport t
same required demands, under the same utilization, but5sih
less capacity than a network that uses InvCap weights andd$$6
capacity than a network that uses OSPF-TE.

One might wonder why OSPF-TE does not achieve optimal max-
utilization though the traffic demands are static. Indeeuifig
optimal link weights that minimize the max-utilization is?\hard.
OSPF-TE uses a heuristic to search for a good weight settBig [
but is not guaranteed to find the optimal one. TeXCP staysiwith
a few percent of the optimal max-utilization; the small deians
from optimal are likely due to the limited number of paths.

(b) Deviation from Long Term Demands: OSPF-TE does not
rebalance the load when the realtime demands deviate frem th
long term averages provided in the TM. Theoretically, one ca
compute new weights using the new traffic demands, but in real
ity computing new weights takes time and accurately estigat
changing traffic matrices is difficult [15]. More importaytithe
new weights have to be pushed to the routers and the OSPRgouti
protocol has to rerun and converge to new routes. Rerunn8fFO
with new weights may cause transient loops and substardial ¢
gestion [8] before routes converge, so ISPs avoid it if fue$R0].

To cope with deviations from the TM, OSPF-TE uses a special
tweak which we call OSPF-T&.;+;—7an- This technique opti-

results, which we do not report for lack of space.

In summary:

For the same traffic demands, a network that uses TeXCP can
support the same utilization and failure resilience as ot

that uses traditional offline TE, but with a half or a third tee
pacity. This creates a major cost reduction for the ISP.

The max-utilization under TeXCP is always within a few per-
cent of optimal, independent of failures or deviations frthra

TM. In comparison, InvCap results in an average max-utiliza
60% higher than optimal in the base case, and twice as high un-
der failures. OSPF-TE, achieves a max-utilization thabisua
20% away from optimal in the base case, but is highly sensi-
tive to failures and deviations from the TM, sometimes éngat

a utilization that is twice or thrice the optimal.

5.5 Comparison With MATE

We also compare TeXCP with MATE, a prior online TE pro-
posal [12]. TeXCP borrows from MATE, and prior work on MPLS-
TE [26, 39], the idea of building multiple ingress-to-egrésnnels
and splitting traffic among them. TeXCP, however, differsnir

7Optimizing over five most critical failures, as recommentigd16], takes about one
hour on a 2GHz, 4GB RAM P4 machine.

8The averages over all link failures, represented by thet@nd of the thin error bars,
also show the same trends.



Figure 7: Topology for comparing TeXCP against MATE.
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Figure 9: Comparison between the performance of TeXCP and MAE
over the topology in Fig. 7 and for the cross traffic in Fig 8. T&XCP
converges faster to the optimal balance and exhibits a smduér curve.
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MATE in a few important aspects. First, the TeXCP load bal-
ancer (Eq. 5) minimizes max-utilization while MATE minineig
the sum of the delays in the network. Unless the network is con
gested, the delay on a path is constant and equal to propagati
delay. Second, TeXCP is fully distributed whereas MATEsi
lations assume that ingress nodes have instantaneousdduysbf
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Figure 10: Changes in link utilization during TeXCP convergence for

a representative sample of links in the Sprint topology. Thendividual
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Figure 11: The CDF of TeXCP convergence time for Sprint. TeX®
quickly converges to within 5% to 10% of the optimal.

venience. We run TeXCP in the simulation environment regubrt
in [12]. In particular, we use the same topology, simulaaéfitr de-
mands similarly using Poisson sources, use the same cedffis;t
and split traffic using the hashing method described in [T2je
topology, shown in Fig. 7, consists of 3 ingress-egressssiar-
ing 3 bottleneck links. Each bottleneck carries cross traificon-
trolled by TeXCP. Fig. 8 shows changes in cross traffic dutieg
simulation. All simulation parameters, such as capagitietays,
queue size, number of bins, etc. have been confirmed by ohe of t
authors of MATE Our results, in Fig. 9, show that TeXCP is more
effective at balancing the load than MATE and convergefast

5.6 TeXCP Convergence Time

As with any online protocol, an interesting question is howg
it takes TeXCP to rebalance the load after a failure or a traf§-
turbance. The convergence time depends on many factorsasuch
the topology, the maximum number of paths per |IE pair, howhar
initial traffic splits are from the balanced ones, etc. Fiyshows
the CDF of the convergence time for the Sprint topology, wher
each IE pair is allowed a maximum & = 10 paths. Time is
measured as the number of iterations—i.e., numbé&i;dhtervals.
Various samples are generated using 200 different TM<jrejaat
20 different random initial traffic split ratio§-he figure shows that
TeXCP takes only 10-15 iterations to converge to within 10%e
optimal max-utilization, and a few dozens of iterationsaowverge
to 5% of the optimalOther topologies show similar trends.

Furthermore, TeXCP converges smoothly without osciltetias
predicted by the analysis i§4. Fig. 10 shows the link utiliza-
tions for a representative subset of the links in the Spopbk
ogy when an unforeseen event (link failure) happens. It sttt

the whole network state. On the other hand, MATE does not need the individual link utilizations steadily converge withoascilla-

the core routers to report link utilization to ingresses.
We compare the performance of TeXCP with MATE. MATE’s

simulation code is proprietary. So, we compare TeXCP agains

MATE'’s published results [12], which we reproduce here fonc

tions. TeXCP experiments i§b.4 for other topologies and traffic
demands show similar trends.

Finally, unlike OSPF convergence which might cause tramsie
loops, the convergence time of TeXCP only affects how far iee a
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from optimal utilization; no loops occur during that intatv

5.7 Number of Active Paths

Although we configure each TeXCP agent with the 10 short-
est paths, TeXCP does not use all of these paths. It autatigtic
prunes paths that do not help in reducing max-utilizatiombld 4

shows the average number of paths used by each IE pair for the

simulations in§5.4. In our simulations, on average, TeXCP uses
only 4 of the 10 per-IE paths it is configured with.

5.8 Automatic Selection of Shorter Paths

We show an example simulation of how TeXCP automatically
prunes longer paths, if they do not reduce the max-utitirat\WWe
simulate TeXCP on the simple network in Fig. 3. We have two |IE
pairs (11, E1) and (12, E2), each with unit traffic demandserErare

(d) Estimating feedback: Estimating the feedback is as easy as
estimating the utilization. Eg. 11 shows that all IE flows dav
the same feedback, be it positive or negative. A router némds
compute this one value for each outgoing interface, onceyélige
Also, the core router can offload the computation entirghpish-
ing the variables{, Q, N, ¢;) to the edges.

(e) Communication from core to edge routers:On the first cut,
each TeXCP agent sends qrebeT,, down all its LSPs. For small
networksn € [30,100] and low probe rate§), € [.5,1]s, this
results in a core router processihg@ — 8K probes/sec/interface,
and may be feasible. For larger networks, this is just tooyman
Instead, for large networks we suggest a cleaner approaain E
core router generates oreport packet?’,, for each outgoing inter-
face, which contains the link utilization and the feedbaBlecall
from Eq. 11, that all IE flows traversing the link receive tlaene

two TeXCP agents, one at each ingress. Each TeXCP has onte sholtgoqphack. Thus, unicasting the report packet to every ealger

path and one long path. Clearly, the max-utilization is tame
whether the agents send all of their traffic on shorter pattsplit

it evenly between the two paths. Fig. 12 shows the fractidradfic
each agent sends on the two paths. Despite being initiglizeehd
equal traffic on the long and short pathsth TeXCP agents quickly
prune the longer paths, routing all traffic on to shorter path

6. IMPLEMENTATION & DEPLOYMENT

This section examines practical considerations for an ¢Sdet
ploy TeXCP using current routers. For this section, we assiEn
paths are pinned using MPLS Label Switched Paths (LSPs) [32]

(@) Number of LSPs: TeXCP created< LSPs for each IE pair
(K = 10 in our experiments). It is common for large ISP back-
bones to have 200-300 egress points, resulting in 2K-3K heels

at an ingress router. This is somewhat higher than typically
ported in today’s backbone routérsWe observe, however, that
ISPs have many fewer PoPs, 20-100 (Table 3). Since traffiben t
ISP backbone essentially moves from one PoP to another, FeXC

is equivalent to updating probes of every LSP. Note, a canéero
only generates reportsll,, wheren is the number of edge routers,
for each outgoing interface. As §6(a), we note that using PoP to
PoP LSPs substantially reduces the amount of traffic. Al¢e no
that the edge routers need to do a little more work to conaid
per-link reports into per-LSP state, but that seems a gaatboff.

(f) Router Modification: TeXCP needs one new functionality; the
load balancer (Eqg. 5), which is easily built in software inséirg
edge routers. All other functionality either already existcurrent
routers or is very similar to existing functionality.

7. RELATED WORK

Several offline TE methods, like the OSPF weight optimizér [1
16] and the multi-commaodity flow formulation [26] were debed
in §5. Here we mention other relevant efforts.

Optimal Routing: Gallager’s seminal work on minimum delay
routing [17] began the field of optimal and constraint-basmd-

tunnels need only be created between PoPs rather than Ibetweeing [4, 9, 10, 12, 26, 38, 41]. This work studies routing as pti-o

ingress-egress routers. This commonly used technique ibSVIP
networks [20] brings the number of LSP heads into line with cu
rent technology. We also note that a router can typicallypstp
an order of magnitude morteansit MPLS LSPs than LSPheads
because transit LSPs need smaller state and processirigeader

(b) Traffic splitting: TeXCP requires edge routers to split traffic
among the LSPs connecting an IE pair. Current ISP-clasgmut
can split traffic to a destination between as many as 16 LSRs, a
fine a resolution as desired [28].

(c) Utilization estimates: TeXCP needs routers to estimate link
utilization everyT),, seconds. Current edge and core routers main-
tain counters of the amount of traffic (bytes and packets) sen
each interface. These counters can be read &gty get a utiliza-
tion estimateT,,=100ms allows counters enough time to stabilize.

9 Official numbers of supported tunnels are hard to find in vesigmublic documenta-
tion and tend to increase over time. One Cisco router usesRmketworks supports at
least 600 tunnel heads at the time of writing.

mization problem and usually relies on centralized sohgjglobal
knowledge of the network state, or synchronized nodes.

Offline Oblivious Optimizers: Instead of estimating traffic ma-
trices accurately [13], the MPLS Oblivious optimizer [6]dsa
routing that balances load independent of the traffic matréx
minimizes the worst case across all possible traffic matri&émi-
larly, two new schemes [24, 42] balance load in a trafficfséése
manner by re-routing traffic through pre-determined inedrate
nodes; an idea used in processor interconnection networks.

Online Load Balancers: There are relatively few proposals for
realtime adaptive multipath routing. We describe MATE [a2H
compare it with TeXCP i§5.5. OSPF-OMP [40], an Internet draft,
describes another technique that floods the realtime liadt infor-
mation and adaptively routes traffic across multiple paths.

8. FURTHER DISCUSSION



Q: Online multipath routing may reorder TCP packets hurting®TC
congestion control. How does TeXCP deal with that?

A: Yes and the easy answer is either keep per-flow state at tiee edg
routers or hash TCP flows into many buckets and assign buitkets
the various paths. Neither of these methods is very satigfyA
clean and complete online TE solution has to solve two proble
The first is the intrinsic problem of being responsive yebkta
which we address in this paper. The second is to dynamicglity s
flows without reordering TCP packets, which we address in our
Flare paper [35]. We show that splitting TCP flows at the glanu

ity of flowlets—bursts of packets within a TCP flow—balanazesxd|
accurately without reordering packets and without per-fitate.

Q: Your comparison with OSPF-TE does not agree with previ-
ous studies. Can you explain, pleas&? Actually it does. Pa-
pers [14-16] report max-utilization under OSPF-TE and tp&-0
mal (e.g.,uospr—re = 0.59 anduopr = 0.48), whereas this
paper reports the max-utilization under the studied schrefagve

to the optimal. When expressed using the same metric, thdises
in [14-16] are consistent with ours. The metric we picked,, i.
comparing schemes in terms of their performance relativineéo
best solution, is a standard metric for comparative analyaiely-
used both in the field of traffic engineering [5, 6] and elsewhe

Q: Your scheme minimizes the max-utilization, but | am worried
that TeXCP will end up sending traffic on very long paths. Don’
you think this is an issue?

A: Minimizing the maximum utilization in the network is a wigel
used TE metric in research and practice [5, 6, 26]. It rembats
spots and reduces congestion risks by spreading the loadié
able paths. Also, it allows a network to support greater detsa
Of course, minimizing max-utilization may sometimes irage the
delay. Unlike contemporary TE [6, 15], TeXCP allows an ISP to
bound this increase in delay. When the ISP configures theoBost
LA TeXCP agent with some paths, it is declaring that all ofsthe
paths have acceptable delays. Clearly the ISP should nbtgpic
path that goes to LA via Europe; and it should not need to,ngive
the diversity in ISP topologies [37]. Using the Rocketfuelay
estimates, we have computed the average delay differemved
the TeXCP paths and the shortest path weighted by the fracfio
traffic on each path. For the experiments§k4, this number is
[3.2, 10.6] ms. Also, we re-ran the experiments in Fig. 4 by re
stricting TeXCP to paths that are less thznms longer than the
shortest. In these runs, the weighted average delay differgoes
down to [1.2, 2.7] ms. The max-utilization stays similar tig.F,
except for the AT&T topology where it increases by a few petce

Q: What happens if every ISP uses TeXCP?

A: Nothing bad. The same traffic volume still enters and exits an
ISP at the same points. TeXCP only balances trafftbin an ISP
and has no globally-visible changes.

Q: Links within an AS go down all the time. Are 10 paths per IE
enough for failure recovery?

A: TeXCP does not replace failure discovery and link restora-
tion techniques, such as SONET rings, DWDM optical protecti
and MPLS fast-reroute [20]. Actually, it complements theeseh-
niques: it rebalances the load after link restoration arigshi
recovering from unanticipated or combination failures fdrich

the domain doesn’t have a pre-computed backup path. For-exam
ple, about half the ISPs run MPLS in their core. When a linksfai
MPLS fast-reroute quickly patches the failed MPLS tunnehwain
alternative segment, shifting the traffic to different plgs links.
This may unbalance the traffic and create hot spots. TeXCét-reb
ances the traffic allowing the recovery process to go smyothl

9. CONCLUDING REMARKS

This paper advocates online traffic engineering, which dyna
ically adapts the routing when traffic changes or links feither
than optimizing the routing for long term average demands$ an
a pre-selected set of failures. We present TeXCP, an onlise d
tributed TE protocol, show it is stable and that it balanéesload
and keeps network utilization within a few percent of theiropt
value. We also show that TeXCP outperforms traditional reefli
TE, particularly when the realtime demands deviate fromtthe
fic matrix or unanticipated failures happen.

Although we focus on traffic engineering, our work is part
of a general trend away from traditional single-path cotiges
insensitive Internet routing towards adaptive routingisthcludes
overlays [31], adaptive multi-homing [2], and traffic enggming.
Recent studies show that overlay routing increases tradfiabil-
ity making it much harder to estimate the TM needed for offline
TE optimization [22, 29]. In that sense, our work complersaet
cent work on overlay routing because online TE does not need t
estimate TMs. Ideally, one would like online TE to balance th
load within ISP networks, exploiting intra-AS path diveysj37]
to avoid intra-AS bottlenecks (which, according to [3], @t for
40% of the bottlenecks). Overlays, on the other hand, captada
end-to-end routes to avoid congested peering links. Cledesgign,
however, is needed to achieve this ideal situation, becavesday
adaptations and online TE can easily destabilize each.otber
future work focuses on how to make these two adaptive systems
work harmoniously to deliver the best routing to the end.user
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APPENDIX
A. PROOF OF THEOREM 4.1

This proof is similar to that in [21], and we claim no credit fo
Model & Assumptions: We assume a fluid model of traffic, a single bottle-
neck along each path, the RTT is a constgrend the IE flows have infinite
demands. We also ignore boundary conditions.

Consider a bottleneck of capacittraversed byN IE flows. Letr;(t)
be the sending rate of IE flowat timet¢. The aggregate traffic rate on the
link is ¢(t) = > r;(t). The router sends some aggregate feedback every
Tp,. The feedback reaches the TeXCP agents after a round trgg &im
Assuming the IE flows have enough demands, the change ireiygiegate
rate per second is equal to the feedback dividedpy

dé(t)

dt

dr; (t) o 1

dt

q(t—4d)
TP

-x

The whole system can be expressed using the following défeyehtial
equations.

(o @e- -0 -5

(13)

-40 dB/dec.

a
>
>

ﬁf\\\?

Ky -20 dB/dec.
i

. /

Figure 13: The feedback loop and the Bode plot of its open loopansfer
function.

[
>
>

Figure 14: The Nyquist plot of the open-loop transfer functon with a
very small delay.

B
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Proof Idea: This is a linear feedback system with delay. The stability of
such systems may be studied by plotting their open-loostearfunction

in a Nyquist plot. We prove that the system satisfies the Nstcgtability
criterion. Further, the gain margin is greater than one hacgphase margin
is positive independently of delay, capacity, and numbeEdfows 10

PROOF. Let us change variable to(t) = ¢(t) — c.

q(t) = x(t)
i(t) = —K12(t — d) — Kag(t — d)
- _8
Kl—Tp and K2_Tg’

The system can be expressed using a delayed feedback (see F8).
The open loop transfer function is:

Ky-s+ Ko _g4
G(s) = — a2 ¢
For very smalld > 0, the closed-loop system is stable. The shape of its
Nyquist plot, which is given in Figure 14, does not encirelé.
Next, we prove that the phase margin remains positive intig# of
the delay. The magnitude and angle of the open-loop trafsfietion are:

VE? w2+ K2

Gl = .

wKq

/G = —m + arctan w - d.
K

2

The break frequency of the zero occursat = %

To simplify the system, we chooseand such that the break frequency
of the zerow, is the same as the crossover frequencgy(frequency for
which |G (w.)| = 1). Substitutingw. = w. = % in |G(we)| = 1 leads
tog = a?4/2.

To maintain stability for any delay, we need to make sure ttheaphase
margin is independent of delay and always remains posififés means

that we need/G(we) = —m + T — gTip > —m. SinceT, > d by

design, we nee(g < 7 - Substituting3 from the previous paragraph, we
find that we nee < o < 4%/5. In this case, the gain margin is larger than

one and the phase margin is always positive (see the Bodm plgfure 13).
This is true for any constant delay, capacity, and numbeEdfows. [

L9The gain margin is the magnitude of the transfer functiomatftequency—=. The

phase margin is the frequency at which the magnitude of #mster function becomes
1. They are used to prove robust stability.



B. PROOF OF THEOREM 4.2

Preliminaries: Before delving into the proof, we manipulate the TeXCP
equations to obtain an expression of the change in linkzatibn. The
proof uses this expression to show that the max-utilizatiecreases mono-
tonically and stabilizes at a balanced load. Our variabfinitiens are in
Table 2 and our assumptions aregih

Recall Eq. 5 in a simplified form:

VD, Usp > Umin,
D, Usp = Umin-

_ [ 2op(n)(@s(n) — usp(n)),
Avap = { €+ 2op(n) (T@s (1) — wgp(n)),

Note that perturbing by > 0 only increases the value dfz, which
would otherwise sum to zero, and the re-normalization in& gauses the
new traffic fraction to be no larger than Hence, it is easy to verify that:

(16)

(15)

zsp(n+1) < &sp = z5p(n) + Azsp(n).

Our proof goes in discrete steps. In each step, each TeXQOR ag@-
plies Eq. 15, to adjust the amount of traffig, sent along each path. Note:

Arsp = Rs(@sp(n + 1) — z5p(n)) < RsAzsp(n). 17

The last part is from using Eq. 16.
The change in the utilization of link due to this new traffic assignment,
is the sum of the changes over all the paths traversing the lin

w1 < wm Y Y T Avgm)
s pePs,p3l l
< um+S Y Bt unm@m) —upm).

s p€Ps,p3l

The first part is from Eq. 17 and the second is by substitutift &q. 15.
By definition, path utilizationus; is the maximum link utilization in that
path, i.e. VI € p, usp(n) > ui(n). Replacingusp by u; in the last

equation, and noting thaf; 3= 5. 5 Rx%fw = u;(n), we get:

Rs
wn+1) <w®)(l-—wm)+y > cé
s pePs,p3l

PrROOF We will now prove that in every step, the maximum link uti-
lization in the network always decreases without osailladi i.e.

max (n+1) < max (n). (19)
Definew™ (n) as the maximum average utilizationax; @s(n). As-

sume linkz has the maximum utilization after stepand link j has the

maximum utilization after step + 1. Thus, we need to prove that

uj(n+1) < ui(n).

The proof easily extends to the case when multiple links iglve the
maximum utilization. We identify three cases.

Case liu;(n) > aM(n) [Highly Utilized in Past]
In this case, at step, u; was larger than the largest. Every TeXCP
agent sending traffic on a path containing lipkwill decrease its traffic
sharex s, according to equation 15. Thus, the utilization of lihlecreases
uj(n+1) < uj(n). But,u;(n) < u;(n) because is the max-utilization
link at stepn. Thus,u;(n + 1) < u;(n).

Case 2:u;(n) < @M (n) [Low Utilization in Past]
We want to bound the increase in traffic on lifik Substitutingus (n) <
Rswsp(n)

M (n)VsinEq. 18, and usind_ 3" cp. pns o = uj(n), we
get: !
Rs
wi(n+1) w1 —ui(m) + 7)) +>° Y = (20)

s pePs,p3j 7

Each TeXCP agent independently pickseas follows, whereN is the
total number of IE pairsP is the maximum number of paths that an IE pair
can use and’,,;, , the minimum capacity of all links in the network:

C’min (ﬂs - umzn)(l - umzn)

€s = .99 %
NP Rs

(21)

Substituting this value of, and usingCrin < Cj, Umin > uj, Us(n) <
@M (n), we can bound the total increase due to perturbations:

>y

s pEPg,p3j 7

1
@ —u) (=) > D> NP

s p€EPs,p>j

< (ﬂ]\/[—u]‘)(l—u]‘).

Plugging this in Eq. 20, and canceling common terms, we have
u;(n+1) < @M (n).

Thus, the maximum utilization at step+ 1 is smaller tharz™ (n). But,
uM(n) < u;(n) becausai (n) is a linear combination of link utiliza-
tions at step, whereasu; (n) is the maximum utilization at step. Thus,
uj(n+1) <aM(n) < u;(n).

Case 3:u;(n) = aM (n)
We will first show that no TeXCP agent can increase its shateafffc on
any path traversing link. Second, as shown abow&!! (n) < w;(n). So,
if traffic on link 5 reduces at this step, thery(n + 1) < u;(n) < u;(n)
and we are done. Finally, we show that when the utilizatiotinéf j does
not decrease, then either the maximum utilization in thevoet decreases
or the network has reached the stable state described imérheb?2.
No increase in traffic on paths traversing link j: Note that for any path
q traversing linkj, usq(n) > u;(n) = @M (n) > @s(n), so from Eq. 15
path ¢ can get a larger share of traffic only if it is the minimum a#d
path at some source. But, note that if this path were the miminthen the
above inequality leads @s = usq, resulting ine = 0 (Eq. 21).
No reduction in traffic on link j: No reduction in traffic on linkj means
uj(n + 1) = u;(n). Now, if link 5 was not the maximum utilized link at
stepn, i.e. uj(n) < u;(n), then the maximum utilization on the network
has still decreased to;(n + 1) from u;(n); and we are done. We now
prove the finabub-case 3.1
No reduction in traffic on linkj andNo Decrease in Max. Utilization in
the network, , @™ = wu;(n + 1) = uj(n) = u;(n) = stable state

Given the system is in sub-case 3.1, all TeXCP agents carebsifiéd

=2 (s (n)xsp(n) +¢). (18) as follows: SetZ consists of IE pairs that haveu, = aM, and SetZ

consists of the remaining. Now, we make two assertions.

First, no agents € Z can know a pattp that has a smaller utilization
thanz™ . Ifit did, then it can move some fraction of its traffic ontdstpath
using Eg. 15 and reduce the maximum utilization—a conttaaic Further,
s = u™ = mazx;u;(n) implies that all the paths used by agsrtaverse
maximum utilization links, because a linear combinafigncan be equal to
the maximum only if all the values are individually equal be maximum.

Second, no agent € Z can be sending traffic on a paghthat tra-
verses a maximum utilized link. If it didys, = @™ > w5, and agent
would move traffic away from this path reducing the maximuitization—

a contradiction. Hence, these agents do not use any of the paversing
maximum utilization links.

These assertions lead to an interesting conclusion. Simrg path used
by an agent inZ traverses a max-utilization link and no agent4nuses
a path containing a max-utilization link, the subsets ohpaised by the
agents in these two sets is disjoint. The agents in these etgovégll not
interact any more. Further, agentsdnhave a balanced load on all of their
paths and will not move traffic anymore, in accordance with Exy Thus,
u;(n + 1) will never decrease and this is the final max-utilization ruf t
system. Also, agents iff satisfy the stable state conditions in Theorem 4.2.

We now focus on the agents.ifi Since the link bandwidth consumed by
agents inZ stays static after step, we can ignore agents i after adjust-
ing the link capacities accordingly. The new system hasaedwapacity
links, contains only the agents in sétand has a max-utilization smaller
thanu;(n). We can analyze this reduced system as we did the original sys
tem. The max-utilization of the reduced system will keeje8yrdecreasing
until we are again in sub-case 3.1. We are bound to reachasé31 again
as it is impossible for the max-utilization, a positive \&lto keep decreas-
ing indefinitely. At sub-case 3.1, non-zero number of TeX@eras (those
in the new set?) will satisfy the stability conditions in Theorem 4.2 and
can be ignored henceforth. We repeat this argument itetativntil there
are no TeXCP agents of typge left.

To summarize, eventually all TeXCP agents see equal utiizaalong
all of the paths they use and do not know any paths with smaileration.

In this state, no TeXCP agent can move traffic from one pathather, and
the system has stabilized. [



