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Abstract

Recent studies on AS-level Internet connectivity have attracted considerable attention. These studies have exclu-

sively relied on BGP data from the Oregon route-views [University of Oregon Route Views Project, http://

www.routeviews.org] to derive some unexpected and intriguing results. The Oregon route-views data sets reflect AS

peering relationships, as reported by BGP, seen from a handful of vantage points in the global Internet. The possibility

that these data sets may provide only a very sketchy picture of the complete inter-AS connectivity of the Internet has

received little scrutiny. By augmenting the Oregon route-views data with BGP summary information from a large

number of Internet Looking Glass sites and with routing policy information from Internet Routing Registry (IRR)

databases, we find that (1) a significant number of existing AS peering relationships remain hidden from most BGP

routing tables, (2) the AS peering relationships with tier-1 ASs are in general more easily observed than those with non-

tier-1 ASs, and (3) there are at least about 40% more AS peering relationships in the Internet than commonly-used

BGP-derived AS maps reveal (but only about 4% more ASs). These findings point out the need for continuously

questioning the applicability and completeness of data sets at hand when establishing the generality of any particular

Internet-specific observation and for assessing its (in)sensitivity to deficiencies in the measurements.
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1. Introduction

In the two years prior to the work reported in

this paper, 1 there has been a significant increase
1 Most of the work reported in this paper was done in 2001,

but the main findings have been checked against the data sets

collected in 2003 and continue to hold.

ed.

http://www.routeviews.org
http://www.routeviews.org
mail to: hschang@eecs.umich.edu


2 In this paper, we will use the term AS peering relationship to

mean that there is ‘‘at least one direct router-level connection’’

between two existing ASs, and that these two ASs agree to

exchange traffic by enabling BGP between them. ‘‘Provider-

consumer’’ relationship or ‘‘peer-to-peer’’ relationship refer to

the contractual characteristics of a given AS peering relationship.
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in research activities related to studying and

modeling the Internet topology, especially at the

level of autonomous systems (ASs). For example,

these activities include inferring the Internet�s AS

connectivity graph to describe its properties [2],

explaining the origins and causes of some of the

observed surprising features [3,4], building

topology generators that produce random graphs

that resemble the measured AS connectivity

graph [5–7], investigating the problem of rout-

ing path inflation [8–10], studying the effective-
ness of proposed algorithms for detection/

prevention of attacks on the network infrastruc-

ture [11], and evaluating the performance of

multicast protocols [12]. A closer look at the

measurements that form the basis for all these

studies reveals that the data sets used consist of

BGP routing tables collected by the Oregon

route server [1]. The Oregon route server con-
nects to several operational routers belonging

to commercial ISPs solely for the purpose of

collecting their BGP routing tables––we call

this data set the Oregon route-views. From

November 1997 to March 2001, the Oregon

route-views have been archived on a daily basis

by the National Laboratory for Applied Net-

work Research (NLANR) [13]. Presently, ar-
chives of the Oregon route-views are available

from routeviews.org [1]. In addition to

the full BGP routing table snapshots, route-

views.org also provides daily archives of

individual route updates obtained from the

Oregon route server.

By making these data sets available to the

public, the Oregon route server, the participating

ISPs, and the archival sites are providing invalu-

able service to the research community. ISPs

are generally reluctant to disclose information

regarding their peering relationships and routing

policies. Consequently, the existence of the Oregon

route-views data sets has been crucial for enabling

and driving the recent research activities on AS-

level Internet connectivity. The dearth of available

measurement data aside, the use by researchers of

these Oregon-based data sets for the purposes of

studying the Internet�s AS connectivity structure

raises the following important issue. The ability to
infer AS peering relationship 2 from BGP routing

tables depends largely on inter-AS business con-

tracts. If a business contract does not permit a

given inter-AS route to be used by a third party,

BGP does not advertise this information to the

global Internet. Additionally, since BGP is a path-
vector protocol [14], backup links connecting

multi-homed ASs may not show up in BGP rout-

ing table snapshots. Consequently, BGP-derived

AS connectivity data may yield a very incomplete

picture of the actual AS-level Internet connectiv-

ity. The authors of [15] raise the possibility that

BGP-derived AS-level topology snapshots may

not be complete and that extracting path infor-
mation from BGP route updates may be a better

method for obtaining more complete AS topolo-

gies. More recently, the router-level connectivity

study in [16] suggests that currently available BGP

routing tables may not capture many existing AS

peering relationships. These papers do not at-

tempt, however, to quantify the extent to which

the AS topology information derived from BGP
table snapshots may be incomplete.

There has been anecdotal evidence and an

intuitive understanding among researchers in the

field that BGP-based AS-level topology is not

complete. However, as far as we know, there has

been no systematic study on quantifying the com-

pleteness of BGP-derived AS-level topologies. One

of the main contributions of this paper is to
develop a methodology that enables quantitative

investigations into issues related to the (in)com-

pleteness of BGP-derived AS maps. Our method-

ology is as follows. We augment the Oregon

route-views with (1) full BGP table dumps from a

dozen additional public route servers, (2) a selec-

tion of Internet Looking Glass sites that provide

BGP summary information, and (3) the Internet
Routing Registry (IRR). By processing the avail-

able BGP dumps, we end up with about 40 BGP
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views (defined in Section 2), all originating from

different ASs. This BGP-derived connectivity

data allows us to explore the question of how well

the peering relationships maintained by a given AS

(‘‘local view’’) are observed by other ASs (‘‘non-

local view’’). We find that a significant number of
existing AS peering relationships, especially those

among non-tier-1 ASs (defined in Section 2.3),

are commonly hidden from most BGP views.

We also observe that this phenomenon can be

intuitively explained by existing inter-AS peering

relationships. In short, these findings reaffirm

our earlier comment on the delicate aspects of

using BGP data for the purpose of AS-level
topology discovery, and suggest that the actual

Internet maintains a much richer connectivity

structure at the AS level than has been previously

reported.

To quantify the difference between the BGP-

derived AS connectivity and the actual inter-AS

peering relationships, we consult IRR databases

that maintain individual ISP�s routing policy
information. The IRR�s goal in maintaining these

databases is to coordinate and facilitate the setting

of global routing policies. Considering potential

inaccuracy associated with such manually main-

tained datasets, we carefully sanity-check the IRR

information before using it in our study. We find

that AS graphs reconstructed from the Oregon

route-views data sets, the Looking Glass sites, as
well as IRR information have typically about 40%

more edges (and about 4% more nodes) than their

counterparts that rely solely on the Oregon route-

views data.

The implications of our findings are twofold.

First, they clearly demonstrate the need for

heightened awareness of, and criticality towards,

relying on any single data repository. Even when
the data is by itself of the highest overall quality,

its applicability and sufficiency should be evalu-

ated in terms of the particular needs of any given

study. For example, many of the reported results

about routing path inflation, the effectiveness of

algorithmic solutions to network security prob-

lems, or performance comparisons of different

proposed protocols could be strengthened by
examining their (in)sensitivity to incomplete con-

nectivity information.
Second, as far as published AS connectivity

studies are concerned, our findings have practical

as well as theoretical implications. For example,

the finding reported in [2] claiming that measured

AS graphs exhibit power-law vertex degree distri-

butions, can be interpreted qualitatively to mean
simply that these vertex degrees are highly vari-

able, i.e., they typically vary by over three or so

orders of magnitude. This qualitative interpreta-

tion is not disputed by our findings. However, our

findings state that while the vertex degree distri-

butions resulting from more complete snapshots of

the AS graph do not conform to the strict power-

law characteristics, they are clearly consistent with
the more flexible class of heavy-tailed distributions

such as the Weibull distribution or the family of

distributions where the tail is characterized by a

power-law and where the rest of the distribution

can be essentially arbitrary.

Clearly, this latter distinction has direct impli-

cations for the generation of Internet-like graphs

or for the more challenging question of explaining
the origins and causes of the highly variable vertex

degrees in the Internet context. To illustrate, the

work by Barab�asi and Albert [3,4] takes the

quantitative power-law observations at face value

and provides a suite of results, including con-

structions that attempt to explain the causes that

lead to power-law vertex degree distributions. The

applicability of these results and constructions to
the Internet has been claimed in [4], based on the

power-laws reported in [2]. Even though the re-

ported constructions can be modified to achieve a

better fit to the data and accommodate the ob-

served deviations from the strict powerlaw char-

acteristics (e.g., see [17]), these modifications

typically result in more highly-parameterized

models––a telling sign that when viewed as a
concrete null hypothesis, the proposed model will

likely be rejected when validated against relevant

measurements (see for example [18]). In turn, our

findings motivate the formulation of alternative

model candidates that will hopefully be more

successful in providing an in-depth physical

understanding of the properties of the actual In-

ternet topology at the AS level and of their origins.
The rest of the paper is structured as fol-

lows. In Section 2, we introduce the notion of a
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representative BGP view and explore in detail how

well peering relationships maintained by an indi-

vidual AS are observed by other ASs. To quantify

the degree of incompleteness of BGP-derived AS

maps, we include in Section 3 information from

the IRR and use the IRR dataset to obtain a more
complete picture of the existing AS connectivity

(and of which BGP only sees a certain fraction).

We conclude in Section 4 by commenting on some

of the lessons learned and by highlighting the

implications of our findings.
2. On the completeness of BGP-derived AS-level
topology

If the actual AS-level Internet topology were

known, the completeness of a topology con-

structed from the Oregon route-views could be

checked by comparing it with the actual topology.

Since the actual Internet AS-level topology is not

known, we adopt the following approach to check
the completeness of the topology inferred from the

Oregon route-views. The BGP routing table ob-

tained from an AS contains information about

that AS�s connectivity to other ASs. It also con-

tains information on the connectivity between

other ASs. Assume that the BGP routing table

collected at an AS X contains the most complete

vertex degree information obtainable of AS X . 3

The BGP routing table obtained from AS Y will

see some, but most likely not all, of the connec-

tivity between AS X and other ASs. Similarly, the

BGP routing table obtained from AS Z will see

some but not all connectivity between AS X and

the other ASs. Taking the union of observations

from ASs Y and Z, we will likely get a more

complete count of AS X �s vertex degree than from
either one of them alone, though by no means the
3 If BGP-running routers residing within a single AS are

configured with slightly different policy routing, which could be

the case for ASs with continent-wide geographic scope, the

BGP routing table exported by only one of them may not have

the complete vertex degree of the given AS. The assumption is

not that we have the complete vertex degree but that we have

the most complete vertex degree obtainable.
complete count. Considering that the Oregon

route-views are the collection of BGP routing ta-

bles obtained from several ASs, the question we

ask in this section is, ‘‘How many (or possibly

which) BGP routing tables from different distinct

ASs do we have to aggregate before we see the
same vertex degree of AS X as reported by AS X �s
BGP routing table?’’ To answer this question, we

first collect BGP routing tables from several dis-

tinct ASs.

2.1. Available BGP routing tables

Besides the Oregon route server, the Swiss
Network Operators Group (SwiNOG) also pro-

vides access to a non-commercial route server that

collects and makes publicly available BGP routing

table dumps [19]. Additionally, as of April, 2001,

10 commercial Internet Service Providers (ISPs),

residing in different ASs, also allow public access

to their route servers providing full BGP table

dumps. As the very first step of our study, we
collected BGP routing tables from all these route

servers. Furthermore, we have also obtained ad-

dress prefixes and AS path information from

UUNET. Due to the different nature of the BGP

information available at Oregon and SwiNOG

from that available at the commercial route serv-

ers, we will denote the Oregon and SwiNOG route

servers the ‘‘collector’’ route servers, and call the
others ‘‘operational’’ route servers. Table 1 lists

the characteristics of the route servers. In the table,

the Oregon route server is labeled ‘‘NC1,’’ the

SwiNOG route server ‘‘NC2’’, and the operational

route servers ‘‘C1’’ to ‘‘C10’’. The column ‘‘# next

hops’’ lists the number of distinct next hop routers

found in each BGP routing table, the column ‘‘#

neighbor ASs’’ lists the number of distinct ASs
those routers reside in.

The commercial route servers connect to other,

topologically distributed, internal routers (iBGP

routers) residing in the same AS, each of which

peers with several external routers (eBGP routers)

located in different ASs. Depending on route ser-

ver configurations, the number of ‘‘next hops’’

reported for commercial route servers is either the
number of iBGP routers connected to a given

route server (C1–C3 and C5–C9), or the aggregate



Table 1

BGP dump from public route servers

Name Operator AS# # next hops # neighbor ASs Data size (MB)

NC1 Oregon-IX – 43 35 291.5

NC2 SwiNOG – 42 16 131.3

C1 AT&T 7018 24 1 145.8

C2 Exodus 3967 199 279 127.0

C3 GT Telecom 6539 7 1 57.1

C4 Global Crossing 3549 3,089 447 49.5

C5 Exodus Europe 8709 19 187 47.4

C6 CERFnet 1740 3 1 26.0

C7 Colt 8220 42 331 20.3

C8 Global Online 4197 12 82 18.3

C9 Tiscali 3257 1 1 8.0

C10 GTE 1 1175 495 7.8

* i12.1.245.0/24 193.251.245.72 7018 27532

* i 193.251.245.64 1 27532

*>i 193.251.128.22 7018 27532

* i 193.251.245.47 7018 27532

* i 193.251.129.8 1 27532
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number of eBGP routers seen through iBGP rou-
ters (C4 and C10). The number of ‘‘neighbor ASs’’

has to be interpreted in a similar fashion. Finally,

when observing the variability in BGP table sizes

(‘‘Data size’’), we note a lack of correlation be-

tween BGP routing table sizes and the number of

distinct next hop routers. These observations led

us to further scrutinize the data available from

each source and to use in our analysis only sources
from BGP viewers satisfying the criteria below.

2.2. Extracting BGP views

We define the union of all the address space

reachable in all the available BGP routing tables as

the known address space. Next, we define a BGP

viewer to be either an ‘‘operational’’ route server
or a peer of a ‘‘collector’’ route server. Ideally, the

BGP routing table of a BGP viewer must cover the

whole known address space. We expect that a

given BGP viewer would capture the complete AS-

level connectivity of its own AS. Given a BGP

viewer, we define its BGP view as an instance of the

AS-level topology constructed from its routing

table.
While the routing table of a peer of a ‘‘collec-

tor’’ route server contains the whole address space

reachable through that peer, the address space

reachable through an ‘‘operational’’ route server

must be constructed from the routing tables of all

its peers. An ‘‘operational’’ route server may see

advertisements for a given address space from

several of its peers, for instance:
In this example, the ‘‘operational’’ route server

can reach the address space 12.1.245.0 through five

of its peers, whose addresses are listed in the sec-

ond column. The remaining columns list the ASs

(the AS path) a packet destined for that address
space must travel through, for each of the alter-

natives. The best AS path for each address prefix,

according to the local routing policy set by the

administrator of the AS, is marked with a �>� in
conventional BGP routing tables. When a BGP

router re-advertises a particular route, it advertises

only the best path, after prepending its own AS

number to the AS path. Therefore, to construct a
BGP routing table of an ‘‘operational’’ route ser-

ver, we use only the best entry for each individual

address prefix.

Recall that our goal in this section is to answer

the question, ‘‘How many BGP routing tables from

distinct ASs must we aggregate to capture all the

vertex degree reported by the BGP routing table of

a given AS?’’ Our construction of ‘‘operational’’
route servers� BGP routing table reflects our

intention to construct the BGP routing table of

an individual AS that can then be used to

answer this question. That is, our goal here is not

to infer the AS-level topology from the individual
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‘‘operational’’ route servers. If that had been our

goal, we would have constructed a BGP routing

table consisting of allAS paths from all peers of the

route servers instead of just the best path. Doing

so, however, will only bring us back to our original

question of how complete such an AS-map would
be. Nevertheless, for completeness sake, we also

look at the AS graph constructed from all available

AS paths later in Section 3 (Table 3).

To summarize, for ‘‘collector’’ route servers,

each of their peers is a potential BGP viewer;

whereas for ‘‘operational’’ route server, we have

only a single potential BGP viewer whose routing

table must be constructed from the routing tables
of all its peers. Thus in this study we have 10 po-

tential BGP viewers from the 10 ‘‘operational’’

route servers and 85 candidates from the two non-

commercial ‘‘collector’’ route servers. In addition,

the router from which we obtained the UUNET

routing information is also considered a potential

BGP viewer.

We mentioned earlier that in order to qualify as
a BGP viewer, ideally a candidate�s routing table

must cover all of the known address space. Prac-

tically, since each AS has different prefix filtering

policies, the complete known address space may

not be visible to all ASs. So rather than requiring

the complete coverage of all known address space

from BGP viewers, we instead disqualify any BGP

viewer candidate with relatively limited address
space coverage.

To compare the coverage of the address space

among our BGP viewer candidates, we look at

four different measures in each of the candidates�
routing tables: (1) the number of routes, (2) the

number of non-aggregatable routes, 4 (3) follow-

ing [20], the number of routes whose prefix length

are less than or equal to 24, and (4) the number of
origin ASs. Using these four measures, we sort the

96 candidates (i.e., 10 from the ‘‘operational’’

route servers, 85 from the two ‘‘collector’’ route
4 An aggregatable route is a redundant route which could be

removed from a given BGP table by route aggregation; e.g., if a

BGP table contains two prefixes ‘‘12.0.0.0/8’’ and ‘‘12.1.140.0/

24’’ with the same AS path ‘‘3786 1 7018’’, we say that the route

containing ‘‘12.1.140.0/24’’ is redundant in the BGP table.
server, plus UUNET routing information) in

decreasing order and plot the top 65 in Fig. 1.

From the figure, it can be seen that all four mea-

sures visibly decrease after the 51st rank or so. It

turns out that the four different measures pick out
the same set of 51 BGP routing tables. Thus of the

96 candidate BGP viewers, only 51 of them satisfy

our definition. As for the remaining 45 candidates

with relatively incomplete address space coverage,

most of them are peering with our two ‘‘collector’’

route servers. Deliberately or for technical reasons,

they don�t provide full BGP feeds to the ‘‘collec-

tor’’ route servers. The 51 BGP viewers with more
or less complete coverage reside in 41 distinct ASs

(for a complete list of the 41 ASs, see [21]). Using

the BGP views from these 41 ASs gives us 41

perspectives of the Internet. 5 All of the 41 BGP

views were collected on the same date (25 May

2001) at approximately the same time of day.

2.3. Local vs. non-local BGP view

Given our dataset, we ask, ‘‘How well are the

peering relationships of a given AS observed by

other ASs’’? For example, can AT&T�s BGP

routing tables discover UUNET�s AS neighbors

reasonably well? How well will a small ISP�s BGP
5 When an AS has multiple BGP views, we use one of them

in our study. Considering all available multiple BGP views of a

given AS does not affect the observations made in Section 2.3.
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6 The ordering of AS degrees is determined from the union

of all 41 BGP views.
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view predict AT&T�s AS neighbors? This question

has very practical relevance to the goal of our

paper since constructing global AS-level topology

today has been predicated on collecting a small

number of BGP views from the Internet.
To answer the above question, we consider two

kinds of BGP views: ‘‘local’’ and ‘‘non-local.’’

From a given AS X �s perspective, a BGP view

originating from an AS X �s own router is consid-

ered local and those originating from any other

ASs� routers are non-local. Therefore, each of our

selected 41 ASs has one local view and 40 non-

local views. We assume that any kind of peering
relationship maintained by AS X will be best ob-

served in its local BGP view. Based on this, we

compare––for each of the 41 ASs––AS X �s vertex
degree predicted from its 40 non-local views

against that inferred from its local view. By doing

so, we will be able to quantify the completeness of

non-local views. In this study, we classify the 41

ASs into five hierarchy groups (i.e., tier-1 to tier-5)
as defined in [22], and consider ASs in each hier-

archy group separately.

In Figs. 2–4, we look at the number of peering

neighbors for a given AS, cumulatively discovered

by an increasing number of its non-local views.
That is, as we incorporate more non-local views

(with respect to a given AS), we look at how many

more neighbors connecting to that AS are found.

The 40 non-local views are merged in two different

orders: A non-local view from the highest degree

AS is added first, then the non-local view from the

second largest AS is added, and so forth (noted as

‘‘decreasing AS vertex degree’’ in the figures). The
opposite order (the smallest AS first) is noted as

‘‘increasing AS vertex degree’’. 6 The horizontal

dotted line in each figure represents the vertex
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Fig. 3. AS neighbor discovery by non-local BGP views: tier-2 ASs. (a) ESnet (AS293); (b) KPNQwest (AS286); (c) Telstra (AS1221)

and (d) C&W-Europe (AS12541).

744 H. Chang et al. / Computer Networks 44 (2004) 737–755
degree predicted from the given AS�s local BGP

view. In the following, we present our findings for
tier-1 ASs and non-tier-1 ASs separately since

doing so provides us with more insights into non-

local BGP views.

Tier-1 ASs. Fig. 2 shows that a sufficient number

of non-local BGP views can discover most of the

neighbors connecting to tier-1 ASs. 7 Interestingly,

each non-local view contributes non-uniformly to
7 In the case of UUNET and AT&T, the 40 merged non-

local BGP views find more neighbors than the AS�s local view
does. We conjecture that for such ASs as UUNET and AT&T,

whose geographic presence is continent-wide, a single local

BGP view from one location may not be able to capture all their

existing neighbors, which are also spread worldwide. Another

possibility is that the instability of BGP connections causes

some neighbors to be not captured in a given local BGP view

snapshot.
the total view. In particular, non-local views from

ASs with smaller degrees tend to contribute a larger
portion of the total view than ASs with larger de-

grees, i.e., the curve with the white dots lies above

the one with the black dots. This phenomenon can

be intuitively explained by the non-transitive peer-

to-peer relationship and the transitive provider-

consumer relationship an AS has with its neighbors

[23]. The information regarding the pairwise peer-

to-peer relationships maintained by a given AS
does not circulate among its peers, but does prop-

agate to its downstream customers. Thus, the BGP

views from ASs with smaller degrees tend to better

observe tier-1 ASs� peering relationships.

Non-tier-1 ASs. For non-tier-1 ASs (Figs. 3 and

4), the combined 40 non-local BGP views clearly

fail to observe many existing peering relationships,

though there are some exceptions (e.g., Fig. 3(b)
and (d)). In these exceptional cases, a single AS

(the sixth smallest-degree AS and the smallest-
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Fig. 4. AS neighbor discovery by non-local BGP views: tier-3 ASs. (a) SolNet (AS9044); (b) STARTAP (AS10764); (c) INIT7

(AS13030) and (d) IBS (AS8271).
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degree AS, respectively) observes most of the

given AS�s neighbors. In the case of Fig. 3(b),
which is KPNQwest�s AS, the sixth smallest-

degree AS turns out to be the customer of two

other ASs which are in sibling-to-sibling relation-

ship with KPNQwest. 8 This particular peer-

ing relationship allows the sixth AS to receive all

the transit routes from KPNQwest, and thus to

observe the peering neighbors of KPNQwest well.

In the case of C&W-Europe in Fig. 3(d), it
turns out that the smallest non-local AS is a re-

gional ISP in Switzerland which is connected to

C&W-Europe as a customer. These cases re-con-

firm how well customer views can discover their
8 The peering relationship inference was performed by the

heuristics of [23]. Two ASs in sibling-to-sibling relationship are

allowed to not only exchange their downstream customer

routes, but also export to each other their provider or peer

routes.
providers� peering relationships. For a majority of

non-tier-1 ASs whose customer views are not
available, their peering status is not sufficiently

approximated by the merged 40 non-local BGP

views. For example, for 14 out of 29 non-tier-1

ASs, more than half of their existing neighbors are

hidden from the combined 40 non-local views (see

Fig. 6).

Still, it came as a surprise to us that dozens of

BGP views of different ASs are hardly sufficient to
capture the majority of non-tier-1 AS connectivity.

Given that a non-negligible number of an AS�s
neighbors can be concealed from other ASs, we

decided to look more carefully at those missing

neighbors.

First, are those missing neighbors caused by

hidden nodes or hidden edges? A node is ‘‘hidden’’

if its AS number exists in the local AS�s routing
table but not in any of the other ASs� routing ta-

bles. When an AS is hidden, its address space may

still be reachable by other ASs as part of a larger



Fig. 6. AS relationships of missing neighbors.
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aggregated address space [24]. In some other cases,

such hidden AS numbers may simply be private

AS numbers which are used locally by a large ISP

to identify subdomains within a given AS [25]. On

the other hand, a hidden edge means that the

neighbor peering relationship between the two end
points is not listed in any AS path. Fig. 5 lists, in

decreasing order, for each AS X , the number of its

neighbors not found in any of the other 40 ASs�
routing tables. The solid component of each bar is

the number of hidden ASs, i.e., ASs whose AS

numbers are not present at all in non-local BGP

views. The rest is due to undetected peering rela-

tionships between AS X and its neighbors. One
can see that the number of missing neighbors as a

component of hidden ASs is negligible (the y-axis
is in log-scale). The majority of missing neighbors

are caused by hidden edges, not hidden ASs.

Two recent independently published works

[23,22] provide heuristics to infer inter-AS rela-

tionships from publicly available BGP data. The

heuristics described in [22] classify an AS either as
a provider, customer, peer of another, or ‘‘un-

known.’’ Additionally, ASs are also classified into

five AS hierarchy levels (i.e., from tier-1 to tier-5).

We applied the heuristics from [22] to the AS

relationships ‘‘hidden’’ from the non-local views

and plot the results in Fig. 6. Each bar in the figure

corresponds to one of our 41 ASs. The height of

each bar is the ratio of an AS�s hidden neighbors
over all its neighbors that are inferred from its

local view. For example, some ASs have as much

as 80% of their neighbors hidden from their non-

local views. Different shaded regions on a bar de-
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Fig. 5. Number of missing neighbors.
note the fractions of hidden neighbors who are

classified as provider, customer, peer, or ‘‘un-

known’’ by the heuristics in [22]. The 41 ASs are

further grouped by their positions in the five-level

AS hierarchy, proposed in [22]. This grouping is

indicated on the x-axis (none of the 41 ASs was

classified as tier-4 ASs).
In agreement with our earlier analysis illustrated

in Fig. 2, Fig. 6 shows that neighbors of the largest

ASs located in the tier-1 hierarchy level are rea-

sonably well observed. For some other tier-1 ASs,

however, many of the peering relationships with

their customers are hidden from non-local views. In

case of those tier-1 ASs, we find that almost all

their hidden customers are connected to at least
one other provider AS (i.e., multi-homed). Simi-

larly, some multi-homed connections of tier-2 and

tier-3 ASs are not captured in their non-local views.

In BGP, given several available AS paths to each

destination, an AS selects one (i.e., the best) AS

path and only advertises this best path. This feature

makes the less preferred upstream connections not

visible to the global Internet. Finally, ASs located
in lower levels of the Internet hierarchy maintain

many peer-to-peer type relationships, which are

privately shared by the peers and their customers

only, and therefore are not globally available. 9
9 Infrastructures such as public exchange points or network

access points allow non-tier-1 ASs to peer with each other at

relatively low cost [26].
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Fig. 7. The completeness of non-local BGP views.
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2.4. Other BGP-derived connectivity information

To help troubleshoot Internet-wide routing

problems, several ISPs enable public, but limited,

access to several of their selected border routers or

route servers through the Looking Glass tool. By

querying an AS�s Looking Glass, we can obtain its

BGP summary information, i.e., a list of the AS�s
neighbors and their BGP session status. From this

BGP information, we can deduce the set of AS
neighbors connected to the local AS. 10

Once we obtain the number of each AS�s
neighbors from its corresponding BGP summary

information, we compare it with the one con-

structed from non-local BGP views, as in Section

2.3. However, unlike the BGP routing tables of the

BGP viewers, BGP summary information from

individual Looking Glass sites may not list all
their AS�s neighbors. Routers from which the

summary information is collected may only con-

nect to a subset of all existing eBGP routers.

Therefore, the number of neighbors revealed by an

individual piece of BGP summary information can

only be interpreted as a partial view of the AS�s
neighbors.
10 Querying a Looking Glass is done through a web-based

interface; we pre-selected 60 or so sites [27] and have our

crawling script periodically collect their BGP summary infor-

mation. We started our script at the same time we collected

BGP dumps from the different route servers mentioned in

Section 2.1.
In Fig. 7(a), we visualize how well the degree of

a given AS inferred by its combined non-local BGP
views (y-axis) is correlated with its actual degree

(x-axis). The actual degree of a given AS is based

on either its local BGP view or its Looking Glass

data, as labeled. The black dots labeled ‘‘BGP-

view-based local AS info’’ summarize the neighbor

discovery results of Section 2.3. A dot below the

diagonal line means that the degree of the corre-

sponding AS is not well predicted by its non-local
BGP views. A dot above the diagonal line means

that the local source has a less complete view of the

AS degree than the non-local source. Note that all

the dots above the diagonal line in Fig. 7(a) are

associated with the Looking Glass data. As men-

tioned earlier, Looking Glass data may not con-

tain the complete neighbor list of a given AS.

Aside from these exceptional cases, it is clear that
the vertex degrees predicted by non-local BGP

views are incomplete.

In Fig. 7(b), we quantify the incompleteness of

non-local views illustrated in Fig. 7(a). We first

calculate the ratio of an AS�s hidden neighbors

over all its actual neighbors and then plot the

calculated ratio as a function of an AS�s actual

degree. Similar to Fig. 7(a), the labels within the
figure indicate how we infer the actual degree of a

given AS. Except for the ASs with very small and

very large degrees, most of the ASs in this fig-

ure have a significant portion (from 10% to as

large as 90%) of their neighbors hidden from their

non-local views. The missing ratio is most dra-

matic for those ASs with degrees between 40 and



source: RADB

aut-num: AS1

as-name: FOO-ASN

desc: Foo Primary AS

import: from AS2 action pref¼100;

from AS3 action pref¼200;

accept AS4

export: to AS2 announce AS4

to AS3 announce ANY

changed: admin@foo.com 20010313

source: RADB
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80 or so, in which case more than half of all their

neighbors are concealed from their non-local

views.

Contrary to what has been commonly assumed,

our study shows that a non-negligible number of

existing AS peering relationships can be hidden in
most BGP routing tables and that the ability to

infer AS peering relationships from BGP rout-

ing tables depends to a large extent on the type of

inter-AS relationships. This in turn suggests that

the Internet might maintain a much richer con-

nectivity than is observed by a handful of BGP

routers.
3. Augmenting connectivity using the Internet rout-

ing registry

The findings from our BGP-based analysis of

the AS-level Internet topology give rise to a more

fundamental question: ‘‘To what extent does the

AS topology derived from the Oregon route-views
deviate from the complete Internet AS-level

topology?’’

Our observations imply that to obtain a more

accurate picture of the Internet�s AS-level topo-

logy, BGP views should be collected from end-

customer ASs located in the lowest levels of the AS

hierarchy. However, we do not know how many

such BGP views would be sufficient to discover
most of the existing upstream connections. Facing

this obstacle, we turn to the Internet Routing

Registry (IRR) [28] to further glean local AS

connectivity information. The IRR maintains

individual ISPs� routing information in several

public repositories in an attempt to coordinate

global routing policy. The IRR�s routing policy

database stores routing information by using the
Routing Policy Specification Language (RPSL)

[29]. Individual pieces of routing information ex-

pressed in RPSL are called objects. The following

two hypothetical database objects illustrate how

such routing information is expressed using RPSL.
route: 1.2.3.0/24

desc: Foo.com

origin: AS1

changed: admin@foo.com 20010313
The first object states that ‘‘1.2.3.0/24’’ belongs
to AS1 as of 13March 2001. These types of objects,

which describe individual address prefixes, are

called route objects. The latter object, which ex-

presses AS1�s import and export routing policies,

indicates that AS1 has two peering neighbors AS2

and AS3 with which it exchanges route reachability

information of AS4. These types of objects are

called aut-num objects. From the import and ex-
port policy specification of the AS1�s aut-num ob-

ject, we can infer the neighboring ASs of AS1.

3.1. On the freshness of the Internet routing registry

We next question the reliability of IRR routing

policy information which is manually registered

and maintained. The motivation of the IRR is to
minimize the negative impact of the growing

number of ASs and the accompanying complexity

of inter-AS connectivity on the Internet routing

infrastructure [30]. However, being predicated

upon voluntary publication of routing policy, the

IRR database may not be complete and some part

of it can simply remain out-of-date.

According to [31], an increasing number of ISPs
rely on the IRR to filter route announcements at

border routers. In particular, the RIPE portion of

the IRR is actively used by most ISPs in Europe.

Many European exchange points [32–34] specify as

a membership requirement that members register

their routes and peering policy in the RIPE data-

base, whereas the network access points and ex-

change points in the US do not require such
compliance. Given this requirement, we consider

the RIPE database a potentially more reliable

source than the rest of the IRR databases. For



11 To prevent artifacts caused by the finite time frame of our

data, an AS is considered void only if its disappearance dated

more than three months from the date of the last entry of our

data set (25 May 2001).
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example, when comparing the RADB and RIPE

databases of 25 May 2001, we found that out of

the 2673 ASs registered with RADB, only 2039

(76.3%) published their routing policy; in contrast,

4203 (93.6%) out of the 4492 ASs that had regis-

tered with RIPE published their routing policy.
To further compare the freshness of IRR da-

tabases, we checked the individual objects of the

RADB and the RIPE databases as follows. For

each object in the databases, we checked its con-

tents with the daily snapshots of the Oregon route-

views data [13,35] which were collected since the

object�s last update time. Route objects (i.e., reg-

istry entries recording specific routes) were
checked for their route origin information; aut-

num objects (i.e., registry entries specifying the

routing policies of ASs) were checked against the

ASs� neighbors lists.
When checked with the Oregon route-views

data, a given object can be either: (a) consistent,

(b) inconsistent, or (c) not verifiable with the data.

For a given route object that reports on a prefix P ,
the object can correctly state that the prefix P
originates from AS X as observed in the BGP

routing tables (a), or it incorrectly indicates that

the prefix P belongs to AS Z (b), or the BGP

routing tables simply do not contain the prefix P
(c). Similarly, for a given aut-num object that de-

scribes AS X , the object can report all its peering

relationships shown in BGP routing tables (a), or
it fails to report some of them (b), or the BGP

routing tables do not show the AS X at all (c).

We downloaded public IRR database files

mirrored at [36] on May 25th 2001 and checked

each of their objects with the Oregon route-views

as described above. We consider an object out-

dated if its information used to be consistent with

an older BGP routing table, but has become
inconsistent or not verifiable with the more recent

(25th May) BGP table.

Fig. 8 compares RADB and RIPE in terms of

freshness. They show the frequency (y-axis) of

outdated objects among those that have been last

updated within a certain number of days, where

the number of days are given on the x-axis. The
age of an object thus indicates how many days
have passed between the time the object was last

updated and 25th May. The figure clearly dem-
onstrates that the RIPE database is maintained

more carefully and in a more up-to-date manner

than the RADB database.

3.2. Verifying routing registry dataset

Given the observed diversity in completeness

and freshness among existing IRR databases, we

decided to perform a careful sanity check on

available IRR databases before using them in our

study. Since our source of obtaining AS connec-

tivity information from IRR databases are aut-num

objects, not route objects, we focus on aut-num

objects from now on. In the following, we describe
two different methods of checking the validity of

individual aut-num objects in IRR databases.

The first method is based on identifying three

types of invalid aut-num objects:

Void objects. We consider an object void if ei-

ther: (1) the AS described by the object has never

appeared itself in the Oregon route-views since the

object�s last update time, or (2) the AS described
by the object was once present in the Oregon

route-views (dating from November 1997) but

disappeared from the tables afterwards. 11

Obsolete objects. To find obsolete objects, we

first construct anAS reference graph from available

aut-num objects. The AS reference graph is a di-

rected graph where each node corresponds to a

registered AS and an edge corresponds to pub-
lished peering relationship between an AS and a

neighbor. An edge is directed from node A to node

B if the aut-num object of AS A specifies AS B as a

peering neighbor. If all the objects were up-to-date,

all edges in this graph must be bidirectional, since

any kind of peering relationship is by definition

based on bilateral agreement. A unidirectional

edge indicates at least one of the two incident ASs
has outdated information in the database. If the

update time of the two incident ASs of a unidi-

rectional edge is more than 1 month apart, we

consider the object updated earlier obsolete.
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Fig. 8. Frequency of outdated objects: (a) outdated route objects and (b) outdated aut-num objects.
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Incomplete objects. We consider an object

incomplete if the AS described has an existing

neighbor which is not registered with IRR. To

detect unregistered neighbors of a given AS, we

obtain a list of the AS�s peering neighbors from
available BGP routing tables and Looking Glass

data. If at least one of these peering neighbors is

found unregistered in the AS�s aut-num object, we

consider the object incomplete.

Only objects that are neither void, nor obsolete,

nor incomplete are considered valid objects.

This sanity check, however, can potentially

invalidate aut-num objects of larger ASs more
easily than those of smaller ASs as it allows any

single obsolete or unregistered peering relationship

of an AS to nullify the AS�s entire aut-num object.

Thus, in order to avoid a possible bias when

invalidating aut-num objects, we also consider the

following less stringent method, which is simply

based on the age of the objects. That is, our second

method disregards all the aut-num objects whose
ages are more than a certain age threshold. We call

them retired objects. In our experiment, we set the

age threshold for retired objects to three months. 12

Table 2 summarizes the validity analysis of the

IRR databases by our two methods described

above. With the first method (labeled ‘‘Sanity

check #1’’), we filter out void, obsolete and
12 According to Fig. 8, the IRR data whose age is less than

100 days or so exhibits about 95% accuracy for both RADB

and RIPE.
incomplete objects in succession, and report in

each step the number of remaining objects and the

total number of peering relationships found from

these objects. Similarly, with the second method

(labeled ‘‘Sanity check #2’’), we report the same
two numbers after removing all retired objects.

According to the table, the first method yields

only about 25% of existing aut-num objects in the

IRR databases as valid information. The age-

based second test passes even a smaller percentage

(i.e., about 20%) of the IRR datasets as valid.

However, in terms of the total number of peering

relationships, the second test yields a much larger
number of peering relationships than the first test.

As alluded earlier, objects registering a large

number of peering relationships can easily be

caught as outdated by the first rigorous test, but

tend to pass the second test.

As Table 3 shows, persuing the IRR database

allows us to identify an extra 5000–14,000 or so

edges over the most complete AS graph con-
structed from all available BGP data (compare the

last two rows against the third-to-last row of Table

3). The table shows the number of nodes (ASs) and

edges contained in the AS graph constructed from

the various sources, cumulatively. The first row,

labeled ‘‘Oregon route-views’’ lists the number of

nodes and edges found in the AS graph con-

structed from the Oregon route-views. The second
row (‘‘+RSs’’) lists the number of nodes and edges

found in the Oregon route views plus the full BGP

dumps from 11 public route servers listed in Table

1. Recall that in the BGP view analysis in Section

2, we used only the best paths from each full BGP



Table 3

AS graph statistics

Source # of nodes (%inc) # of edges (%inc)

Oregon route-views 11,174 23,409

+RSs 11,268 (0.84%) 26,324 (12.5%)

+RSs +LG 11,320 (1.3%) 27,899 (19.2%)

+RSs +LG +IRR w/sanity check #1 11,639 (4.2%) 32,903 (40.6%)

+RSs +LG +IRR w/sanity check #2 12,025 (7.6%) 42,639 (82.1%)

Table 2

Validity analysis of IRR database

Sanity check #1 Sanity check #2

Type of objects # of objects # of edges Type of objects # of objects # of edges

All objects 7521 (100%) 43,498 All objects 7521 (100%) 43,498

)void 5954 (79.2%) 39,541 )retired 1558 (20.7%) 24,821

)void )obsolete 2870 (38.2%) 21,023

)void )obsolete )incomplete 1855 (24.7%) 8965
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dump. In contrast, the second row of Table 3
incorporates all available paths. In essence, this

row represents the most complete AS graph one

can construct from all publicly available BGP

routing tables. The AS graph reported in the third

row was constructed from the AS graph in the

second row plus the Looking Glass (LG) data.

Finally, the AS graph reported in the last two rows

include the valid data from the IRR databases
sanity-checked by the two different methods de-

scribed earlier. The ‘‘%inc’’ numbers in parenthe-

ses denote the percentage of increase in number of

nodes and edges with respect to the Oregon-based

AS graph in the first row.

In [21], we reported our other verification efforts

confirming that the peering relationships obtained

from the IRR reflect physical connectivity between
ASs.

3.3. AS graph vertex degree distribution revisited

Next, we check how increasingly denser AS

graphs affect the power-law characteristics that

have been identified by Faloutsos et al. [2] in the

Oregon-based AS graphs. Henceforth, we focus on
the following AS graphs for comparison: the

Oregon-based AS graph (Table 3, first row) and

the much denser two AS graphs corresponding to

the last two rows in Table 3 (‘‘our AS graphs’’ or
‘‘our topologies’’). We distinguish our two AS
graphs by labeling them ‘‘our topology I’’ (the

fourth row) and ‘‘our topology II’’ (the fifth row).

We collected nine instances of our data sets,

where each instance yields a set of the above-

mentioned three AS graphs. These data sets were

collected once a week, on the same day of the

week, for nine consecutive weeks starting March

2001. With our nine snapshots of the three AS
graphs, we plot in Fig. 9 the complementary dis-

tribution functions F cðxÞ ¼ 1� F ðxÞ, where F ðxÞ is
the cumulative distribution function of the AS

degree corresponding to one of our nine data sets.

‘‘Our’’ AS graphs I and II are compared against

the ‘‘Oregon’’-based AS graphs in Fig. 9(a) and (b)

respectively. In both Fig. 9(a) and (b), all nine

instances of ‘‘our’’ AS graphs I and II lie very close
to each other and form the upper, curved line in

the figure (labeled ‘‘Our Topology I’’ and ‘‘Our

Topology II’’). The nine Oregon-based counter-

parts also lie very close to each other and form the

lower, straight line of the figure (labeled ‘‘Oregon

Topology’’). As is clear from the figures, the vertex

degree distributions of the Oregon-based AS

graphs appear to be consistent with the strict
power-law result reported in [2]. However, the

more complete, though not necessarily complete,

AS graphs constructed from sources beyond the

‘‘Oregon’’ data set show more ASs with vertex
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Fig. 9. Frequency distribution of AS degree over time: (a) our topology I and (b) our topology II.
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degrees ranging from 4 to 300, resulting in a

curved line that deviates from the straight line
associated with the Oregon-based AS graphs. Gi-

ven that two sets of our topologies––obtained

from two distinct IRR data sets––share qualita-

tively the same characteristics, we argue that this

observation appears to be insensitive to the spe-

cifics of cleaning the IRR data sets.

3.4. The missing links

Fig. 6 in Section 2.3 already established that AS

relationships not captured by the Oregon route-

views include both provider-to-customer type and

peer-to-peer type relationships. Similarly, we now

examine the type of AS peering relationships

found on our topology, but not on the Oregon

topology. The results based on our topologies I
and II agree with the earlier observation. In the

following, we present result from our topology I.
Fig. 10. Hierarchical distribution of provider-to-customer re
Figs. 10 and 11 show that the extra density of

our topology is mostly due to peering relationships
between ASs located in the mid-level of the AS

hierarchy, especially between ASs at the tier-2 and

tier-3 levels. The extra density of our topology is

due to both provider-customer type (Fig. 10) and

peer-to-peer type (Fig. 11) relationships. In these

figures, ASs are assigned IDs such that when they

are sorted in an increasing order of IDs, they can

be grouped by the five-level hierarchy of [22] (i.e.,
tier-1 to tier-5). For example, s tier-1 ASs are as-

signed IDs from 1 to s, and t tier-2 ASs are as-

signed the next consecutive IDs (i.e., sþ 1 to sþ t),
etc. The boundaries between different hierarchy

groups are marked with horizontal and vertical

solid lines in the figures. If an AS with ID xi has a
peering relationship with an AS with ID yj, we

place two dots in the appropriate figure, one at
coordinates (xi; yj) and one at coordinates (yj; xi).
Thus the figures are, in essence, graphical repre-
lationships: (a) Oregon topology and (b) our topology.



Fig. 11. Hierarchical distribution of peer-to-peer relationships: (a) Oregon topology and (b) our topology.

H. Chang et al. / Computer Networks 44 (2004) 737–755 753
sentations of AS adjacency matrices, where the

density of dots captures the density of peering

relationships between ASs. In Figs. 10 and 11, we

consider provider–customer type relationships and

peer-to-peer type relationships separately. In all,
our topology contains up to 180% more peering

relationships in the regions (tier-m, tier-n), where
26m, n6 3, than in the corresponding regions of

the Oregon topology; in the other regions, our

topology is only about 10% denser than the Ore-

gon topology. This result clearly points to the

insufficiency of BGP data, especially for the pur-

pose of inferring peering relationships belonging
to mid-tier ASs.
13 The shortcoming of sampling connectivity at the router-

level by collecting shortest path trees has been noted in [37].
4. Conclusion

The recent increase in research efforts that focus

on Internet routing behavior stresses the impor-

tance of having access to routing-related mea-

surements. On the one hand, an initiative started

by the Oregon route-views project to supply the

research community with BGP data has been very

instrumental in studying BGP-related phenomena
and routing dynamics. On the other hand, due to

network security concerns and competitive market

conditions, public access to various data sets on

network connectivity has been scarce or almost

non-existent. As a result, the research community

can be expected to experiment with and use rout-

ing-related measurements such as the data from

Oregon route-views in ways for which the data
may not be applicable, sufficient, or intended for.
In this paper, we investigate whether the use of

BGP-derived measurements for the purpose of

inferring Internet AS connectivity can be justified.

Our results presented in this paper confirm that

while actual AS-level connectivity of the Internet is
quite high, BGP measurements typically see only a

portion of the existing AS connectivity. From

BGP�s perspective, this observation comes as no

surprise. BGP is not a mechanism by which ASs

distribute their connectivity. It is a protocol by

which they distribute the set of routing paths

chosen by their policies to reach destinations.

Naturally, each AS can only see a subset of those
AS connections that are traversed by policy influ-

enced paths. 13 In this sense, the main lesson

learned from the study presented in this paper is

that since network-related measurements often

reflect network protocol-specific features, arguing

for the general validity of an empirical finding

about the Internet should be ideally augmented by

a careful investigation into the sensitivity of the
findings to known deficiencies and inaccuracies

of the measurements at hand.
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