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Recently, Fredman and Tarjan invented a new, especially efficient form of heap (priority queue). Their data structure, the Fibonacci heap (or F-heap) supports arbitrary deletion in \(O(\log n)\) amortized time and other heap operations in \(O(1)\) amortized time. In this paper we use F-heaps to obtain fast algorithms for finding minimum spanning trees in undirected and directed graphs. For an undirected graph containing \(n\) vertices and \(m\) edges, our minimum spanning tree algorithm runs in \(O(n \log \beta(m,n))\) time, improved from \(O(m \log(m,n))\) time, where \(\beta(m,n) = \min \{l \log^{(l)} n \leq m/n\}\). Our minimum spanning tree algorithm for directed graphs runs in \(O(n \log n + m)\) time, improved from \(O(n \log n + m \log \log \log(m + n))\). Both algorithms can be extended to allow a degree constraint at one vertex.

1. Introduction

A heap (sometimes called a priority queue) is an abstract data structure consisting of a collection of items, each with a real-valued key, on which at least the following operations are possible:

* make heap: Return a new, empty heap.

* insert \((x, h)\): Insert item \(x\), with predefined key, into heap \(h\), assuming that it is not already in \(h\).

* find min \((h)\): Return an item of minimum key in heap \(h\), without changing \(h\).

* delete min \((h)\): Delete from heap \(h\) an item of minimum key and return it. If \(h\) is empty, return a special null item.

A variety of other operations on heaps are sometimes useful. These include the following:

* meld \((h_1, h_2)\): Return the heap formed by taking the union of item-disjoint heaps \(h_1\) and \(h_2\). This operation destroys \(h_1\) and \(h_2\).
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decrease key \((A, x, h)\): Decrease the key of item \(x\) in heap \(h\) by subtracting the non-negative real number \(A\). This operation assumes that the location of \(x\) in \(h\) is known.

delete \((x, h)\): Delete item \(x\) from heap \(h\), assuming that its location in \(h\) is known.

Fredman and Tarjan [7] recently invented a heap implementation called the Fibonacci heap (abbreviated F-heap) that supports delete min and delete on an \(n\)-item heap in \(O(\log n)\) amortized time and all the other heap operations listed above in \(O(1)\) amortized time. (By amortized time we mean the time of an operation averaged over a worst-case sequence of operations. For a discussion of this concept see Tarjan's survey paper [19].) The importance of this result is in its reduction of the time for decrease key to \(O(1)\) from the \(O(\log n)\) of previous heap implementations. Since decrease key is a central operation in many network optimization algorithms, F-heaps lead to improved running times for such algorithms. In particular, Fredman and Tarjan reduced the running time of Dijkstra's shortest path algorithm from \(O(m \log (m/n + 2) n)\) to \(O(n \log n + m)\) and showed how to find minimum spanning trees in undirected graphs in \(O(m \beta(m, n))\) time, improved from \(O(m \log \log (m/n + 2) n)\). Here \(n\) and \(m\) are the numbers of vertices and edges in the problem graph, respectively, and \(\beta(m, n) = \min \{ 3 \log^{10} n / \log m, n / m \}\), where \(\log^{10} n\) is defined by \(\log^{(0)} x = x, \log^{(r+1)} x = =\log \log^{(r)} x\). (Throughout this paper we use base-two logarithms.)

Our purpose in this paper is to explore the use of F-heaps in computing minimum spanning trees in undirected and directed graphs. Our two main results, discussed in Sections 2 and 3, respectively, are as follows:

(i) By adding the idea of packets [8, 9] to the Fredman—Tarjan undirected minimum spanning tree algorithm, we reduce its running time to \(O(m \log \beta(m, n))\) from \(O(m \beta(m, n))\).

(ii) By observing that in certain situations items can be moved among F-heaps in \(O(1)\) amortized time per item moved, we obtain an implementation of Edmonds' minimum directed spanning tree algorithm [16] with a running time of \(O(n \log n + m)\), improved from the \(O(n \log n + m \log \log (m/n + 2) n)\) bound of Gabow, Galil, and Spencer [8]. Our algorithm is also substantially simpler than the previous one.

Both our algorithms extend to allow a degree constraint at one vertex as we discuss in Section 4. Section 5 contains a few concluding remarks. The undirected minimum spanning tree algorithm described here originally appeared in a symposium paper [8] by the first three authors.

2. Minimum spanning trees in undirected graphs

Let \(G = (V, E)\) be a connected, undirected graph with vertex set \(V\) of size \(n\) and edge set \(E\) of size \(m\), such that each edge \((v, w)\) has a real-valued cost \(c(v, w)\). Connectivity implies \(m \geq n - 1\); we shall assume \(m \geq n\) since \(m = n - 1\) implies \(G\) itself is a tree. A minimum spanning tree of \(G\) is a spanning tree whose total edge cost is minimum. The problem of computing minimum spanning trees has a long history [11, 17]; the first algorithm was proposed by Boruvka [2] in 1926. Before the invention of F-heaps, the best known time bound was \(O(m \log \log (m/n + 2) n)\) [4], a slight improvement over Yao's \(O(m \log \log n)\) bound [20]. Fredman and Tarjan [7] used F-heaps to obtain an \(O(m \beta(m, n))\) bound. We shall modify their algorithm so that it runs in \(O(m \log \beta(m, n))\) time.
Our improvement uses the idea of packets. Packets can be used in a network optimization algorithm that makes a number of passes over the problem graph, during each of which it looks at all the edges but actually processes only a few of them. In such a situation we may be able to reduce the running time by reducing the apparent number of edges in the graph. We do this by grouping the edges into packets and handing only one edge per packet to the main algorithm. When the algorithm processes this edge we hand it the next edge in the packet.

To see how this idea applies to the computation of minimum spanning trees, let us examine the Fredman—Tarjan algorithm. It is a version of the following generalized greedy method. We maintain a forest defined by the edges so far selected to be in the minimum spanning tree. Initially this forest contains \( n \) one-vertex trees. We repeat the following steps \( n-1 \) times (until there is only one \( n \)-vertex tree):

- **Connect.** Select any tree \( T \) in the forest. Find a minimum-cost edge with exactly one endpoint in \( T \) and add it to the forest. (This connects two trees to form one.)

This algorithm is non-deterministic: we are free to select the tree to be processed in each connecting step in any way we wish. The Fredman—Tarjan version exploits this freedom by organizing the computation into passes. Each pass begins with a collection of old trees and combines them into a smaller collection of new trees by performing connecting steps. The new trees become the old trees for the next pass. After a sufficient number of passes only one tree remains, which is a minimum spanning tree.

In presenting the details of this method, we shall reformulate it to use packets. We replace each undirected edge \( \{v, w\} \) by two directed edges \( (v, w) \) and \( (w, v) \), each of cost \( c(v, w) \). The packet size \( p \) is a parameter of the algorithm. In addition, each pass of the algorithm has a parameter \( k \), the heap size. At the beginning of a pass, for each old tree \( T \), the remaining edges \( (v, w) \) such that \( v \) is in \( T \) are in packets, each of \( p \) or fewer edges. At most one packet for each tree \( T \) is designated as a residual packet containing \( p/2 \) or fewer edges. (The remaining edges are those that have not yet been added to the minimum spanning tree or discarded; if \( (v, w) \) is such an edge, \( v \) and \( w \) may or may not be in the same tree.) Each packet consists of a Fibonacci heap of its edges.

A pass consists of beginning with all trees marked old and repeating the following tree-expansion process until all trees are marked new:

**Expand a tree:**

1. Select any old tree \( T \) and mark it current (neither old nor new). Create a new, empty heap \( h \). Heap \( h \) will contain old and new trees connected by an edge to \( T \), each with an associated connecting edge of minimum cost. The cost of the connecting edge is the key of the tree in \( h \). For each tree we maintain a bit indicating whether or not the tree is in \( h \).

2. Create a set \( S \) containing all packets of \( T \) (those packets containing edges \( (v, w) \) with \( v \) in \( T \)). Set \( S \) will be used for updating \( h \) so that it contains trees connected to \( T \), with minimum-cost connecting edges, including such a tree with globally minimum-cost connection.

3. Update \( h \) by repeating the following steps until \( S \) is empty (this selects one edge per packet to participate in the application of a connecting step to \( T \)):

   **Expand a packet:**

   1. Select a packet \( P \) with an edge \( (v, w) \) such that \( P \) is minimal among packets with \( (v, w) \) in it.

   2. Remove \( (v, w) \) from \( P \) and add it to \( T \) and the new tree associated with \( P \).

   3. Add the new tree to \( h \).

   4. Remove all packets \( Q \) connected to \( P \) (by an edge in \( Q \)) from \( S \). For each \( Q \), if it contains a tree \( T' \) connected to \( P \), add \( T' \) to the new tree associated with \( P \).

   5. Update \( h \) to reflect the new tree associated with \( P \).

   6. If \( S \) is empty, go to **Connect**. Otherwise, go to **Expand a packet**.
3a. Remove any packet $P$ from $S$. If $P$ is empty, discard it. Otherwise, let $(v, w)$ be a minimum-cost edge in $P$. (Vertex $v$ is in $T$; vertex $w$ may or may not be in $T$). Find the tree $T'$ containing $w$.

3b. If $T' = T$ or if $T'$ is in $h$ with a connecting edge of cost not exceeding $c(v, w)$, delete $(v, w)$ from $P$ and put $P$ back in $S$. Otherwise, proceed as follows. If $T'$ is in $h$ use an insert operation to add $T'$ to $h$ with connecting edge $(v, w)$ and key $c(v, w)$. If $T'$ is in $h$ with a connecting edge $(x, y)$ such that $c(x, y) > c(v, w)$, use a decrease key operation to replace $(x, y)$ as the connecting edge of $T'$ by $(v, w)$ and reduce the key of $T'$ to $c(v, w)$; then delete $(x, y)$ from the packet, say $p'$, containing it and put $p'$ in $S$.

4. If heap $h$ is empty or has size exceeding $k$, mark $T$ new, stop the tree expansion, and reset the bits indicating membership in $h$. Otherwise, apply a connecting step to $T$ as follows. Perform a delete min operation on $h$, returning a tree $T''$ with connecting edge $(v, w)$. Add $(v, w)$ to the minimum spanning tree, thereby combining $T$ and $T''$ into a single tree $T''$. If $T$ and $T''$ both have a residual packet, combine these packets using the meld operation. The melded packet becomes the residual packet of $T''$ if its size is no greater than $p/2$; otherwise $T''$ has no residual packet. If $T''$ is new, associate the melded packet (if any) and all other packets of $T$ and $T''$ with $T''$ and stop the tree expansion. Otherwise ($T''$ is old), add the melded packet (if any) and all other packets of $T''$ to $S$. Delete $(v, w)$ from the packet, say $p$, containing it and add $p$ to $S$. Associate the melded packet (if any) and all other packets of $T$ and $T''$ with $T''$. Replace $T$ by $T''$ and go to step 3 to update $h$.

The correctness of this algorithm follows from the observation that if the delete min operation in step 4 returns a tree $T''$ with connecting edge $(v, w)$, then $(v, w)$ has minimum cost among all edges in all packets of $T$, since it is minimum among all packet minima. Thus the algorithm is a valid implementation of the generalized greedy method. Before analyzing its complexity, let us comment a little more on the data structures it requires.

We need a way, given a vertex, to find the tree containing it. The vertex sets of the trees are disjoint and updated by set union operations. Thus we can use a fast disjoint set union algorithm [14, 18] to maintain them. We must also maintain, for each tree, the set of its associated packets. These sets of packets are also combined by union, but there is no need to determine what tree is associated with a given packet. Thus we can represent each set of packets as a circular doubly-linked list, so that union of packet sets and deletion of a packet from a set take $O(1)$ time. The last important data structure is the heap $h$, which we implement as a Fibonacci heap.

We choose the packet size $p$ to be $\beta(m, n)$. We initialize the packets by dividing the edges incident to each vertex into packets of size exactly $p$ and at most one packet per vertex of size less than $p$; such a small packet is residual if its size is at most $p/2$. Initializing the packets as heaps takes $O(m)$ time since it requires $2m$ insertions in F-heaps. Each edge is deleted at most once from a packet, for a total deletion time of $O(m \log p)$. There are $n - 1$ meld operations on packets, taking $O(n)$ time. Thus the overall time spent manipulating packets is $O(m \log \beta(m, n))$ plus $O(1)$ per packet minimum found.

Let $k_i$ be the value of $k$ selected for the $i^{th}$ pass and let $n_i$ be the number of trees at the beginning of the $i^{th}$ pass. We choose $k_1 = 2^{m/n}$ and $k_i = 2^{4^{n_i}}$ for $i \geq 2$. Let
us analyze the implications of this choice. Since a heap size bound of \( n \) or larger can only occur during the last pass, the number of passes is at most \( \min \{ \log^2 n \leq 2m/n \} = \beta(m, n) \). The tree expansion stopping rule implies that at the end of the \( i \)th pass each new tree has at least \( k_i \) associated packets. The number of packets existing at the beginning of pass \( i \) is at most \( \min \{ 2m / \beta(m, n) + n \} \). Thus \( n_{i+1} \leq \min \{ 2m / 2\beta(m, n) + n \} / k_i \). Since \( m \geq n \) and \( 2^x \geq 2^x \) for \( x \geq 2 \), an induction on \( i \) implies \( k_i \geq 2^{(m/n)} \) which combines with the estimate \( n_{i+1} \leq 2m / k_i \) to give \( n_{i+1} \leq n / 2^{i-1} \). It follows that the number of packets existing at the beginning of the \( i \)th pass is at most \( 2m / \beta(m, n)n / 2^{i-1} \), and \( n_{i+1} = (2m / \beta(m, n) + n / 2^{i-1}) / k_i \).

We can use these estimates to analyze the running time of the algorithm. The number of packet minima found during the algorithm is one per packet existing at the beginning of each pass, for a total of at most

\[
\beta(m, n) - \frac{2m}{\beta(m, n)} + \sum_{i=1}^{n_{i+1}} \frac{n}{2^{i-1}} = 2(m + n) = O(m). 
\]

Consider the operations on heap \( h \). There is one insert or decrease key per packet minimum found, for a total of \( O(m) \) time over all passes. In addition, during pass \( i \) they are at most \( n_i - 1 \) delete min operations, taking \( O(n_i \log k_i) \) time. For pass \( 1 \) the delete min time is \( O(n_{i} \log 2^{m/n}) = O(m) \). For each subsequent pass the delete min time is \( O(n_{i+1} k_{i+1}) = O(2m/b(m, n) + n/2^{i-2}) \). Thus the delete min time summed over all passes is \( O(m+n) = O(m) \).

The time for all other processing is \( O(1) \) per packet minimum found, except for the operations of finding the tree containing a given vertex. There are \( O(m) \) such operations, at most one per packet minimum found. The total time for the tree-finding operations is \( O(nz(m, n)) \) [14, 18], where \( a \) is a functional inverse of Ackermann's function, which grows more slowly than \( \log \beta \).

Combining all our estimates, we see that the overall running time of our minimum spanning tree algorithm is \( O(m \log \beta(m, n)) \).

### 3. Minimum spanning trees in directed graphs

Let \( G = (V, E) \) be a directed graph with a distinguished root vertex \( r \) and a real-valued cost \( c(v, w) \) on each edge \( (v, w) \). As in Section 2, we denote the number of vertices by \( n \) and the number of edges by \( m \). We assume that every vertex of \( G \) is reachable from \( r \). A minimum spanning tree of \( G \) is a spanning tree rooted at \( r \) (a set of \( n-1 \) edges containing paths from \( r \) to every vertex) of minimum total edge cost. Edmonds [6] devised a polynomial-time algorithm for finding a minimum spanning tree; the same method was discovered independently by Chu and Liu [5] and by Bock [1]. Edmonds' correctness proof uses concepts of linear programming; Karp [12] gave a purely combinatorial correctness proof. Tarjan [15] implemented Edmonds' algorithm to run in \( O(\min (m \log n, n^2)) \) time; Camerini et. al. [3] repaired an error in Tarjan's implementation. Gabow, Galil, and Spencer [8] devised a very complicated algorithm with a running time of \( O(n \log n + m \log \log (m/n + 2) / n) \). Here we shall develop a relatively simple algorithm with an \( O(n \log n + m) \) time bound.

Let us begin by describing Edmonds' algorithm. To simplify matters we shall assume that \( G \) is strongly connected. (If not, we add dummy edges of suitably large cost from each vertex to \( r \).) The algorithm consists of two phases. The first phase finds
a set of edges containing a minimum spanning tree and some additional edges. The second phase removes the extra edges.

The first phase begins with no edges selected and in general maintains a set of selected edges that defines a forest (set of trees). As the phase proceeds, cycles of selected edges are formed. Each such cycle is contracted to form a new (super-) vertex. At the end of the phase, all vertices in the graph are contracted into a single vertex. The phase consists of repeating the following step until only one vertex remains.

**Grow.** Choose any tree root \( v \). Let \((u, v)\) be a minimum-cost edge with \( u \neq v \). Add \((u, v)\) to the set of selected edges. If \((u, v)\) forms a cycle with other selected edges, say 
\((u, v), (v_0, v_1), (v_1, v_2), ..., (v_{k-1}, v_k = u)\), redefine the cost of each edge of the form \((x, v_i)\) to be \( c(x, v_i) - c(v_{i-1}, v_{i+1}) \), and contract the set of vertices \( \{v_0, v_1, ..., v_k\} \) to form a new vertex \( v^* \). (Each edge with an endpoint in \( \{v_0, v_1, ..., v_k\} \) has that endpoint replaced by \( v^* \); loops and all but a minimum-cost edge among each set of multiple edges are deleted.)

**Note.** All edge cost changes in a growth step occur simultaneously. Adding an arbitrary constant to the cost of all edges entering a given vertex adds the same constant to the cost of all spanning trees; this does not affect the behavior of the algorithm.

The second phase of the algorithm consists of expanding the cycles formed during the first phase in reverse order of their contraction and discarding one edge from each to form a spanning tree in the original graph. Since the second phase of the algorithm is known to take \( O(m) \) time [3, 15], we shall not discuss it further, except to note that by varying the expansion phase appropriately, we can find a minimum spanning tree with either specified or unspecified root.

Our improvement is in the first phase. We use a depth-first strategy to choose roots for growth steps. Specifically, we select an arbitrary vertex \( s \) and then repeatedly choose the root of the tree containing \( s \) for a growth step. This simplifies the implementation considerably, since the set of selected edges always forms a single path, which we call the **growth path**. We shall denote the vertices on the growth path by \( v_0, v_1, ..., v_k \), with \( v_0 \) the root.

Let us fill in some details of the implementation. We mark every original vertex when it is connected to the growth path. This allows us to determine in \( O(1) \) time whether a selected edge extends the growth path or forms a cycle. The total marking time is \( O(n) \).

We represent the edges in the current contracted graph and their modified edge costs implicitly, using a **compressed tree** data structure [7, 14]. This data structure allows us to store a collection of disjoint sets, each initially a singleton and each element of which has an associated real value, subject to the following operations:

\[ \text{find}(e) : \text{Return the name of the set containing element } e. \]

\[ \text{find value}(e) : \text{Return the current value of element } e. \]

\[ \text{change value} \ (A, A) : \text{Add } A \text{ to the value of all elements in set } A. \]

\[ \text{unite} \ (A, B, C) : \text{Unite sets } A \text{ and } B, \text{ naming the union } C. \text{ (This destroys the original sets } A \text{ and } B. \)
In our application, the elements are the vertices of the original graph, and the sets are the sets of vertices contracted to form the vertices of the contracted graph. The name of a set is the corresponding vertex in the contracted graph. The value of an original vertex is the sum of the changes made to the cost of each of its incoming edges. That is, if \((v, w)\) is an original edge and \(c\) is the original cost function, the corresponding current edge is \((\text{find}(v), \text{find}(w))\), of cost \(c(v, w) + \text{find value}(w)\) (assuming that this edge has not yet been deleted).

When contracting a cycle containing vertices \(v_0, v_1, \ldots, v_k\), we manipulate the compressed tree structure as follows. For \(i = 0, 1, \ldots, k\), let \((x_i, y_i)\) be the original edge corresponding to the current edge \((v_{(i-1) \mod (k+1)}, v_i)\). To update the edge costs, we perform change value \(-c(x_i, y_i) - \text{find value}(y_i, v_i)\) for each \(v_i, i = 0, 1, \ldots, k\). Then we use unite \(k\) times to combine the sets named \(v_0, v_1, \ldots, v_k\) into a single set.

The various operations have the following running times. Any change value or unite operation takes \(O(1)\) time. There are \(O(n)\) such operations over the course of the algorithm. A total of \(k\) intermixed find and find value operations take \(O((k + n)2(k + n, n))\) time. As we shall see below, there are \(O(n \log n + n)\) such operations over the course of the algorithm, which implies an \(O(n \log n + n)\) time bound for all the find and find value operations, and hence for the total overhead for the compressed tree structure. (For \(x \leq n \log n, a(x, n) = O(1)\) [14].)

Throughout the running of the algorithm, we represent each current edge by the corresponding original edge. Since we can easily obtain the current edge corresponding to any original edge, we shall ignore this distinction in what follows.

We need some lists and sets to keep track of candidate edges for selection in growth steps and to allow easy deletion of multiple edges. For each vertex \(v\) not on the growth path, we maintain an exit list of the current edges \((v, e)\), sorted in increasing order on \(i\). (Recall that the growth path contains the vertices \(v_0, v_1, \ldots, v_k\).) For each vertex \(e\) on the growth path we maintain a similar exit list, of those edges \((v_j, v_i)\) with \(j > i\), also sorted in increasing order on \(i\). Among the edges on an exit list, the first (of lowest index \(i\)) is active; the others are passive. For each vertex \(v\), we maintain a passive set containing all passive edges entering \(v\).

We manipulate the exit lists and passive sets as follows. Initially these lists and sets are all empty. After selecting a starting vertex \(s\) we add every edge of the form \((s, x)\) to the exit list of \(v\); each such edge is now active. After selecting a minimum-cost edge \((u, v_0)\) during a growth step, we apply the appropriate one of the following two cases:

**Case 1.** \(u\) is not on the current growth path.

Vertex \(u\) becomes the new root of the growth path. We delete every edge from the exit set of \(u\), removing each passive edge from the passive set containing it. (These edges, which lead to vertices on the growth path, are now unnecessary for the computation.) For each edge of the form \((x, u)\), we add \((x, u)\) to the front of the exit list of \(x\). This edge is now active. If the list contains at least one other edge, the previously active edge, say \((x, v_0)\), becomes passive; we add it to the passive set of \(v_0\).

**Case 2.** \(u\) is on the current growth path, say \(u = v_k\).

The cycle defined by the vertices \(v_0, v_1, \ldots, v_k\) is contracted. We delete every edge from the passive list of every \(v_i\), \(1 \leq i \leq k\). For each such deleted edge \((x, v_i)\), we delete from the exit list of \(x\) either \((x, v_i)\) or the currently active edge, whichever
has larger cost, breaking a tie arbitrarily. (The contraction makes these edges multiple.) Each vertex among \(v_1, v_2, \ldots, v_k\) now has at most one edge on its exit list, which we delete. The new vertex formed by the contraction has an empty exit list and an empty passive set.

If we represent the exit lists and passive sets by endogeneous* doubly linked lists, the total time for manipulating the exit lists and passive sets is \(O(m)\). This is immediate from the following observations:

(i) Each edge is added to an exit list at most once. Any conversion of an edge from active to passive corresponds to such an addition.

(ii) Any deletion of an edge from a passive list causes the deletion of a (possibly different) edge from an exit list. Any conversion of an edge from passive to active corresponds to such a deletion.

We need one more data structure, to facilitate selection of minimum-cost edges during growth steps. For this purpose we use a collection of F-heaps. We shall describe a prototype algorithm which we then refine to achieve the desired time bound.

We define the active set of a vertex \(v_i\) on the growth path to be the set of vertices \(v\) such that \((v, v_i)\) is an active edge. Since each vertex has at most one exiting active edge, the active sets are disjoint. For each vertex \(v_i\) on the growth path, we maintain an F-heap containing as items the vertices in the active set of \(v_i\). The key of a vertex \(v\) in the heap is the current cost of the edge \((v, v_i)\).

We manipulate the F-heaps as follows. To select a minimum-cost edge for use in a growth step, we perform delete \(\min\) \((v_0)\), where \(v_0\) is the root of the growth path. If \(u\) is the vertex returned from the heap, \((u, v_0)\) is the desired minimum-cost edge (also the first on the exit list of \(u\)). We handle the cases of extension of the growth path and contraction of a cycle as follows:

Case 1. \(u\) is not on the growth path.

We initialize a new, empty F-heap for \(u\). For each edge of the form \((x, u)\), if the exit list of \(x\) is empty, we insert \(x\) into the heap for \(u\). Otherwise, let \((x, v_i)\) be the currently active edge exiting \(x\). We move \(x\) from the heap for \(v_i\) to the heap for \(u\). (In either case we add \((x, u)\) to the exit list of \(x\) as discussed above.) The key of \(x\) is now the cost of \((x, u)\).

Case 2. \(u\) is on the current growth path, say \(u = v_k\).

We update the heaps after first updating the costs of the edges entering \(v_0, v_1, \ldots, v_k\) using the compressed tree data structure. When a currently active edge \((x, v_i)\) is deleted from the exit set of a vertex \(x\), we move \(x\) from the heap of \(v_i\) to the heap of the vertex \(v_j\) such that \((x, v_j)\) is the newly active edge exiting \(x\) (note that \(j \in \{0, 1, \ldots, k\}\)); or, if there is no newly active edge, we merely delete \(x\) from the heap of \(v_i\). Having completed all such updating, we meld the heaps for \(v_0, v_1, \ldots, v_k\) to form a heap for the new vertex representing the contracted cycle.

---

* By an endogeneous data structure we mean a linked data structure whose nodes are the items stored in the structure themselves. See Tarjan's monograph [17] for a discussion of this concept. Making the lists endogeneous obviates the need for cross pointers between the occurrence of an edge on an exit list and its occurrence in a passive set.
To verify the correctness of this method, we need to know one fact about 
F-heaps. An F-heap consists of a set of rooted trees, whose nodes are the items in 
the heap. The items are arranged in heap order: for any node x and any child y of x, 
the key of x is no greater than the key of y. Consider the F-heap for a vertex v on 
the growth path. The key of a vertex v in the heap is the cost of the edge (v, v_j). Since 
any updating of edge costs changes the cost of two such edges by the same amount, 
such a change does not disturb the heap order. Thus we do not have to modify 
the F-heaps when updating edge costs. This implies that the implementation is correct.

To analyze the time spent manipulating F-heaps, we observe that there are at 
most n initializations of empty heaps, at most 2n−2 delete min operations, at most 
n insert operations, at most n−1 delete operations, and at most 2m operations of 
moving a vertex from one heap to another. If we implement each move operation as a 
deletion followed by an insertion, the total time for heap operations is O(m log n). 
(To facilitate heap deletions, we make the heaps unbalanced. Alternatively, we can 
maintain a pointer from each vertex to its location in the heap containing it.)

By taking advantage of the special properties of F-heaps, we can reduce the 
amortized time per move operation from O(log n) to O(1), thereby reducing the 
time for heap operations, and the overall time to compute a minimum directed spanning 
forest from O(m log n) to O(n log n + m). This is the crucial idea in our improved 
algorithm.

Let us review the way F-heaps work. The two primitive operations on heap- 
ordered trees used in F-heaps are linking, in which we combine two trees into one by 
comparing their roots and making the root of smaller key the parent of the root larger 
(key breaking a tie arbitrarily), and cutting, in which we break one tree in two by 
deleting the edge joining a given node to its parent. Each cut or link operation takes 
O(1) time. With each node in an F-heap we store its rank, defined to be the number 
of its children. In addition, each node is either marked or unmarked. When a root loses a 
comparison in a link operation and becomes a non-root, it becomes unmarked. We 
carry out the various operations on F-heaps as follows:

\[\text{make heap}: \text{Return a new, empty set of trees.}\]

\[\text{insert} \,(x, \, h): \text{Make item} \, x \text{into a new, one-node tree, and add this tree to the forest} \]
\[\text{representing} \, h.\]

\[\text{delete min} \,(h): \text{In the forest of trees representing} \, h, \text{repeatedly link trees having roots} \]
\[\text{of equal rank until no two roots have equal rank. Then choose any root of minimum} \]
\[\text{key, delete it from its tree, and return it. (Each child of the deleted root becomes the} \]
\[\text{root of a new tree in the forest.)}\]

\[\text{meld}(h_1, \, h_2): \text{Combine the forests representing} \, h_1 \text{and} \, h_2 \text{into a single forest.}\]

\[\text{decrease key} \,(d, \, x, \, h): \text{Subtract} \, d \text{from the key of item} \, x. \text{If} \, x \text{is not a tree root, cut} \]
\[\text{the edge joining} \, x \text{to its parent, say} \, y, \text{and repeat the following step until it stops:} \]
\[\text{If} \, y \text{is marked and not a root, make it unmarked, cut the edge joining} \, y \text{and its parent,} \]
\[\text{let the new value of} \, y \text{be the parent, and continue; otherwise, mark} \, y \text{and stop.}\]

---

* We have modified the data structure slightly to suit our needs. Specifically, we have 
dropped the maintenance of minimum nodes. (See [7].)
delete \((x, h)\): Perform decrease key \((0, x, h)\). (This makes \(x\) a tree root without changing its key.) Delete \(x\) from the tree containing it. (Each child of \(x\) becomes a root.)

With this implementation, the maximum rank of a node is \(O(\log n)\), where \(n\) is the total number of items. The amortized time per operation is \(O(\log n)\) for delete min and delete and \(O(1)\) for all the other operations. These bounds are derived by defining the potential of a collection of F-heaps to be the total number of trees plus twice the number of marked non-root nodes, and defining the amortized time of an operation to be its actual time plus the net increase in potential it causes. (For a discussion of the use of the “potential” concept in deriving amortized time bounds see [19].) For any sequence of heap operations starting with empty heaps, the total amortized time is an upper bound on the total actual time. For details of the analysis see [7].

We wish to implement a move operation, specified as follows:

move \((x, h_1, h_2)\): Move item \(x\) from heap \(h_1\) to heap \(h_2\).

To carry out such an operation, we perform decrease key \((0, x, h_1)\), which makes \(x\) a tree root without changing its key. Then we move the entire tree rooted at \(x\) from heap \(h_1\) to heap \(h_2\).

The amortized time required by a move operation is \(O(1)\), since moving a tree from one heap to another takes \(O(1)\) actual time, does not change the potential, and does not affect the crucial structural property that the maximum rank of a node is \(O(\log n)\).

Suppose we use this implementation of move operations in our directed minimum spanning tree algorithm. We certainly obtain an \(O(n \log n + m)\) running time. The only question is whether the algorithm is correct. When a vertex \(v\) is moved from one heap to another, its key changes, because its active exiting edge changes. This may violate the heap order between \(v\) and its children in its heap. Furthermore, the descendants of \(v\) are now in the wrong heap. By making one more modification to the F-heap structure, we can fix these problems.

For any vertex \(v\) in the active set of some vertex \(v_i\) on the growth path, we call the heap of \(v_i\) the *home heap* of \(v\), and we call \(v\) *displaced* if it is not on its home heap. When deleting a node from an F-heap (in a delete min or delete operation), we examine each child of the deleted node and, if the child is displaced, we move the tree rooted at the child to the home heap of the child. This does not affect the \(O(\log n)\) amortized time of delete min or delete, since any node has \(O(\log n)\) children and moving a tree takes \(O(1)\) actual time and does not change the total potential.

This completes our description of the algorithm and the analysis of its running time. It remains for us to show that the manipulation of the F-heaps correctly produces minimum-cost edges for use in growth steps. The key to proving this is to observe that the manipulation of F-heaps maintains the following invariants:

(i) The root of any tree in an F-heap is always in its home heap (unless it has just become a root and is about to be moved to its home heap).

(ii) If \(x\) and \(y\) are vertices in an F-heap with \(x\) the parent of \(y\), and \(v_i\) and \(v_j\) are the vertices on the growth path such that \((x, v_i)\) and \((y, v_j)\) are active, then \(i \leq j\).

(iii) If \(x\) and \(y\) are vertices in an F-heap with \(x\) the parent of \(y\), and both \(x\) and \(y\) are in their home heap, then the key of \(x\) is no greater than the key of \(y\).
Invariants (i) and (ii) are easy to prove by induction on the number of growth steps. (Invariant (ii) can become temporarily false during a contraction step (Case 2) but is restored by the melding that concludes the contraction.) To verify (iii), consider a link operation that makes a vertex \( x \) the parent of another vertex \( y \). At the time of the link, both \( x \) and \( y \) are in their home heaps, say of vertex \( v_i \), and the key of \( y \) is no greater than the key of \( x \). As long as \( y \) remains a child of \( x \), \((y, v_i)\) remains active, and its cost remains the key of \( y \). The only way to violate the heap order is to move \( x \) and its subtree to another heap, displacing \( y \). Vertex \( y \) can subsequently return to its home heap (without deleting \( x \)) only if the entire part of the growth path up to and including the current vertex representing \( v_i \) is contracted. But this causes the key of \( x \) to decrease to at most the current cost of \((x, v_i)\), thereby restoring the heap order between \( x \) and \( y \). Invariant (iii) follows.

Let \( v_o \) be the root of the current growth path. Invariants (i), (ii) and (iii) imply that any vertex of minimum key in the active set of \( v_o \) must be a root of minimum key in the heap of \( v_o \). This implies that the delete \( min \) operations used to find minimum-cost edges for growth steps work correctly. Hence the entire algorithm is correct.

4. Minimum spanning trees with a degree constraint

The algorithms described in Sections 2 and 3 extend to allow a degree constraint at one vertex. Let us first consider the undirected case. Suppose we wish to find a minimum spanning tree in an undirected graph among spanning trees with \( k \) edges incident to a specified vertex \( v \), where \( k \) has a specified value. Gabow and Tarjan [10] have shown that this problem is linear-time equivalent to the unconstrained minimum spanning tree problem. Thus the algorithm of Section 2 combined with the Gabow—Tarjan reduction will find an undirected minimum spanning tree with a degree constraint in \( O(m \log \beta(m, n)) \) time.

The case of directed graphs requires a little more work. Suppose we wish to find a minimum spanning tree in a directed graph, with specified root \( r \) and exactly \( k \) edges exiting \( r \) for some given \( k \). Gabow and Tarjan [10] describe an algorithm for solving this problem that runs in \( O(m \log n) \) time. We shall provide a preprocessing step that reduces the number of edges that must be considered to \( O(n) \), thus reducing the time for the actual spanning tree computation to \( O(n \log n) \). The preprocessing step is a variant of the first phase of Edmonds' algorithm and takes \( O(n \log n + m) \) time by the method of Section 3. Thus we obtain an \( O(n \log n + m) \) time bound for finding a directed minimum spanning tree with a degree constraint.

We need a lemma that characterizes the effect of cycle contraction on directed minimum spanning trees. Let \( G=(V, E) \) be a directed graph with edge cost function \( c \), distinguished root vertex \( r \), and having no edges entering \( r \). Assume without loss of generality that no two edges entering the same vertex have the same cost. Let \( R \) be a set of required edges exiting \( r \). An \( R \)-tree is a spanning tree rooted at \( r \) that contains all edges in \( R \). Let \( C=(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_k), (v_k, v_0) \) be a cycle in \( G \) such that for \( 0 \leq i \leq k \), \((v_{i-1 \mod (k+1)}, v_i)\) is a minimum-cost edge entering \( v_i \). Let \( G/C \) be the graph formed by changing the cost of each edge of the form \((x, v_i)\) to \( c(x, v_i) - c(v_{(i-1 \mod (k+1))}, v_i) \), contracting the cycle \( C \) to a single vertex, and discarding all loops and all but a minimum-cost edge among each set of multiple edges. (If the set \( S \) of multiple edges contains an edge in \( R \), the minimum-cost edge in \( R \cap S \) is the
one retained.) Let $R/C$ be the set of edges in $G/C$ corresponding to $R$ in $G$. Finally, let $T$ be a minimum-cost $R$-tree in $G$, and let $T'$ be a minimum-cost $R/C$-tree in $G/C$.

**Lemma 1.** $T$ is formed from $T'$ by expanding the cycle $C$, adding all edges of $R$, and discarding every edge of $C$ that enters a vertex with another entering edge.

**Proof.** Let $U = \{(x, v) \in T\}$. Let $V = U \cap R$ if this set is non-empty, or otherwise let $V = \{(x, v)\}$, where $(x, v)$ is an edge of $U$ that is minimal in $T$ in the sense of being closest to the root. Let $C' = \{(v, v)\}$ no edge of $V$ enters $v$.

We claim that $T - (U - V) \cup C'$ is a tree rooted at $r$ containing all edges of $R$. Certainly $T \subseteq T - (U - V) \cup C'$, since $R \subseteq T$. Every vertex except $r$ contains exactly one entering edge of $T - (U - V) \cup C'$. The only non-trivial part of the claim is to show that $T - (U - V) \cup C'$ contains no cycles. Suppose there is such a cycle, say $Y$. $Y$ must contain an edge from a vertex not on $C$ to a vertex on $C$; this edge cannot be in $R$ since $r$ has no entering edges. It follows that $Y$ can only exist if $V = \{(x, v)\}$, where $(x, v)$ is an edge of $U$ that is minimal in $T$ and $Y$ contains $(x, v)$. But the path in $T$ from $r$ to $x$ does not contain a vertex of $C$ by the choice of $(x, v)$, which implies that $(x, v)$ cannot be on a cycle in $T - (U - V) \cup C'$. This contradiction establishes the claim.

Since each edge $(v, v) \in C'$ is of minimum cost among edges entering $v$, we must have $U - V = C'$, since otherwise $T - (U - V) \cup C'$ has cost less than $T$, contradicting the fact that $T$ is a minimum-cost $R$-tree. Thus either the edges in $T$ entering vertices on $C$ are exactly the edges in $R$ entering vertices on $C$ (if $U \cap R = \emptyset$), or there is exactly one edge in $T$ entering a vertex on $C$ (if $U \cap R \neq \emptyset$). In either case $T$ is formed from some $R/C$-tree $T''$ in $G/C$ by expanding $C$, adding all edges of $R$, and discarding every edge of $C$ that enters a vertex with another entering edge.

Suppose $U \cap R = \emptyset$. Then exactly one edge of $C$ is discarded in forming $T$ from $T''$. The edge cost transformation is such that $c(T) = c(T'') + c(C)$. Since $T$ is minimum with respect to $c$, $T''$ must be minimum with respect to $c$, and $T'' = T'$ since $G/C$ has a unique minimum-cost $R/C$-tree.

A similar argument applies if $U \cap R \neq \emptyset$. In this case the edge of $T''$ entering the vertex formed by contracting $C$ corresponds to the minimum-cost edge in $R$ entering a vertex of $C$. It follows that $c(T)$ is a non-decreasing function of $c'(T')$ (or of $c(T'')$; in this case the edge cost transformation is irrelevant). Since $T$ is minimum-cost, $T''$ must also be minimum-cost, and $T'' = T'$.

Lemma 1 implies that the desired degree-constrained minimum spanning tree $T$ is contained in a subgraph $H$ constructed as follows. Choose any vertex $r' \neq r$. Form $G - r'$; add an edge $(r', v)$ of appropriately high cost to any vertex $v$ not reachable from $r'$. Run phase 1 of Edmonds' algorithm on this graph. Then $H$ consists of all edges in $G$ corresponding to edges selected in phase 1, plus all edges directed from $r$. To prove that $T$ is contained in $H$, observe that $H$ contains all cycles contracted in phase 1. Now use induction on the number of cycles contracted in phase 1, taking $R$ as the set of edges incident to $r$ in $T$.

The algorithm to find a minimum degree-constrained spanning tree constructs $H$ using the algorithm of Section 3 and runs the Gabow—Tarjan algorithm on $H$. The time is $O(m + n \log n)$, since $H$ has $O(n)$ edges.

We close this section by noting that Lemma 1, specialized to the case $R = \emptyset$, provides the basis for a purely combinatorial proof of correctness of Edmonds' algorithm that is somewhat simpler than Karp's proof [12].
MINIMUM SPANNING TREES

5. Remarks

We have described an $O(m \log \beta(m, n))$-time algorithm for finding undirected minimum spanning trees and an $O(n \log (n+m))$-time algorithm for finding directed minimum spanning trees. Both algorithms extend to allow a degree constraint at one vertex (the root, in the directed case). The algorithms use F-heaps and some additional techniques.

Remaining open questions have to do with whether our algorithms are improvable and whether the methods they use can be applied to other problems. In this regard, it is known that undirected minimum spanning trees can be verified in $O(mx(m, n))$ time [16] and even in $O(m)$ comparisons [13]. Thus one is tempted to look for an $O(mx(m, n))$-time or even $O(m)$-time algorithm for finding such trees. On the other hand, Edmonds' directed minimum spanning tree algorithm can be used to sort $n$ numbers. This implies an $\Omega(n \log n + m)$ lower bound for any implementation of his algorithm that makes only binary decisions. Any improvement would require a new algorithmic approach rather than just new implementation ideas.

The most intriguing problem to which the techniques discussed in this paper might be applicable is nonbipartite weighted matching. The current best time bound is $O(n^2 \log n + nm \log \log (m+n+2))$, obtained by Gabow, Galil, and Spencer [8, 9]. We might hope for an improvement to $O(n^2 \log n + nm)$.
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