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1 Motivation: Do You Trust Your Code?

The vast majority of programs are written in imperative languages, requiring careful manipulation of data in memory and synchronization between threads. This has inevitably led to the proliferation of bugs—missed corner cases like buffer overflows and segmentation faults, logic errors arising from the gap between the programmer’s goals and the code used to realize them, and compiler errors that introduce bugs into correctly written programs. Techniques for conclusively demonstrating the absence of bugs have been known since the 1970s, and in the past decade they have been successfully applied to code of all sorts—compilers [8], distributed systems [20], highly concurrent algorithms [19]. The fundamental principle of these techniques is to express both the effects of code and the high-level goals of programs mathematically, and then to prove that all possible executions of a program match the desired behavior. I am interested in finding ways to model and reason about those aspects of programming languages that still resist formal analysis, in developing code that comes with the strongest possible guarantee of correctness, and in using ideas from formal verification to make it easier to write correct programs in the first place. My long-term goal is to make verification powerful and accessible enough that it is feasible to prove the correctness of most real-world programs.

Background: Modeling, Specification, and Verification  To prove the correctness of a program, we must answer three questions. First, what does the program do? Second, what should it do? Third, how do we know that the two coincide? The first question is answered by semantics, a mathematical model of the behavior of programs in some particular language. A semantics for a language like C includes a logical model of the machines on which C executes, including memory layout and thread pool, as well as a precise description of the effects of each C command. The second question is answered by a specification, a precise logical description of the program’s desired effects. This description is generally phrased in a program logic: for instance, separation logic can be used to describe the way that structures in memory are transformed by a function. The final question is answered by a proof: if semantics and specification are defined in a common logical language, then the rules of that logic can be used to show that every behavior of a program matches its specification. Because programs are often large, complex, and regularly structured, so likewise are their proofs of correctness, and we need tools and techniques to manage our proofs, check our work, and even produce parts of proofs automatically. Using proof assistants such as Coq [16] and Isabelle [17], we can build scripts of tactics that describe the steps of a proof; the proof assistant checks that each step is logically valid and guarantees that we end up with a mathematically sound proof of whatever property we originally stated. As long as the semantics is correct and the specification is the one we meant to prove, this process produces the strongest possible guarantee that the program will always behave as intended.

2 Past and Current Research

In my research to date I have developed tools for writing correct programs, infrastructure to facilitate proving correctness of certain classes of programs, and theory needed to reason about programs that have traditionally been beyond the reach of verification.
Verifying Compiler Optimizations  As a graduate student, I focused on developing techniques for specifying compiler optimizations and proving that they did not introduce bugs in compiled programs. My first project [13] was to give formal semantics to TRANS [5], a declarative language for describing optimizations as transformations on program graphs. In TRANS, the static analyses that are generally used to determine whether an optimization can be applied to a program are replaced by temporal logic formulae on paths through the program, directly stating properties such as “x is not used before it is redefined.” By giving formal semantics to the language, we were able to formally prove correctness of optimizations written in this style, so that TRANS could be used to rapidly prototype optimizations and then formally demonstrate that they were safe to apply to any program.

The goal of my later PhD work was to extend the approach of TRANS to concurrent programs. The end result was VeriF-OPT [9], a verification framework for compiler optimizations on concurrent programs. VeriF-OPT built on the potential of TRANS as a tool for developing high-assurance compiler optimizations. A compiler designer could begin by writing an optimization in PTRANS, a parallel extension of TRANS; then run the optimization on sample programs, refining the conditions under which it could safely be applied; and finally hand it off to a verification expert, who could use a provided library of compiler-related lemmas in Isabelle to formally prove the correctness of the optimization. In the latest version of the framework, we replaced PTRANS with Morpheus [14], a more flexible domain-specific language that allows users to break compiler optimizations down into combinations of fundamental operations on control flow graphs.

Reasoning About Memory  My work on PTRANS and Morpheus drew my interest to two aspects of programs that significantly complicate program verification: memory and concurrency. As a postdoc at UPenn on the Vellvm project, I helped to redesign existing formal semantics for the intermediate representation used in the LLVM compiler framework [7], focusing on extending it with a concurrency model and developing improved reasoning principles for the interaction between programs and memory. In the process, I helped design and test an extension of the memory model of the CompCert verified C compiler [8] that accounted for casts between pointer and integer values [6], and used to model to verify several program transformations. In an effort to systemize CompCert’s memory model (which was also used for Vellvm) and distill it down to the guarantees it provided to programmers, I developed an abstraction over sequential memory models that allowed for more platform-dependent behavior than the previous version while still providing the reasoning principles needed to verify optimizations [12].

Race Detection  While working on Vellvm, I also collaborated with from UPenn’s Architecture and Compilers Group on building better tools for finding data races in imperative programs. Currently, the most common way to find concurrency bugs in C and Java programs is using dynamic race detectors such as ThreadSanitizer [18], which instrument a program so that any race that occurs when the program is run will be reported to the user. I built the first formal correctness proof of race detection instrumentation [15], proving that the instrumentation was sound and complete and did not change the behavior of the instrumented program. Building on the proof for a toy language, I am in the process of scaling it up to a realistic instrumentation pass for C. I also worked on defining formal semantics for race detection on GPUs, which became the formal backing for a new GPU race detection tool [4].

Verifying Concurrent Programs  My main current research project is to develop the necessary techniques for proving correctness of realistic C programs, especially those that use the range of concurrency features introduced in C11 [3]. My work builds on the Verified Software Toolchain (VST) [2], a system for proving correctness of C programs in the Coq theorem prover. The first such system I verified was a lock-free message-passing system used in an automated vehicle [11]. More recently, I developed a new approach to verifying fine-grained data structure implementations that use weak-memory atomics (specifically the release-acquire pattern), and used it to prove correctness of highly concurrent implementations of key-value stores and hashtables [10]. I am also part of the team within the DeepSpec project [1] working on verifying a C implementation of a web server.
3 Future Research: Verified Programs in the Real World

Recent projects (both mine and others) have served as proofs of concept, showing that real-world code can be verified. My next overarching research goals are to apply these techniques where they will be most useful, producing verified artifacts that can be used as reliable components in real-world systems; and to connect the insights into program behavior that we gain from formal verification to the practice of programming, making it easier for everyone to write programs that work properly and carry strong guarantees of correctness.

Verified Highly Concurrent Programs The current expert consensus about relaxed-memory atomics is “don’t use them unless you really, really know what you’re doing”: their effects are too complex and subtle for anyone except experts to reliably write programs that behave correctly in all possible executions, and even experts may struggle without a way of mechanically checking their reasoning. Formal verification offers a chance to make this kind of high-performance concurrent code available to a wider user base, by giving performance-focused programmers the tools they need to prove correctness of complicated concurrent algorithms and data structures. Using the techniques I have already applied to a weak-memory key-value store and hashtable, I plan to develop an entire library of proved-correct fine-grained data structures in C, including stacks, queues, linked lists, and so on. To show that the specifications proved for the data structures are not merely correct but also useful, I will also verify a sample application that uses the data structures, such as a high-performance key-value store. The verified data structures will be usable by any programmer who wants to gain the benefits of concurrency without the dangers of concurrency errors, and the proof development itself will serve as a baseline for future proofs of more complex and efficient concurrent data structures.

Programming as Verification The fundamental technique of separation-logic-based program verification is symbolic execution. To verify a function’s specification (a pair of pre- and postcondition), we start with the resources and assumptions described by the precondition, and then step through the function, modifying the resources and assumptions according to the effects of each statement. In an interactive tool such as VST, this process is exposed to the user at each step: at each point in the function, the verifier can see the resources held by the current thread and observe how they are modified, and is required to provide evidence to the proof assistant that invariants are preserved and postconditions met at each step. What if the same information was available to the person writing the program in the first place? What if instead of flying blind, a programmer could see at each line a summary of the resources available and the conditions that needed to be met in order to make the function work as intended? The information gathered during (partial) verification would make it easier to write correct programs, and the process of programming would produce proofs of correctness almost as a side effect. One of my long-term research goals is to create an IDE that makes this possible, integrating programming and proving in a way that makes both tasks easier.

This will require new techniques for automatically constructing proofs from code, representing the program state abstractions used in verification so that they are useful for the programmer, and reasoning about the properties of code as it is being written. By allowing the two processes to feed into each other in real time, we can make correct programming easier without significantly changing the process of programming itself, and make it so that principled programming automatically produces proved-correct programs.

Code does not need to be buggy and unreliable. In the past 10 years, the verification of imperative code has gone from a theoretical possibility to an realizable goal; the next step is to make it a common task, requiring the same order of effort as writing a program. By extending the reach of formal models to the kinds of programs used in practice and by integrating verification techniques into programming tools, we can finally produce code that merits the highest degree of trust, and make writing such code achievable for researchers and programmers alike.
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